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Abstract1 - The FIRST/IoT project 
coordinated by the Faculty of Informatics, 
University of Debrecen, Hungary has important 
impact on the R&D work in this field. Six activity 
areas have been covered in the twenty-seven 
months long project. More than thirty researchers 
from half dozen Hungarian and other universities 
and research institutes have been involved in this 
activity. The results of this work are planned to be 
used for other international IoT projects in the 
following time period. Other institutes and 
individual researchers from abroad are invited to 
join to this open initiative and become partner. In 
the paper are presented the results and the most 
exciting aspects of the research activity. 
 
Index Terms - IoT, MPT, Sensor/Actuator, Big 
Data, Data Clusterization, Cyber-Physical Space, 
Bloom-filter, E-health, Ensemble Forecasting, 
Virtual Organization. 
 
1. Introduction 
 
Several universities and academic research institutes 
in Hungary working together with over forty 
professors and researchers from the United Kingdom, 
Russia and Romania are involved in effective research 
activity in the topics of IoT. Faculty of Informatics of 
the University of Debrecen in Hungary has leader role 
in the IoT research based on consortium project 
financed by the EU structural fund and the 
government of Hungary.  
The R&D activity includes six topics: i) Integration of 
the IoT into the IPv4/IPv6 systems (development and 
analysis of multipath protocol stack networks; 
evaluation of L1/L2 transmission mechanisms of the 
sensor networks; energy usage efficiency of WSNs; 
analysis of the random fields defined on space-time 
domain to model the transmission events of radio 
channels - kriging; cluster analysis of sensor variables; 
surprise event detection at CEP - Complex Event 
Processing and ESP - Event Stream Processing 
supported services; bilateral teleoperation over 
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wireless networks). ii) Cyber physical systems 
(embedded digital systems and integration of the 
network technologies; analysis of the complex, real 
time, dynamic reconfigurable systems; network 
security and intrusion detection in sensor network 
critical infrastructures). iii) Self-optimizing and self-
managing communication mechanisms of the IoT 
systems (context dependent addressing for IPv4/IPv6 
and 6LoWPAN systems; context dependent clustering, 
routing and multicast on the IoT; opportunistic 
networking; context-aware communication for the 
IoT). iv) E-health powered by IoT (development of 
intelligent home and vital technologies; real time 
human activity monitoring; remote supervision; elder 
people activity recognition; life quality enhancing 
services; indoor localization techniques using wireless 
sensor network). v) Weather prediction network tool 
development and analysis (statistical calibration by 
BMA and EMOS methods of the temperature and 
wind velocity ensemble prognosis; analysis of the 
cosmic background relay with the spectrum of random 
fields defined on the sphere). vi) Development of 
testbeds and virtual service platforms (authentication 
method with two factors and increased security level). 
In the following chapters the subjects listed above are 
presented. 
 
2. Integration of the IoT with the IPv4/IPv6 
systems 
 
In this topic two R&D fields were included. The 
importance of the multipath transmission (MPT) of 
the packet switched technology on network and 
transport layers was analysed. The effect of the MPT 
to the IPv4/IPv6 protocol stack was demonstrated by 
an own developed software library. The other group of 
tasks was oriented to the statistical analysis of the 
multicast traffic, to the cluster analysis of the data 
coming from network with high number of variables 
and to the frequency resource usage of a 
supercomputer system.  
 
2.1 The MPT software library 
 
The integration of the IoT with the IPv4/v6 systems 
opens questions on the efficient bandwidth usage of 
the available multiple interfaces (e.g. RJ-45, WiFi, 
3G, Bluetooth) of the hosts (especially of mobile 
hosts) especially in the transition process from IPv4 to 
IPv6. The traditional IP communication infrastructure 
is restricted to a single IP address (and single 
interface) usage on the communication endpoints. The 
IP address is used not only to identify the interface of 
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the node, but it is also used to identify the 
communication session (i.e. socket id). Distributing a 
communication session between different paths is an 
interesting question, and it is a focused research area 
today. Easy to see, that the usage of multiple 
interfaces and paths will increase the throughput of the 
communication (see e.g. [1]). If the communication 
session is terminated on a moving node (e.g. computer 
located on a moving car) the request of changing the 
IP address inside a communication session may 
appear. The traditional L3 roaming solution suffers 
from the efficiency problem of “triangular inequality”. 
Opening the possibility of changing the IP address of 
the end node (with the assumption, that the 
communication session must continue the work), 
could open a quite new solution area for these 
situations: The moving computer could easily change 
its IP address without losing the communication 
session’s state, and this solution could eliminate the 
triangular inequality problem.  
At the Faculty of Informatics, University of Debrecen 
a software library was created (named as “MPT 
software library), which opens the possibility of using 
multiple interfaces (and multiple paths) inside a 
communication session between the endpoints. The 
individual paths can be turned off and on without 
losing the connection. The MPT introduces a new 
conceptual working mechanism, which differentiates 
the identification of the communication session (i.e. 
the socket id) and the identification of the physical 
interfaces. The solution is based on creating a logical 
(tunnel) interface on the endpoint. The logical 
interface is used to identify the node’s communication 
sessions, and it is independent of the physical 
interfaces. The MPT software library maps the logical 
interface to multiple physical interfaces dynamically, 
so offering a L3 multipath working environment. 
Measurement results show, that the MPT library is 
able to aggregate the throughput of independent paths 
very efficiently (see [1], [2]). As the logical interface 
and the physical interfaces are handled independently, 
it is also possible to use different IP versions on the 
logical interface (i.e. by the communication software) 
and in the physical network environment (see [2]), so 
the MPT library also offers a seamless IP version 
changing solution. The detailed description on the 
MPT library can be found in [3]. 
 
2.2. Analysis of the IPv4/IPv6 data traffic and 
control signals transmitted through the sensor 
networks 
 
The service effect of the new virtual interfaces based 
on the new IEEE 1905.1 technology was analysed in 
PAN/SOHO environment. The current smart devices 
(tablets, phones, etc.) have multiple physical interfaces 
with different communication technologies (i.e. 
Bluetooth, NFC, WiFi, USB) able to communicate 
concurrently. In the classical protocol stack 
architecture each interface should have own logical 

address to communicate simultaneously. A given 
logical address is mapped to the unique physical 
address of the interface and each logical address 
should be placed in separated logical network. 
Introducing a virtual interface function between the 
LLC and MAC sublayers, the smart device becomes a 
switch in the OSI layer L1.75 with only one logical 
address in the network layer. All the physical 
interfaces remain active with the own communication 
technology and participate in the merged group of 
layer L1.5 channels.  
Nice results were obtained by the analysis of the 
congestion effect to the streaming transmission in low 
bandwidth, sensor based network environment. It was 
found that both, the channel load and the channel 
intensity need to be considered for proper evaluation 
of the congestion in homogeneous TCP or 
heterogeneous aggregated TCP/UDP multimedia 
traffic. The aggregated traffic of the congested streams 
has long range memory (LRD) characteristic [4]. 
The coexistence of different wireless transmission 
technologies (i.e. IEEE 802.11 and IEEE 802.15.4) on 
the same physical environment was studied in 
function of the frame size transmitted [5].   
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surprise events at the CEP (Complex Event 
Processing) and ESP (Event Stream Processing) 
supported services based on huge number of logical 
and physical sensor nodes [8]. 
 
3. Cyber-Physical Systems 
 
A Cyber-Physical System is a special case of the 
Internet of Things. It is characterised by a very intense 
interaction with the physical processes, and usually 
cooperating nodes solve a common task. Within the 
frame of this project we aimed at combining the 
advantageous behaviour of embedded- and IT 
systems. We are going to extend the possibilities of 
embedded systems through utilization of high 
performance IT solutions and through the possibility 
of strong cooperation of separate nodes by means of 
interconnections through the high speed internet. 
However, in our view, the interconnection of large set 
of embedded systems serve as general purpose cyber-
physical resources, rather than resources for dedicated 
purposes. 
We envision a farm of embedded systems, with a large 
set of sensors and actuators as a universal 
infrastructure for gathering information from the 
physical world, for interacting with it through 
actuators, and also as a universal computation 
resource [9]. A user utilising this infrastructure can 
develop a new application, based on the available new 
and historic sensor information and can influence the 
environment (in a controlled way). 
 

 
 

Fig. 2. Architecture of the Cyber-Physical infrastructure 
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allocated to embedded computing devices. Based on 
the measured resource utilization, the tasks are 
reallocated among devices in run-time by means of 
Design-Space Exploration. The above concept 
requires high level virtualization [10]. We use sensor 
virtualization (common interface, description structure 
and database) to access the information about physical 
processes from any embedded nodes. The possibility 
of reallocation of tasks also requires a certain level of 
virtualization, which might range from process 

virtualization to full platform virtualization. The 
computing nodes are strong enough to host virtual 
machines, guest operation systems and several 
applications at a time. However, if the application is 
very compute intensive, we can delegate certain parts 
of the calculations to the cloud (cloud computing) 
[11]. Sensor information collected by embedded nodes 
are accessible through an ontology, which allows the 
users to search for special types of sensors, or based 
on location, availability, accuracy etc. 

 
4. Context-aware communication in the IoT 
 
The 128-bit IPv6 addresses provide an unthinkably 
large address space, making it possible to assign 
trillions of addresses to each square centimetre on the 
surface of the Earth, so it is hard to envision any 
future scenario, including the “wildest” IoT-related 
predictions, whose needs would not be satisfied. 
However, in certain cases, size does not matter, or at 
least it is not the only thing that matters. The more 
relevant question is how can be those addresses used, 
how large will grow the routing tables, or how fast 
and how efficient can be the subsequent routing 
protocols and communication schemes. In the IoT we 
will probably very rarely use individual IPv6 
addresses as is, we will not address a given sensor 
individually, but rather a group of smart “things” 
having in common some context-related 
characteristics. Therefore we propose to use a context-
aware addressing and routing scheme, in which the 
network routes the queries to the proper place(s) based 
on a set of context parameters, but without knowing 
the IP addresses of the concerned objects. 
We propose to encode context parameters in Bloom 
filters, which are considered a very resource-efficient 
and easy-to-process solution to handle set operations. 
IoT nodes will probably be grouped together in 
smaller areas behind several edge nodes connecting 
them to the traditional Internet architecture. The 
devices behind a specific edge will build and maintain 
a multi-hop tree over which context information in 
Bloom-filters can be easily exchanged and aggregated. 
When a context-based query is initiated, it will be 
rapidly routed to areas where IoT nodes exist, 
conforming to the requested context. The basic idea of 
this context-aware addressing solution was described 
in [12]. Currently we are working on implementing 
this approach in an IoT simulator and analysing its 
efficiency in different setups.  
However, context-information can be very complex, 
involving several temporal and spatial correlations 
between the different context parameters. Capturing 
the evolution of most of these parameters is important, 
but usually only a very reduced set of these parameters 
affect effectively the behaviour of a given device, 
application or person. Another aspect of our research 
was therefore to provide a solution for filtering out 
these parameters based on the Hierarchical Temporal 
Memory approach (HTM), as described in [13].    
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the node, but it is also used to identify the 
communication session (i.e. socket id). Distributing a 
communication session between different paths is an 
interesting question, and it is a focused research area 
today. Easy to see, that the usage of multiple 
interfaces and paths will increase the throughput of the 
communication (see e.g. [1]). If the communication 
session is terminated on a moving node (e.g. computer 
located on a moving car) the request of changing the 
IP address inside a communication session may 
appear. The traditional L3 roaming solution suffers 
from the efficiency problem of “triangular inequality”. 
Opening the possibility of changing the IP address of 
the end node (with the assumption, that the 
communication session must continue the work), 
could open a quite new solution area for these 
situations: The moving computer could easily change 
its IP address without losing the communication 
session’s state, and this solution could eliminate the 
triangular inequality problem.  
At the Faculty of Informatics, University of Debrecen 
a software library was created (named as “MPT 
software library), which opens the possibility of using 
multiple interfaces (and multiple paths) inside a 
communication session between the endpoints. The 
individual paths can be turned off and on without 
losing the connection. The MPT introduces a new 
conceptual working mechanism, which differentiates 
the identification of the communication session (i.e. 
the socket id) and the identification of the physical 
interfaces. The solution is based on creating a logical 
(tunnel) interface on the endpoint. The logical 
interface is used to identify the node’s communication 
sessions, and it is independent of the physical 
interfaces. The MPT software library maps the logical 
interface to multiple physical interfaces dynamically, 
so offering a L3 multipath working environment. 
Measurement results show, that the MPT library is 
able to aggregate the throughput of independent paths 
very efficiently (see [1], [2]). As the logical interface 
and the physical interfaces are handled independently, 
it is also possible to use different IP versions on the 
logical interface (i.e. by the communication software) 
and in the physical network environment (see [2]), so 
the MPT library also offers a seamless IP version 
changing solution. The detailed description on the 
MPT library can be found in [3]. 
 
2.2. Analysis of the IPv4/IPv6 data traffic and 
control signals transmitted through the sensor 
networks 
 
The service effect of the new virtual interfaces based 
on the new IEEE 1905.1 technology was analysed in 
PAN/SOHO environment. The current smart devices 
(tablets, phones, etc.) have multiple physical interfaces 
with different communication technologies (i.e. 
Bluetooth, NFC, WiFi, USB) able to communicate 
concurrently. In the classical protocol stack 
architecture each interface should have own logical 

address to communicate simultaneously. A given 
logical address is mapped to the unique physical 
address of the interface and each logical address 
should be placed in separated logical network. 
Introducing a virtual interface function between the 
LLC and MAC sublayers, the smart device becomes a 
switch in the OSI layer L1.75 with only one logical 
address in the network layer. All the physical 
interfaces remain active with the own communication 
technology and participate in the merged group of 
layer L1.5 channels.  
Nice results were obtained by the analysis of the 
congestion effect to the streaming transmission in low 
bandwidth, sensor based network environment. It was 
found that both, the channel load and the channel 
intensity need to be considered for proper evaluation 
of the congestion in homogeneous TCP or 
heterogeneous aggregated TCP/UDP multimedia 
traffic. The aggregated traffic of the congested streams 
has long range memory (LRD) characteristic [4]. 
The coexistence of different wireless transmission 
technologies (i.e. IEEE 802.11 and IEEE 802.15.4) on 
the same physical environment was studied in 
function of the frame size transmitted [5].   
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The radio interference created in the 2.4 GHz radio 
channels produces three times higher error rate for the 
IEEE 802.15.4 channel as for the WiFi. Development 
of stochastic models for systems distributed in space 
and time and their application in the description of 
radio channel noise characteristics in WiFi system 
with high number of base stations serving as sensor 
nodes [6]. Based on this idea a new kriging method is 
proposed for continuous extrapolation of the signal 
field intensity in 4D physical coordinates (space-time 
domains) not sampled by the discrete sensor nodes 
[7].  
Clustering method was developed and applied to 
extract information content from sensor network data 
sets and application of it to characterize the resource 
usage of a supercomputer system. The method based 
on artificial neural networks, cluster analysis and 
wavelets reduces by one order of magnitude the 
number of variables needed to be sampled to presage 
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Processing) and ESP (Event Stream Processing) 
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A Cyber-Physical System is a special case of the 
Internet of Things. It is characterised by a very intense 
interaction with the physical processes, and usually 
cooperating nodes solve a common task. Within the 
frame of this project we aimed at combining the 
advantageous behaviour of embedded- and IT 
systems. We are going to extend the possibilities of 
embedded systems through utilization of high 
performance IT solutions and through the possibility 
of strong cooperation of separate nodes by means of 
interconnections through the high speed internet. 
However, in our view, the interconnection of large set 
of embedded systems serve as general purpose cyber-
physical resources, rather than resources for dedicated 
purposes. 
We envision a farm of embedded systems, with a large 
set of sensors and actuators as a universal 
infrastructure for gathering information from the 
physical world, for interacting with it through 
actuators, and also as a universal computation 
resource [9]. A user utilising this infrastructure can 
develop a new application, based on the available new 
and historic sensor information and can influence the 
environment (in a controlled way). 
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applications at a time. However, if the application is 
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[11]. Sensor information collected by embedded nodes 
are accessible through an ontology, which allows the 
users to search for special types of sensors, or based 
on location, availability, accuracy etc. 
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will probably very rarely use individual IPv6 
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individually, but rather a group of smart “things” 
having in common some context-related 
characteristics. Therefore we propose to use a context-
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on a set of context parameters, but without knowing 
the IP addresses of the concerned objects. 
We propose to encode context parameters in Bloom 
filters, which are considered a very resource-efficient 
and easy-to-process solution to handle set operations. 
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Bloom-filters can be easily exchanged and aggregated. 
When a context-based query is initiated, it will be 
rapidly routed to areas where IoT nodes exist, 
conforming to the requested context. The basic idea of 
this context-aware addressing solution was described 
in [12]. Currently we are working on implementing 
this approach in an IoT simulator and analysing its 
efficiency in different setups.  
However, context-information can be very complex, 
involving several temporal and spatial correlations 
between the different context parameters. Capturing 
the evolution of most of these parameters is important, 
but usually only a very reduced set of these parameters 
affect effectively the behaviour of a given device, 
application or person. Another aspect of our research 
was therefore to provide a solution for filtering out 
these parameters based on the Hierarchical Temporal 
Memory approach (HTM), as described in [13].    
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5. E-health powered by IoT 
 
In the present world, millions of people die every year 
due to lack of information about their health. 
Increased costs in the healthcare system could be 
reduced, if it would give more attention to disease 
prevention through regular assessment of health status 
and their treatment in the early stages. Our research is 
oriented to develop technologies for independent daily 
life assistance of elderly persons or others with 
disabilities and to improve the quality of human life 
using Internet of things (IoT) techniques.  
Our scope is to bring together latest achievements in 
the domains of IoT and of assistive technologies in 
order to develop a complex assistive system with 
adaptive capability. Learning behaviour that allows 
living for as long as possible in familiar environment 
is also in focus of our research work. We use IoT 
technologies to monitor in real time the state of a 
patient or to get sensitive data in order to subsequently 
analyse and to enhance the medical diagnosis.  
We have developed an assistive assembly consisting 
of a smart and assistive environment. This equipment 
allows also indoor localization based on wireless 
sensor network and Wi-Fi infrastructure [14]. It was 
developed a human activity and health monitoring 
system [15], an assistive and telepresence robot, 
together with the related components and cloud 
services. For activity and health pattern recognition 
we developed a hardware module for vital parameters 
monitoring (temperature, heart rate, acceleration). The 
acquired data is used to train neural network that 
allows recognition of activity or health status of the 
patient and trigger alert signal in case of unusual state 
detection. We implemented and tested a recognition 
system for arm posture, body postures and simple 
activities like standing, sitting, walking, running, etc., 
see Fig. 3. These states and movement forms were 
correlated with the data acquired from a heart rate 
sensor. The recognition rate of the body postures was 
over 99 % on the data sets used for training.  
 

 
 

Fig. 3. Data acquired for 10 activities to be recognized. 
 
On Fig. 4 can be seen that by setting the right 
threshold (red line) for the standard deviation, the 

static – dynamic postures discrimination can be easily 
differentiated. For recognizing the walking and 
running activities, we have extracted further relevant 
features from raw data set. The FFT transform was 
used to determine the stepping rate of a person as the 
most dominating frequency in the acceleration signal’s 
spectrum.  
 

 
 

Fig. 4. Differentiating dynamic activity from static. 
 
It was developed an own simulator application based 
on Qt application framework for feed forward neural 
networks [16]. Based on neural networks simulated in 
Matlab environment FPGA circuit was developed.  
In our future development this monitoring module will 
be extended by new sensors (ECG, EMG, breath, etc.) 
and rules for sensor data fusion and fuzzy logic will be 
applied to enhance the body activity recognition. 
Further research based on different types of ANN is 
needed to simulate other activity/health status 
recognition. The best performing ANN type will be 
used to implement new recognition module based on 
FPGAs. 
 
6. Weather prediction systems and analysis 

The main area of our research is statistical post-
processing of ensemble forecasts which is a 
pioneering work in this direction in Hungary. A 
forecast ensemble is obtained from several runs of a 
numerical weather prediction model with different 
initial conditions and makes possible the estimation of 
the probability distribution of future weather 
variables. This allows probabilistic weather 
forecasting, where not only the future atmospheric 
states are predicted, but also the related uncertainty 
information [20]. Recently several meteorological 
services provide ensemble forecasts, the leading 
organization is the ECMWF, while the Hungarian 
Meteorological Service (HMS) operates the ALADIN-
HUNEPS ensemble prediction system. However, the 
spread of these forecast ensembles is often too small, 
they are uncalibrated and statistical methods are 
needed to account for this deficiency. The most 
popular tools of post-processing are the Bayesian 
Model Averaging (BMA) [22] and the Ensemble 
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Model Output Statistics (EMOS) [21]. Both 
approaches provide estimates of the densities of the 
predictable weather quantities and once a predictive 
density is given, a point forecast can be easily 
determined (e.g., mean or median value). As a first 
step we tested the existing BMA models implemented 
in the R package ensembleBMA on ALADIN-
HUNEPS ensemble forecasts of wind speed [18] and 
temperature [19]. We found that statistical post-
processing significantly improves the calibration of 
probabilistic and accuracy of point forecasts. We also 
developed a new univariate BMA model for wind 
speed prediction [17] and a bivariate BMA model for 
joint calibration of ensemble forecasts of wind speed 
and temperature. Both methods were successfully 
tested on ALADIN-HUNEPS ensemble forecasts and 
on forecasts of the University of Washington 
Mesoscale Ensemble and the results were compared to 
the predictive performances of the existing methods. 
We also performed a detailed comparison of BMA 
and EMOS calibration of ALADIN-HUNEPS 
temperature and wind speed forecasts and recently we 
are working on a new EMOS model for wind speed 
prediction. The predictive performance of this new 
model has already been tested on forecasts of wind 
speed of the UWME and of the ECMWF and 
ALADIN-HUNEPS ensemble prediction systems. 
All new models are implemented in R and compatible 
with the existing ensembleBMA and ensembleMOS 
packages. The final goal of our research is the 
operation application of some statistical post-
processing methods at the HMS. 
 
7. Virtual service platforms and testbeds 
 
More than 25 years of continuous development in the 
research networking area and later in the areas of 
those higher level e-Infrastructure services as grids, 
clouds, HPC, storage, collaboration and data 
infrastructures, have resulted in a leading edge e-
Infrastructure system in Hungary that offers the 
provision of national and international services for the 
entire Hungarian research and education as well as 
public collection communities. The service portfolio 
includes, among others, communication, information 
access, and collaboration tools and platforms (e.g. 
remote co-operation and virtual community 
environments). The country-wide Hungarian e-
Infrastructure is connected into the European and 
global e-Infrastructures via GÉANT, the European 
backbone of the research and education community. 
The services, having been developed and being 
operated by the NIIF Institute, are available also for 
the Future Internet research communities, and are 
extended to novel opportunities such as providing 
Virtual Research Environment (VRE) platforms and 
supporting Virtual Research Organisations (VRO) by 
making applications VO ready. An important special 
example of the major activities related to the e-
Infrastructure is the development of a Shibboleth 2.x 

IdP X.509/LDAP authentication module. The basic 
motivation is to provide the opportunity of using 
hardware tokens as authentication source. SPs can 
decide if they want to force the X.509 authentication, 
or intend to simply keep a password based solution. 
Besides Shibboleth X.509 authentication (with or 
without PKI), also X.509 + LDAP certificate 
authentication and combining X.509 with 
username/password authentication are also possible 
options. 
Based on GÉANT, also a specific, reconfigurable 
testbed operating in a federated virtual networking 
environment is provided by NIIFI, and its European 
partners, to the R&D community. The Hungarian 
segment of the testbed infrastructure is built on the 
high speed network of NIIFI and, together with its 
international connections, it is also available for 
supporting Future Internet research activities. 
Application of a two-factor authentication module for 
simpleSAMLphp in the federated virtual networking 
environment and in the testbed system has been 
developed, in order to achieve increased security by 
pairing a time-based token with other credentials, such 
as a username and a password. SimpleSAMLphp is 
used as a SAML2 Single-Sign-on solution based on 
php. Google Authenticator implements time-based 
one-time password (TOTP) security tokens from 
RFC6238 in mobile apps made by Google. The 
Authenticator provides a six digit one-time password 
users must provide in addition to their username and 
password to log into Google services. The 
Authenticator can also generate codes for third party 
applications, such as password managers or file 
hosting services. 
 
8. Summary 
 
The FIRST/IoT R&D project executed with the 
collaboration of several universities and institutes 
from Hungary, United Kingdom, Romania, Ukraine 
and Serbia has considerable effect on the Internet of 
Things topic. More than thirty journal and conference 
proceeding papers were published based on the 
theoretical and practical research work during the last 
two years. The results obtained in this way are 
considered promising basics for the continuation of 
the IoT field by next international joint projects.  
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5. E-health powered by IoT 
 
In the present world, millions of people die every year 
due to lack of information about their health. 
Increased costs in the healthcare system could be 
reduced, if it would give more attention to disease 
prevention through regular assessment of health status 
and their treatment in the early stages. Our research is 
oriented to develop technologies for independent daily 
life assistance of elderly persons or others with 
disabilities and to improve the quality of human life 
using Internet of things (IoT) techniques.  
Our scope is to bring together latest achievements in 
the domains of IoT and of assistive technologies in 
order to develop a complex assistive system with 
adaptive capability. Learning behaviour that allows 
living for as long as possible in familiar environment 
is also in focus of our research work. We use IoT 
technologies to monitor in real time the state of a 
patient or to get sensitive data in order to subsequently 
analyse and to enhance the medical diagnosis.  
We have developed an assistive assembly consisting 
of a smart and assistive environment. This equipment 
allows also indoor localization based on wireless 
sensor network and Wi-Fi infrastructure [14]. It was 
developed a human activity and health monitoring 
system [15], an assistive and telepresence robot, 
together with the related components and cloud 
services. For activity and health pattern recognition 
we developed a hardware module for vital parameters 
monitoring (temperature, heart rate, acceleration). The 
acquired data is used to train neural network that 
allows recognition of activity or health status of the 
patient and trigger alert signal in case of unusual state 
detection. We implemented and tested a recognition 
system for arm posture, body postures and simple 
activities like standing, sitting, walking, running, etc., 
see Fig. 3. These states and movement forms were 
correlated with the data acquired from a heart rate 
sensor. The recognition rate of the body postures was 
over 99 % on the data sets used for training.  
 

 
 

Fig. 3. Data acquired for 10 activities to be recognized. 
 
On Fig. 4 can be seen that by setting the right 
threshold (red line) for the standard deviation, the 

static – dynamic postures discrimination can be easily 
differentiated. For recognizing the walking and 
running activities, we have extracted further relevant 
features from raw data set. The FFT transform was 
used to determine the stepping rate of a person as the 
most dominating frequency in the acceleration signal’s 
spectrum.  
 

 
 

Fig. 4. Differentiating dynamic activity from static. 
 
It was developed an own simulator application based 
on Qt application framework for feed forward neural 
networks [16]. Based on neural networks simulated in 
Matlab environment FPGA circuit was developed.  
In our future development this monitoring module will 
be extended by new sensors (ECG, EMG, breath, etc.) 
and rules for sensor data fusion and fuzzy logic will be 
applied to enhance the body activity recognition. 
Further research based on different types of ANN is 
needed to simulate other activity/health status 
recognition. The best performing ANN type will be 
used to implement new recognition module based on 
FPGAs. 
 
6. Weather prediction systems and analysis 

The main area of our research is statistical post-
processing of ensemble forecasts which is a 
pioneering work in this direction in Hungary. A 
forecast ensemble is obtained from several runs of a 
numerical weather prediction model with different 
initial conditions and makes possible the estimation of 
the probability distribution of future weather 
variables. This allows probabilistic weather 
forecasting, where not only the future atmospheric 
states are predicted, but also the related uncertainty 
information [20]. Recently several meteorological 
services provide ensemble forecasts, the leading 
organization is the ECMWF, while the Hungarian 
Meteorological Service (HMS) operates the ALADIN-
HUNEPS ensemble prediction system. However, the 
spread of these forecast ensembles is often too small, 
they are uncalibrated and statistical methods are 
needed to account for this deficiency. The most 
popular tools of post-processing are the Bayesian 
Model Averaging (BMA) [22] and the Ensemble 
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Model Output Statistics (EMOS) [21]. Both 
approaches provide estimates of the densities of the 
predictable weather quantities and once a predictive 
density is given, a point forecast can be easily 
determined (e.g., mean or median value). As a first 
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in the R package ensembleBMA on ALADIN-
HUNEPS ensemble forecasts of wind speed [18] and 
temperature [19]. We found that statistical post-
processing significantly improves the calibration of 
probabilistic and accuracy of point forecasts. We also 
developed a new univariate BMA model for wind 
speed prediction [17] and a bivariate BMA model for 
joint calibration of ensemble forecasts of wind speed 
and temperature. Both methods were successfully 
tested on ALADIN-HUNEPS ensemble forecasts and 
on forecasts of the University of Washington 
Mesoscale Ensemble and the results were compared to 
the predictive performances of the existing methods. 
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speed of the UWME and of the ECMWF and 
ALADIN-HUNEPS ensemble prediction systems. 
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Abstract — In this paper the results of our investigations 
related to social spreading are summed up and concluded. In our 
work we studied information spreading on different network 
topologies. Based on a novel complex network generating method 
we managed to generate several test cases for social simulations 
focusing mainly on the case of declining social networks. We ran 
simulations using a previously presented model of information 
spreading. As a result we showed how the effectiveness of the 
spreading depends on the way and the intensity of declining. 
Later, using a modified version of the model we examined the 
effect of dynamically active agents in the system. As the most 
important result of this study we showed that increasing the 
activity of central nodes of a social network alone does not make 
the spreading significantly more effective.  

 

Index Terms — information spreading, declining social 
networks, complex networks, cellular automata simulation 

I. INTRODUCTION 
HE investigation of social spreading phenomena has been  
in the focus of research for a couple of decades. However 

in the last 15 years with the appearance of online communities 
its importance has become much greater as it turned out that 
the models used to model classical societies based on personal 
contacts are also applicable for these social structures [1-3]. 
While the classical topics of the field were in most of the cases 
related to disease spreading, rumor spreading, opinion 
spreading, etc. [1,2], today – reflecting to the questions of the 
informational society – one of the most important questions is 
information spreading. In our work we study the spreading on 
the most widely known group of online societies, on social 
networks. In this very work we focus on to major topics: (i.) 
declining social networks and (ii.) networks of dynamically 
active agents. In the first part we try to understand how the 
dynamics of information spreading change on social networks 
that have passed their golden age, and start to decline. Based 
on this result we give a hint, where is the point when it does 
not worth anymore to spread information (e.g. advertise) on 
these networks. In the second part of our work we examine the 
change of the spreading when we assume that agents may not 
be always active and ready to spread or receive information. 
More practically our goal is to find out that in such a network 
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what can one do to speed up the spreading only by 
manipulating the activity of agents. The results of our work 
may be used later in planning advertising campaign strategies, 
or anti-spam actions. 

II. SPREADING ON DECLINING SOCIAL NETWORKS 
As history shows, online 

social networks follow the 
universal rules of diffusion 
of new technologies [1] 
during their life cycle and 
go through four different 
stages [4] (see Fig. 1.). At 
the very beginning, when 
they are just introduced, the 
number of users starts to 
increase slowly. Later more 
and more users join and the 
network grows much faster. 
After a while however the 

system reaches its possible maximal size, and enters to its 
maturity phase. The aim of the owners of all social networks is 
of course to stay as long as possible in these latter two stages. 
Several examples show however (MySpace, Orkut, iwiw, etc.) 
that after a while social networks start to get out of fashion. 
This means that users leave them, they arrive to their fourth 
stage and the declining starts. In our work presented in [5] we 
focus on information spreading on social networks of this 
fourth kind. As one possible result we wanted to get an idea if 
it is worth to advertise such networks or not.  

In the next three sections the two steps of this work is 
presented. First we model the network structure and then we 
model the behavior of the nodes of the network. 

A. Reproducing the topology of declining social networks 

To be able to run our simulations the first step was to find a 
way to generate topologies similar to the ones that online 
social networks have. Finally we worked out a two step 
method for this [6,7]. First we generate a network that is 
topologically more or less similar to a real social network in 
its mature phase. And then we attack it to catch the declining. 

As it is widely known from the literature real social 
networks have a so called scale-free topology meaning that 
there are a huge number of actors with a low number of 
connections and only some that have a high number of 
neighbors [8-10]. More precisely this means that the degree 
distributions of these networks follow a power law form 
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Fig. 1. Life cycle of a social network. 
First, when the network is introduced 
more and more users come and it keeps 
growing till the maturity. The last phase 
however is always declining. 
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Abstract — In this paper the results of our investigations 
related to social spreading are summed up and concluded. In our 
work we studied information spreading on different network 
topologies. Based on a novel complex network generating method 
we managed to generate several test cases for social simulations 
focusing mainly on the case of declining social networks. We ran 
simulations using a previously presented model of information 
spreading. As a result we showed how the effectiveness of the 
spreading depends on the way and the intensity of declining. 
Later, using a modified version of the model we examined the 
effect of dynamically active agents in the system. As the most 
important result of this study we showed that increasing the 
activity of central nodes of a social network alone does not make 
the spreading significantly more effective.  

 

Index Terms — information spreading, declining social 
networks, complex networks, cellular automata simulation 

I. INTRODUCTION 
HE investigation of social spreading phenomena has been  
in the focus of research for a couple of decades. However 

in the last 15 years with the appearance of online communities 
its importance has become much greater as it turned out that 
the models used to model classical societies based on personal 
contacts are also applicable for these social structures [1-3]. 
While the classical topics of the field were in most of the cases 
related to disease spreading, rumor spreading, opinion 
spreading, etc. [1,2], today – reflecting to the questions of the 
informational society – one of the most important questions is 
information spreading. In our work we study the spreading on 
the most widely known group of online societies, on social 
networks. In this very work we focus on to major topics: (i.) 
declining social networks and (ii.) networks of dynamically 
active agents. In the first part we try to understand how the 
dynamics of information spreading change on social networks 
that have passed their golden age, and start to decline. Based 
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not worth anymore to spread information (e.g. advertise) on 
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More practically our goal is to find out that in such a network 
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what can one do to speed up the spreading only by 
manipulating the activity of agents. The results of our work 
may be used later in planning advertising campaign strategies, 
or anti-spam actions. 
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