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Abstract—In this paper, we investigate how the COVID-19
pandemic has affected the use of language in the online space
through measuring the semantic changes of words during the
time that includes the outbreak of the pandemic and the months
of the lockdown. As a first step, we apply a recent word
embedding technique on a time-labelled text corpus collected
from social media which represents the semantic relation of words
based on their likelihood of co-occurring next to each other. By
analyzing different statistical features of the received dynamic
embedding, we can identify and quantitatively describe periods
where the semantic properties of a chosen word are undergoing
significant changes. Since this depends on the context and the
usage of these words by the users, we can infer their reaction to
the COVID-19-related events and relevant news dated to these
periods.

Index Terms—semantic change, COVID-19, social media, word
embedding.

I. INTRODUCTION

COVID-19 had a significant impact on human civilization
during the last few years, inducing abrupt changes in

society, ranging from the level of personal relationships and
the shift towards home office in work management to the
significant new challenges with which national healthcare
systems had to face worldwide. Presumably, these drastic
effects have affected the way we think about many things
including interpersonal communication, both on personal and
social levels. Reducing the number of personal contacts, online
meetings becoming widespread, and several fake news pop-
ping up each week have made us change the way we approach
new information and express our thoughts. Therefore, the tools
of the education system, the government communication, the
participants of mass media, and all the content-sharing agents
also needed to adapt to these new circumstances, because –
independently of their purposes – their messages will reach
their goal only if they use new ways [1].

One of the most relevant examples in the topic of COVID-
19 is the effectiveness of the epidemiological response of

The research was conducted within the framework of the Network Science
Research Group at Ludovika - University of Public Service. The research was
supported by the EKÖP-24-3-II-ELTE-213 University Excellence Scholarship
Program and the EKÖP-24-4-II-23 University Research Scholarship Program
of the Ministry for Culture and Innovation from the source of the National
Research, Development and Innovation Fund.

Bogdán Asztalos is with Department of Biological Physics, Eötvös
Loránd University, Budapest, Hungary, and with Health Services Manage-
ment Training Centre, Semmelweis University, Budapest, Hungary (e-mail:
abogdan@caesar.elte.hu)

Péter Bányász is with Department of Cybersecurity, University of Public
Service Ludovika, Budapest, Hungary (e-mail: banyasz.peter@uni-nke.hu)

governments, which was primarily influenced by the condition
of society, the degree of trust people had in their democratic
institutions, the scientific community, and many other factors.
The lower confidence people have in these factors, the higher
the percentage of people who will refuse to accept epidemio-
logical restrictions or vaccination in the future. However, the
passage of time has led to a weakened acceptance of the
government’s actions. This resulted from the exhaustion of
the lockdowns and the global disinformation campaigns that
have been spreading on social media for years. The unclear
origins of the COVID-19 virus1 and the often-contradictory
messages from different governments have provided an excel-
lent opportunity to spread conspiracy theories and fake news.
The scientific community also has a significant role in the
defence against the disease, but the infodemic state related to
COVID-19 has significantly eroded individuals’ trust in the
state of science and has reinforced pseudoscientific theories
[2].

This tendency has been increased by the nature of the
algorithms on social networking sites, which has led to a
combination of the most absurd conspiracy theorists, from
flat-earthers to anti-vaccinationists who believe that the 5G
network causes the coronavirus and that microchips are being
implanted in people by vaccination to track them by various
actors of the deep state behind the scenes [3]. This problem is
even more serious considering that the spread of fake news
regarding the coronavirus and the rejection of vaccination
will significantly compromise the prevention of epidemics in
the future and can result more and more epidemic outbreaks
globally [4]. Research has shown that social media users
are more likely to believe various COVID-19-related conspir-
acy theories that reinforce anti-vaccination, and anti-masking,
among others [5]. Well illustrates the process that in January
2020, for the first time, a post appeared on social media
claiming that the spread of 5G technology was responsible
for the spread of the coronavirus, which also led to a rise in
anti-China feelings [6]. Then in April 2020, the 5G hoax led
to 77 incidents of vandalism of 5G transmitting stations in
the UK by individuals afraid of the coronavirus to prevent the
further spread of the virus [7].

Therefore, it is important to counterbalance the harmful
information flow in the public consciousness, and as COVID-

1In our study, we cannot and do not take a position on the origin of the
coronavirus. We believe that whether it evolved naturally or was released from
a laboratory is unimportant in terms of its consequences. The crucial question
about the pandemic is how we can ’defeat’ it.
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19 itself can only be controlled through an inter- and multi-
disciplinary approach, this communication-focused problem is
also should examined from several directions. Such interdisci-
plinary cooperation is not unprecedented, similar has happened
during the last 25 years, when network-based tools gradually
gained relevance in exploring the mechanisms and principles
of complex systems [8], including both biological [9] and
social systems [10], and network thinking became accepted
both by academia [11], industry [12], and governments [13].
The spreading use of artificial intelligence (AI) tools that we
see today in all areas of life also highlights that computational
techniques are quite helpful and over time they will be
indispensable in fully understanding both social, scientific, and
governmental problems [14]–[16].

The increasing prevalence of fake news and counterfeit
profiles on social media platforms poses a substantial threat
to informational integrity and societal trust. Whereas con-
ventional approaches, such as rule-based solutions, metadata
analysis, or human fact-checking, have assisted in mitigating
the spread of disinformation, they often prove inadequate
against the more sophisticated and rapidly disseminating false
content [17]. Recent studies indicate that natural language
processing (NLP) techniques are more effective in the iden-
tification of disinformation than traditional methods relying
on fact-checking and source evaluation as they facilitate the
representation and analysis of textual data. This enhances
the accuracy of detection and fosters a more nuanced un-
derstanding of the semantic meanings embedded within the
conveyed information [18], [19]. Such methodologies enable
meticulous detection and elimination of propaganda while
preserving document-level coherence, grammatical integrity,
and the content’s authenticity in news articles [20]. It is also
found that the integration of NLP with machine learning (ML)
algorithms can yield effective results in identifying false news
and profiles [17], [21], [22].

Among the tools of NLP, word embedding methodologies
have turned out one of the most instrumental in the identifica-
tion of disinformation disseminated on social media platforms
as they facilitate a deeper comprehension of the context and
semantics of text [23], [24]. Word embedding algorithms like
GloVe, TF-IDF, Word2Vec, and FastText-based embeddings
provide sophisticated text analysis and classification tech-
niques [25], and have proven effective in detecting disinfor-
mation within social media contexts [21], [26]. In the domain
of deep learning integration, neural network models leverage
embeddings to effectively capture contextual and sequential
information inherent in textual data, thus markedly enhancing
the accuracy of fake news classification, and understanding
of context and the structural elements of disinformation [27],
[28].

Besides, word embeddings provide a quantitative method
to define semantic space and measure semantic distance i.e.
the degree of difference between meanings of different words.
By using temporal data, word embedding is also capable of
measuring the semantic changes of words and gives us an
opportunity to observe what phenomena have happened in
human language [29], [30]. As we show in this paper, this
could be used for finding out how COVID-19 has affected the

way people use language, and so indirectly identifying social
events and processes that can be intervened with the right
communication and decision-making.

Our study aims to engage in the global scientific discourse
about the problems that the pandemic created with our humble
tools, proposing a new methodology that we believe can be
adopted by different disciplines.

In this paper, firstly we briefly overview the necessary
notions of distributional semantics and the Word2vec word
embedding method, and then we introduce our results about
applying diachronic word embedding on textual data from
online social data.

II. DISTRIBUTIONAL SEMANTICS AND WORD EMBEDDING

Distributional semantics (DS) is a subfield of computational
linguistics that quantifies semantic similarities and differences
between words and linguistic terms [31]. Since the scope of
our study is to conduct a quantitative investigation about how
much the meaning of words has changed during the COVID-
19 pandemic, we relied heavily on the concepts of DS. The
main tool we used is word embedding which represents words
mathematically in a high dimension space and hence allows
us to consider them as objects in a real geometric space.
However, to understand word embedding and the logic behind
constructing it, one should be aware of the distributional
hypothesis and some of its consequences.

A. Distributional hypothesis and the role of co-occurrence
statistics

It is a well-known fact that knowing the dictionary definition
of a word and using it in a real-life sentence are not equivalent.
The former is not even required for the latter, however, the way
people use words highly depends on their lexical meaning, so it
is possible to infer the semantic information from the linguistic
context [32], [33]. This principle led Harris to the following
statement: “a word is characterized by the company it keeps”,
which later became known as the distributional hypothesis and
now is the basis of DS [34], [35].

One of the consequences of the distributional hypothesis
is the fact that the statistical properties of linguistic context
encode the meaning of words. Hence, a computational analysis
of word occurrences in a large text corpus will let us distin-
guish different word meanings from each other and recognize
similarities and differences between them [36]. For example,
the word dog probably has more common neighbouring words
with cat than with house, because there are more sentences
where dog and cat are interchangeable than dog and house
are. This simply follows from the fact that the meaning of the
word dog is closer to the meaning of cat than to the meaning
of house.

Hence, to express the semantic content of a word com-
putationally, one needs to collect the words occurring in its
context and analyse their statistical distribution. To store such
statistics, the simplest solution is to count the co-occurrences
of word pairs, so to gain the statistics of one individual word,
only the concerning co-occurrence data values need to be
accounted for. Therefore, studies in computational linguistics
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focus on the co-occurrence statistics of text corpora and
languages [37], [38].

Collecting co-occurrence statistics allows us to perform
many computational analyses. One of the most apparent tech-
niques is to build co-occurrence networks by linking words
occurring in each other’s context. Such a network should store
all the valuable relational information about linguistic patterns,
and by examining it explicitly with the tools of network study,
it can reveal the fundamental semantic relationships [39],
[40]. Observing the evolution of these networks can unfold
the language evolution which is responsible for the network
structure behind the scenes. In our study, we have focused
on word embedding, which is obtained by a more complex
derivation from co-occurrence statistics, but the above close
relationship between co-occurrence networks and embeddings
can be used both in the fields of computational linguistics and
network science [41].

B. Word embedding and Word2vec

Word embedding is a technique that represents the above
abstract concept of “co-occurrence statistics” and makes the
semantic meaning interpretable for computers. The idea is to
assign a set of real numbers (i.e., a multidimensional vector)
to words in such a way that the algebraic properties of vectors
reflect the same relationships between them as those that exist
between the words. For instance, if two words have similar
meanings, their vector representation should be close to each
other in the multidimensional space, called the embedding
space. Therefore, word embedding simply transforms semantic
differences into geometric distances [42].

Constructing this vector representation can be done in many
ways. The simplest methods, like LSA, take the co-occurrence
value of some pre-selected context words and apply some
kinds of dimension reduction on them [43], but in the last
decade, more sophisticated word embedding techniques were
introduced using unsupervised ML algorithms [44].

During our investigation, we used Word2vec’s Skip-gram
model with negative sampling (SGNS), which is one of the
most widely used word embedding methods in recent years.
It also uses unsupervised learning: the objective of the model
is to estimate a co-occurrence probability using a two-layer
neural network and the vector representation of the words is
a kind of by-product of the optimization process. The cause
of its popularity is that it can process a large amount of data
in a short time because of its sampling procedure and also the
fact that the constructed embedding returns psycho-linguistical
relations more efficiently than other alternatives [45], [46]. The
output of such an embedding is visualised in Fig. 1.

III. METHODS

A. Gathering linguistic data with SentiOne

To receive data for the linguistic study, we used an AI-
powered social listening tool, called SentiOne with which we
searched for COVID-19-related words and expressions, and
downloaded posts and web pages containing them. SentiOne
is a content-based web analytics platform that is dedicated
to crawling and analysing content perceived online channels,

like social media platforms, news portals, blogs, etc. [47].
It covers and recognizes 70 languages across the globe. The
platform monitoring tool currently monitors over 20 000 000
000 mentions and gathers data from 8 different types of
sources, namely portals, blogs, Twitter, Facebook, Instagram,
video, forums, and review sites.

The mentions are divided into statements and articles,
statements being automatically classified as either positive,
neutral, or negative with the use of SentiOne’s unique, pro-
prietary algorithm. The platform’s sentiment analysis is based
on research work by John R. Crawford and Julie D. Henry
[48]. They analysed the Positive and Negative Affect Schedule
(PANAS). Based on their research, SentiOne’s developers
created algorithms that help determine the author’s emotional
attitude to the discussed topic. The platform uses proprietary
artificial intelligence algorithms to classify the posts’ overall
sentiment.

The interactive platform is built upon user-provided key-
words and key phrases to look for the specific mentions that,
either in themselves or within their context, contain those pre-
given phrases that interest the user. The system gathers data
in almost real-time yet has a memory that can go back up to 3
years. For quantitative research, data is structured by different
focus points and research parameters and is visualized inter-
actively. This technology also supports qualitative research,
enabling in-depth analysis and categorizing all the indexed
web content.

We used three groups of keywords and key expressions to
capture social data: some common words (mostly names of
professions) that are not related to COVID-19 in an obvious
way and can serve as a stable meaning benchmark; the names
of the different vaccine types; and an expression aimed at
the 5G-related fake news. The used keywords and expressions
are listed in Table I. We have searched for each keyword in
30 different languages2. In this research, these queries were
run because they are language-independent and have the same
meaning in each of the given languages.

B. Diachronic word embedding

To measure how much words change their meaning over
time, we used a series of word embedding. The steps of the
process with which we received these embeddings is illustrated
in Fig. 2.

Since the input of an embedding method is the co-
occurrence data as explained in Section II-A, it is possible
to construct distinct embeddings for each month starting from
the collected statistics corresponding to the individual months.
The result of a single embedding is a set of word vectors
(i.e. points in a high-dimensional space) representing the
meaning relations of the words, so if we get different sets
for different months, we can compare them, hence inferring
what changed in the language during a month. We assume that

2Currently, the following languages are available in fully supported form:
Polish, German (+ Swiss German, Austrian German), Russian, Ukrainian,
English (+ UK, US, Ireland), Dutch (+ Belgian Dutch), French (+ Belgian
French, Swiss-French), Slovenian, Slovak, Hungarian, Romanian, Bulgarian,
Serbian, Croatian, Bosnian, Montenegrin, Czech, Danish, Finnish, Swedish,
Norwegian, Latvian, Lithuanian, Italian, Spanish, Portuguese, and Greek.
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Fig. 1. Visualisation of diachronic word embedding. The coordinates of words can be considered as their position in a snapshot of the semantic space, where 
words are continuously walking. We plotted four different state during the examined period, where the meaning changes of the highlighted words can be 
observed. The geometric relation of these pandemic-related terms reflects relatively well the social attitude changes towards these topics.

most words do not change their meaning in a short time, like a 
month, so comparing consecutive embeddings can reflect the 
changes that happened so that the concerned words changed 
their position relative to the others. The obtained results also 
supported this assumption. This allows us to consider the 
words in the embedding space as walking particles, and to look 
at the semantic change in a language as the collective motion 
of these particles. Also, as previous research has shown, this 
collective motion of words can be studied quantitatively, and 
their behaviour can be described as an anomalous diffusion
with a significant subdiffusive character which might be de- 
rived from the governing non-linear microscopic dynamics of 
human language evolution [49], [50].
    To build such a series of embedding, we have run through all 

the textual sources in the downloaded raw data and performed 
the data processing methodology published by Asztalos et al. 
[49]. The used embedding method was Word2vec’s Skip-gram 
model with negative sampling (SGNS) [45], [46] into 300 
dimensions.
    Since the dataset contained time-labels for each post about 
when they were published, we could distinguish different 
co-occurrence statistics coming from different periods. We 
applied monthly separation, i.e., handled independently the 
statistics from the 24 months between July 2019 and June 
2021. The received series of embedding can be interpreted 
as snapshots of how word meanings migrate over the overall 
cloud of words. Four of these snapshots are illustrated in 2D 
in Fig. 1.
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Fig. 2. The steps of our data process flow.

TABLE I
LIST OF KEYWORDS AND EXPRESSIONS WE USED FOR SEARCHING

Common words Vaccine names Fake news

"Bread"

"Driver"

"Engineer"

"Film director"

"Illness"

"Journalist"

"Lawyer"

"Miner"

"Principal"

"Soldier"

"AstraZeneca"

"J&J"

"Johnson and Johnson"

"Moderna"

"Pfizer"

"Sinopharm"

"Sinovac"

"Sputnik V"

"5G" and "COVID"

co-occurrence statistics coming from different periods. We
applied monthly separation, i.e., handled independently the
statistics from the 24 months between July 2019 and June
2021. The received series of embedding can be interpreted
as snapshots of how word meanings migrate over the overall
cloud of words. Four of these snapshots are illustrated in 2D
in Fig. 1.

IV. RESULTS

While we have analyzed the spread of fake news based
on several keywords, we decided to focus on the trend of
spreading COVID-19 and 5G-related fake news, which led
to mass destruction in the UK, as it was mentioned in the
Introduction. For the search terms "COVID" and "5G", we
identified 1,156,535 shares during the period under study,
resulting in approximately 4.4 billion views

As can be seen in panel (a) in Fig. 3, the significant majority
of shares are found to be neutral, which can be attributed to
three factors:

• AAI examines the shared content based on context,
evaluating the expressions it contains in terms of positive
and negative aspects, and then deciding which sentiment
to attach to it based on the results. However, if the number
of positive and negative expressions is approximately
equal, the algorithm labels it as neutral.

Fig. 3. Number of shares over time found by the keyword ”COVID” and
”5G”. In panel (a) they are grouped by sentiment, while in panel (b) they are
grouped by the country.

• In many cases, users simply reshare the content without
any explanation or comment, so they cannot analyse the
new context.

• A more recent emerging new phenomenon is the inten-
tional use of terms and phrases in the content shared
for the express purpose of disinformation, overloading
or poisoning the meaning of words, and deliberately
creating a different emotional context. For example, the
hashtag "#Bidenworstpresidentever" might be used as
a positive hashtag in trending posts, even though the
hashtag’s meaning clearly indicates a negative emotional
connotation.

Fig. 3 shows that the number of shares related to the terms
"COVID" and "5G" significantly increased from March 2020,
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• A more recent emerging new phenomenon is the inten-
tional use of terms and phrases in the content shared
for the express purpose of disinformation, overloading
or poisoning the meaning of words, and deliberately
creating a different emotional context. For example, the
hashtag "#Bidenworstpresidentever" might be used as
a positive hashtag in trending posts, even though the
hashtag’s meaning clearly indicates a negative emotional
connotation.

Fig. 3 shows that the number of shares related to the terms
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reaching a record 230,000 shares in April, which coincides
with the previously cited destruction of 77 5G towers. If we
compare this with the territorial spread of the sharing (see Fig.
3, panel (b)), it is not surprising that the dominant location of
the sharing is the UK: overall, there are 317,313 shares for
the two search terms above, which, narrowed down to April
2020, means more than 80,000 shares.

Concrete examples of how we can visualize linguistic
changes with the help of word embeddings can be seen in Fig.
1. Word embedding methods (like Word2vec) place words in
a high-dimensional space so that words with similar meanings
are closer to each other. Typically, the number of dimensions
is several hundred (in our case 300), so the procedure result
is relatively abstract. Still, with dimension reduction tools,
it is possible to illustrate the structure of the "word cloud"
in 2D. Using the t-SNE visualization [51], we plotted four
states of the word cloud in Fig. 1. I.e., these figures are
approximations of the high-dimensional objects representing
semantical meanings. It can be seen that the overall structure
of the cloud (i.e., general meaning relations in the language)
is the same (supporting our basic assumption), but some
pandemic-related words get closer to each other while some
get further. Thus, it can be observed, for instance, how the
different pharmaceutical companies manufacturing vaccines
grouped together, or how the word chip was firstly associated
with vaccines and moved away later.

To perform some more descriptive analysis, we collected the
30 words closest to some chosen test words each month and
plotted the monthly changes in this set in Fig. 4. Suppose that
the spatial distance represents the meaning difference between
words. In that case, we can assume that a word changes its
closest neighbours because its meaning changes over time, so
the number of changed neighbours correlates with its meaning
change, hence can be viewed as a “rate of meaning change”.
In Fig. 4 this value is plotted over time for four everyday
words (panel (a)) and for four vaccine names (panel (b)). One
can see those words with stable, conventional meanings (e.g.,
word, friend) have a lower change rate of around 10-15; this
can be considered the static value. In contrast, words like mask
or president are more agile in the scanned period, probably
because of the social events that happened that time. Vaccine
words (more precisely the names of the companies producing
them) had no fixed neighbour set in the beginning, but they
decayed to the static value when the collective social opinion
about them reached its final state so that we can identify the
acceptance order of different vaccines, consistent with real-life
experience.

To study in more detail what happens in the studied period,
we can look for the closest few words to a certain word each
month. Fig. 5 presents the case of AstraZeneca for its 5 closest
neighbours. This Sankey figure shows the change of these
words and their order over time. The following change in
social attitude over time can observed: Pfizer and Moderna
became really close when they started to develop the COVID-
19 vaccine, but Merck and Glaxo Smith Kline (which are also
pharmaceutical companies but did not have their own vaccine)
left the immediate neighborhood. This also underlines the fact
that public opinion about AstraZeneca (especially on social

media platforms) was influenced primarily by the vaccine-
manufacturing activity of the company in the examined period.

V. CONCLUSION

The results of this study hold significant implications for
both scientific inquiry and practical strategies aimed at com-
bating disinformation, particularly in relation to the evolving
nature of fake news and linguistic shifts observed during
the COVID-19 pandemic. The implementation of diachronic
word embedding technologies has established a novel method-
ological framework for tracing the temporal development
of linguistic meanings, thereby enabling an analysis of the
transformation of social narratives and emotional patterns.

A key innovative aspect of the methodology is the appli-
cation of linguistic representations within an interdisciplinary
framework, facilitating not only textual analyses but also
a comprehensive examination of the dynamic phenomena
associated with social change. The findings can inform the
formulation of targeted strategies to combat disinformation and
enhance the efficacy of political and public health communi-
cations. Investigating the evolving context surrounding words
linked to fake news will illuminate particularly virulent topics
and phrases circulating on social media, thus allowing for more
effective deployment of early intervention measures.

Furthermore, the visualization of linguistic embeddings
facilitates both qualitative and quantitative assessments of
shifts in social narratives. This dual methodological framework
strengthens interdisciplinary research by integrating insights
from network theory, NLP, and emotional analysis. The in-
corporation of new techniques and methodologies is poised
to address pressing global challenges, such as epidemics and
political conflicts, at both theoretical and practical levels.
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cations. Investigating the evolving context surrounding words
linked to fake news will illuminate particularly virulent topics
and phrases circulating on social media, thus allowing for more
effective deployment of early intervention measures.

Furthermore, the visualization of linguistic embeddings
facilitates both qualitative and quantitative assessments of
shifts in social narratives. This dual methodological framework
strengthens interdisciplinary research by integrating insights
from network theory, NLP, and emotional analysis. The in-
corporation of new techniques and methodologies is poised
to address pressing global challenges, such as epidemics and
political conflicts, at both theoretical and practical levels.
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reaching a record 230,000 shares in April, which coincides
with the previously cited destruction of 77 5G towers. If we
compare this with the territorial spread of the sharing (see Fig.
3, panel (b)), it is not surprising that the dominant location of
the sharing is the UK: overall, there are 317,313 shares for
the two search terms above, which, narrowed down to April
2020, means more than 80,000 shares.

Concrete examples of how we can visualize linguistic
changes with the help of word embeddings can be seen in Fig.
1. Word embedding methods (like Word2vec) place words in
a high-dimensional space so that words with similar meanings
are closer to each other. Typically, the number of dimensions
is several hundred (in our case 300), so the procedure result
is relatively abstract. Still, with dimension reduction tools,
it is possible to illustrate the structure of the "word cloud"
in 2D. Using the t-SNE visualization [51], we plotted four
states of the word cloud in Fig. 1. I.e., these figures are
approximations of the high-dimensional objects representing
semantical meanings. It can be seen that the overall structure
of the cloud (i.e., general meaning relations in the language)
is the same (supporting our basic assumption), but some
pandemic-related words get closer to each other while some
get further. Thus, it can be observed, for instance, how the
different pharmaceutical companies manufacturing vaccines
grouped together, or how the word chip was firstly associated
with vaccines and moved away later.

To perform some more descriptive analysis, we collected the
30 words closest to some chosen test words each month and
plotted the monthly changes in this set in Fig. 4. Suppose that
the spatial distance represents the meaning difference between
words. In that case, we can assume that a word changes its
closest neighbours because its meaning changes over time, so
the number of changed neighbours correlates with its meaning
change, hence can be viewed as a “rate of meaning change”.
In Fig. 4 this value is plotted over time for four everyday
words (panel (a)) and for four vaccine names (panel (b)). One
can see those words with stable, conventional meanings (e.g.,
word, friend) have a lower change rate of around 10-15; this
can be considered the static value. In contrast, words like mask
or president are more agile in the scanned period, probably
because of the social events that happened that time. Vaccine
words (more precisely the names of the companies producing
them) had no fixed neighbour set in the beginning, but they
decayed to the static value when the collective social opinion
about them reached its final state so that we can identify the
acceptance order of different vaccines, consistent with real-life
experience.

To study in more detail what happens in the studied period,
we can look for the closest few words to a certain word each
month. Fig. 5 presents the case of AstraZeneca for its 5 closest
neighbours. This Sankey figure shows the change of these
words and their order over time. The following change in
social attitude over time can observed: Pfizer and Moderna
became really close when they started to develop the COVID-
19 vaccine, but Merck and Glaxo Smith Kline (which are also
pharmaceutical companies but did not have their own vaccine)
left the immediate neighborhood. This also underlines the fact
that public opinion about AstraZeneca (especially on social

media platforms) was influenced primarily by the vaccine-
manufacturing activity of the company in the examined period.

V. CONCLUSION

The results of this study hold significant implications for
both scientific inquiry and practical strategies aimed at com-
bating disinformation, particularly in relation to the evolving
nature of fake news and linguistic shifts observed during
the COVID-19 pandemic. The implementation of diachronic
word embedding technologies has established a novel method-
ological framework for tracing the temporal development
of linguistic meanings, thereby enabling an analysis of the
transformation of social narratives and emotional patterns.

A key innovative aspect of the methodology is the appli-
cation of linguistic representations within an interdisciplinary
framework, facilitating not only textual analyses but also
a comprehensive examination of the dynamic phenomena
associated with social change. The findings can inform the
formulation of targeted strategies to combat disinformation and
enhance the efficacy of political and public health communi-
cations. Investigating the evolving context surrounding words
linked to fake news will illuminate particularly virulent topics
and phrases circulating on social media, thus allowing for more
effective deployment of early intervention measures.

Furthermore, the visualization of linguistic embeddings
facilitates both qualitative and quantitative assessments of
shifts in social narratives. This dual methodological framework
strengthens interdisciplinary research by integrating insights
from network theory, NLP, and emotional analysis. The in-
corporation of new techniques and methodologies is poised
to address pressing global challenges, such as epidemics and
political conflicts, at both theoretical and practical levels.
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reaching a record 230,000 shares in April, which coincides
with the previously cited destruction of 77 5G towers. If we
compare this with the territorial spread of the sharing (see Fig.
3, panel (b)), it is not surprising that the dominant location of
the sharing is the UK: overall, there are 317,313 shares for
the two search terms above, which, narrowed down to April
2020, means more than 80,000 shares.

Concrete examples of how we can visualize linguistic
changes with the help of word embeddings can be seen in Fig.
1. Word embedding methods (like Word2vec) place words in
a high-dimensional space so that words with similar meanings
are closer to each other. Typically, the number of dimensions
is several hundred (in our case 300), so the procedure result
is relatively abstract. Still, with dimension reduction tools,
it is possible to illustrate the structure of the "word cloud"
in 2D. Using the t-SNE visualization [51], we plotted four
states of the word cloud in Fig. 1. I.e., these figures are
approximations of the high-dimensional objects representing
semantical meanings. It can be seen that the overall structure
of the cloud (i.e., general meaning relations in the language)
is the same (supporting our basic assumption), but some
pandemic-related words get closer to each other while some
get further. Thus, it can be observed, for instance, how the
different pharmaceutical companies manufacturing vaccines
grouped together, or how the word chip was firstly associated
with vaccines and moved away later.

To perform some more descriptive analysis, we collected the
30 words closest to some chosen test words each month and
plotted the monthly changes in this set in Fig. 4. Suppose that
the spatial distance represents the meaning difference between
words. In that case, we can assume that a word changes its
closest neighbours because its meaning changes over time, so
the number of changed neighbours correlates with its meaning
change, hence can be viewed as a “rate of meaning change”.
In Fig. 4 this value is plotted over time for four everyday
words (panel (a)) and for four vaccine names (panel (b)). One
can see those words with stable, conventional meanings (e.g.,
word, friend) have a lower change rate of around 10-15; this
can be considered the static value. In contrast, words like mask
or president are more agile in the scanned period, probably
because of the social events that happened that time. Vaccine
words (more precisely the names of the companies producing
them) had no fixed neighbour set in the beginning, but they
decayed to the static value when the collective social opinion
about them reached its final state so that we can identify the
acceptance order of different vaccines, consistent with real-life
experience.

To study in more detail what happens in the studied period,
we can look for the closest few words to a certain word each
month. Fig. 5 presents the case of AstraZeneca for its 5 closest
neighbours. This Sankey figure shows the change of these
words and their order over time. The following change in
social attitude over time can observed: Pfizer and Moderna
became really close when they started to develop the COVID-
19 vaccine, but Merck and Glaxo Smith Kline (which are also
pharmaceutical companies but did not have their own vaccine)
left the immediate neighborhood. This also underlines the fact
that public opinion about AstraZeneca (especially on social

media platforms) was influenced primarily by the vaccine-
manufacturing activity of the company in the examined period.

V. CONCLUSION

The results of this study hold significant implications for
both scientific inquiry and practical strategies aimed at com-
bating disinformation, particularly in relation to the evolving
nature of fake news and linguistic shifts observed during
the COVID-19 pandemic. The implementation of diachronic
word embedding technologies has established a novel method-
ological framework for tracing the temporal development
of linguistic meanings, thereby enabling an analysis of the
transformation of social narratives and emotional patterns.

A key innovative aspect of the methodology is the appli-
cation of linguistic representations within an interdisciplinary
framework, facilitating not only textual analyses but also
a comprehensive examination of the dynamic phenomena
associated with social change. The findings can inform the
formulation of targeted strategies to combat disinformation and
enhance the efficacy of political and public health communi-
cations. Investigating the evolving context surrounding words
linked to fake news will illuminate particularly virulent topics
and phrases circulating on social media, thus allowing for more
effective deployment of early intervention measures.

Furthermore, the visualization of linguistic embeddings
facilitates both qualitative and quantitative assessments of
shifts in social narratives. This dual methodological framework
strengthens interdisciplinary research by integrating insights
from network theory, NLP, and emotional analysis. The in-
corporation of new techniques and methodologies is poised
to address pressing global challenges, such as epidemics and
political conflicts, at both theoretical and practical levels.
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reaching a record 230,000 shares in April, which coincides
with the previously cited destruction of 77 5G towers. If we
compare this with the territorial spread of the sharing (see Fig.
3, panel (b)), it is not surprising that the dominant location of
the sharing is the UK: overall, there are 317,313 shares for
the two search terms above, which, narrowed down to April
2020, means more than 80,000 shares.

Concrete examples of how we can visualize linguistic
changes with the help of word embeddings can be seen in Fig.
1. Word embedding methods (like Word2vec) place words in
a high-dimensional space so that words with similar meanings
are closer to each other. Typically, the number of dimensions
is several hundred (in our case 300), so the procedure result
is relatively abstract. Still, with dimension reduction tools,
it is possible to illustrate the structure of the "word cloud"
in 2D. Using the t-SNE visualization [51], we plotted four
states of the word cloud in Fig. 1. I.e., these figures are
approximations of the high-dimensional objects representing
semantical meanings. It can be seen that the overall structure
of the cloud (i.e., general meaning relations in the language)
is the same (supporting our basic assumption), but some
pandemic-related words get closer to each other while some
get further. Thus, it can be observed, for instance, how the
different pharmaceutical companies manufacturing vaccines
grouped together, or how the word chip was firstly associated
with vaccines and moved away later.

To perform some more descriptive analysis, we collected the
30 words closest to some chosen test words each month and
plotted the monthly changes in this set in Fig. 4. Suppose that
the spatial distance represents the meaning difference between
words. In that case, we can assume that a word changes its
closest neighbours because its meaning changes over time, so
the number of changed neighbours correlates with its meaning
change, hence can be viewed as a “rate of meaning change”.
In Fig. 4 this value is plotted over time for four everyday
words (panel (a)) and for four vaccine names (panel (b)). One
can see those words with stable, conventional meanings (e.g.,
word, friend) have a lower change rate of around 10-15; this
can be considered the static value. In contrast, words like mask
or president are more agile in the scanned period, probably
because of the social events that happened that time. Vaccine
words (more precisely the names of the companies producing
them) had no fixed neighbour set in the beginning, but they
decayed to the static value when the collective social opinion
about them reached its final state so that we can identify the
acceptance order of different vaccines, consistent with real-life
experience.

To study in more detail what happens in the studied period,
we can look for the closest few words to a certain word each
month. Fig. 5 presents the case of AstraZeneca for its 5 closest
neighbours. This Sankey figure shows the change of these
words and their order over time. The following change in
social attitude over time can observed: Pfizer and Moderna
became really close when they started to develop the COVID-
19 vaccine, but Merck and Glaxo Smith Kline (which are also
pharmaceutical companies but did not have their own vaccine)
left the immediate neighborhood. This also underlines the fact
that public opinion about AstraZeneca (especially on social

media platforms) was influenced primarily by the vaccine-
manufacturing activity of the company in the examined period.

V. CONCLUSION

The results of this study hold significant implications for
both scientific inquiry and practical strategies aimed at com-
bating disinformation, particularly in relation to the evolving
nature of fake news and linguistic shifts observed during
the COVID-19 pandemic. The implementation of diachronic
word embedding technologies has established a novel method-
ological framework for tracing the temporal development
of linguistic meanings, thereby enabling an analysis of the
transformation of social narratives and emotional patterns.

A key innovative aspect of the methodology is the appli-
cation of linguistic representations within an interdisciplinary
framework, facilitating not only textual analyses but also
a comprehensive examination of the dynamic phenomena
associated with social change. The findings can inform the
formulation of targeted strategies to combat disinformation and
enhance the efficacy of political and public health communi-
cations. Investigating the evolving context surrounding words
linked to fake news will illuminate particularly virulent topics
and phrases circulating on social media, thus allowing for more
effective deployment of early intervention measures.

Furthermore, the visualization of linguistic embeddings
facilitates both qualitative and quantitative assessments of
shifts in social narratives. This dual methodological framework
strengthens interdisciplinary research by integrating insights
from network theory, NLP, and emotional analysis. The in-
corporation of new techniques and methodologies is poised
to address pressing global challenges, such as epidemics and
political conflicts, at both theoretical and practical levels.
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