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Abstract – Electroencephalography (EEG) is a technique used to 
observe brain activity by measuring the dynamic changes of the 
electric field induced by neurons' activity. Brain-computer 
interface (BCI) systems are used in cognitive psychology 
examinations measuring the changes of brain activities. This paper 
presents a validation methodology to characterize BCI systems
with wireless communication interface and the applicability on a
preselected BCI system. This way, the delay, the functionality, and 
the frequency selectivity can be determined of the overall BCI
system, taking into account the effect of the hardware, the 
software, and the electrodes, avoiding noise artifacts. The 
presented and validated BCI system proved to be successfully 
applied in ERP EEG measurements such as steady-state visually 
evoked potential, pattern-reversal visually evoked potential, and 
P300 event-related potential.
 
Keywords – Biomedical communication, Biomedical electrodes, 
Biomedical electronics, Biomedical engineering, Biomedical 
measurement, Biomedical signal processing, Brain modeling, 
Brain-computer interfaces, Electroencephalography.

INTRODUCTION 

Electroencephalography (EEG) is a commonly used technique 
to observe brain activity by measuring the dynamic changes of 
the electric field induced by the neurons. EEG provides 
excellent time domain and weaker spatial resolution of the brain 
activities and can show the functional state of the brain and its 
dynamic changes. Special brain-computer interface (BCI) 
systems are applied to different cognitive psychology 
examinations to measure the changing electrical activity of the 
brain. The validation of these BCI systems has to be carried out 
to determine the signal-to-noise ratio, the delay time, and exact 
applicability.  

Although various heterogeneous validation techniques exist, 
only the American Clinical Neurophysiology Society (ACNS) 
provides standardized guidelines for the clinical use of EEG 
systems [1]. The methodology approaches presented in this 
paper are based on this guideline. However, the worked-out 
characterization methodology for BCI systems focuses on the 
most frequently applied event-related potential (ERP) 
measurements in cognitive psychology examinations (e.g., 
instead of P100, P300 was measured). The ERP is a non-
invasive neuroimaging technique measuring the brain's 
electrical activity in response to a specific event or stimulus. 

This paper presents the validation methodology for BCI 
systems with wireless communication interface toward a 
personal computer.  

By the proposed methodology, not only the hardware part of 
the signal processing can be measured and validated, but also 
the effects of the software component(s), the electrodes, and the 
overall system. (Figure 1.) 

 
Figure 1.: BCI headset components and visual stimulus.

[2, Fig. 1 adapted]

In this paper, the application of the developed characterization 
methodology on a selected BCI system (Figure 2.) intended for 
event-related potential (ERP) examinations is presented in 
detail.  

Initially, a single photodiode was applied to simulate a 
simplified brain model. This approach allowed for precise 
characterization of the system’s latency without measuring the 
additional noise introduced by the human brain and body. This 
setup made it possible to isolate and identify any intrinsic 
system-level deviations or artifacts that might affect signal 
integrity. 

In the following steps, event-related potential measurements 
on multiple human subjects were carried out. This step aimed 
to assess the practical applicability and performance of the BCI 
system under real-world conditions, specifically evaluating 
whether the system  fulfills  the  event-related potential (ERP) 
application requirements (can be seen in Table I.). These 
requirements typically include aspects such as signal clarity, 
timing accuracy, and the system's ability to detect event-
related/evoked neural responses consistently across different 
individuals.  

The presented methodology, combining both hardware-
based testing and subject-based ERP experiments, 
demonstrated its applicability for validating BCI systems 
intended for ERP applications.  

This approach ensures that technical performance and 
biological compatibility are thoroughly investigated. It also 
offers a robust framework for selecting and validating BCI 
platforms in non-invasive neuroimaging research and 
development. 
Section II provides a concise overview of EEG fundamentals 
and different ERP measurement techniques applied in cognitive 
psychology examinations, which are summarized to give a solid 
background in this specific field of neuroscience.  
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Section III describes the validation methodology and the 
developed characterization system.  
Section IV presents the selected BCI system in detail.  
Section V discusses the characterization and measurement 
results.  

 

 
Figure 2.: BCI headset prototype (flexible headset, measured area, 

electrodes).

THEORETICAL BACKGROUND 

A. Electroencephalography

 
Figure 3.: Electric dipoles created by the postsynaptic potentials and 

EEG measurement. [3]

The extracranial EEG signals are observed on the surface of the 
hairy scalp, but several attenuating factors influence the signal 
(Figure 3.). Therefore, a synchronous potential change of at 
least 6-10 cm2 of the cerebral cortex is required to achieve an 
evaluable signal-to-noise ratio [1], [2]. The attenuating factors 
significantly narrow the range of brain activities that can be 
examined and studied. With this limitation, EEG is still 
effectively used in neurological research and BCI applications 
[4], [5]. 

B. Neurons’ activities
Neurons show two electrical activities: action potential and 
postsynaptic potential change. The action potential is triggered 
when the internal potential of the neuron reaches a value above 

a threshold level as a result of a stimulus from dendrites [6]. At 
this point, a self-sustaining (70–110 mV) potential change of 
the order of a millisecond extends from the cell to the ends of 
the axon [7], [8]. The time course and amplitude of the potential 
change are constant for the given cell. If the stimulus reaches 
the activation threshold, it is no longer independent of its 
parameters. In most cases, an action potential cannot be 
detected with electrodes placed on the scalp, except only in 
auditory-induced cerebral responses satisfying conditions for 
sensing the action potential change where several axons run in 
parallel. 

In the EEG studies presented in this paper, the electric signals 
received with the electrodes are caused by postsynaptic 
potential changes in cortical pyramidal cells. Unlike the action 
potential, postsynaptic potential changes are graded potentials 
(100 µV to 10 mV) with slower (5 ms to 30 ms) duration [7]. 
The neuron performs the summation of the excitatory and 
inhibitory postsynaptic potentials. Excitatory postsynaptic 
potential brings the neuron closer to the action potential 
threshold, and inhibitory postsynaptic potentials move the 
neuron away from the action potential threshold [9].  

Cortical pyramidal cells neurons are oriented parallel to each 
other, and the field electrical dipole generated by the 
postsynaptic potential can be measured with EEG through the 
scalp. (Figure 4.) 

 
Figure 4.: Postsynaptic potential change in the pyramidal cell 

creates an electric dipole in the area around the neuron.

C. International 10-20 System for electrode placement
The 10-20 electrode placement system is the first and still 
accepted standard for defining and naming electrode positions. 
In this system, 21 electrodes are placed at 10% and 20% relative 
distances along the skull. (Figure 5.) Later, more electrode 
positions were added to the standard called 10-10 systems. 
Further extensions, like 5-10 systems and other electrode 
systems (that increased the number of electrodes) are used by 
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vendors but still not accepted as clinical EEG nomenclature 
standards [10].  

 
Figure 5.: International 10-20 System. [11]

D. Event-Related Potential
Event-related potential  (ERP)  is a direct response to a specific 
sensory, cognitive, or motor event of the brain [12]. BCI 
interfaces usually use these potential changes to determine user 
intentions.  

The EEG signal represents many ongoing brain processes; 
therefore, a single event is invisible. Many trials are recorded 
and averaged to extract the specific brain response.  

The signal-averaging procedure is used to  extract  event-
Related Potentials from the EEG signal. This technique applies 
the following assumptions: 

1. ERPs are invariable to signal latency and morphology. 
2. The noise can be approximated by a zero-mean Gaussian 

random process uncorrelated between trials and not 
time-locked to the event. 

Noise cannot be related to brain functions, muscle 
movements, and external electric fields. Averaging improves 
the signal-noise ratio with √𝑁𝑁, where N is the number of 
epochs: 
𝑥𝑥(𝑡𝑡) = 𝐸𝐸𝐸𝐸𝐸𝐸(𝑡𝑡) + 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛(𝑘𝑘, 𝑡𝑡)  
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x represents an epoch of the recorded EEG during a trial, k is 
the epoch number, and t represents the time elapsed after the 
event. 

The naming convention of event-related  potentials  follows 
the following rule:  
o The first letter shows the potential change direction:  

o P – positive,  
o N – negative,  
o C – not defined.  

o The following number defined the ordinal position of the 
peak in the waveform or the latency of the peak (e.g., 
P300 for a peak at 300 ms).  

ERP component names can often be confused. Multiple ERPs 
can have the same name, but it can mostly be easily determined 
from the context [13]. 

E. P300 Event-Related Potential
P300 is a commonly used event-related potential  (ERP) in BCI 
applications. Two P300 components are distinguished (P3a, 

P3b), most cases P300 means P3b component. (Figure 6.) The 
P300 is a positive amplitude EEG wave that occurs during 
decision-making and information processing. P300 has a peak 
latency in the range of 250–750 ms. P3b usually appears as a 
result of a very surprising stimulus, the amplitude of which 
correlates with the probability, complexity, and form of the 
appearing stimulus. P300 depends on the energy invested in the 
task and its complexity. The amplitude of the response 
increases with the complexity and power of surprise of the task 
as well. 

P3a is sensitive to the context of the stimulus, and its 
amplitude decreases as the subject becomes accustomed to the 
stimulus. That is why P3a is not ideal for most BCI applications. 

 
Figure 6.: P3a component is frontocentral and has a peak in the 
range of 250-280 ms. P3b component is parietal and has peaks 

around 250-500 ms after the trigger stimulus at the parietal 
region. [14]

The oddball paradigm is used in a typical ERP experiment for 
evoking P300. (Figure 7.) Where ~80% of the stimuli are 
standards, and ~20% are deviant. These stimuli can be visual or 
auditory. Typical tasks are to count the number of deviants. If 
the presented stimulus is deviant, the subject of the study has to 
make the decision, and after that, a particular, well-defined task 
should be made. This decision evokes P300. In BCI 
applications, multiple stimuli are presented, and investigating 
the corresponding P300 response in the EEG signal can indicate 
the person’s intentions. P300 spellers usually use this method. 

Input 
 Stimulus
(Oddball)

Stimulus 
Deviant?

 
Figure 7.: Oddball paradigm, the subject makes a decision which 

evokes the P300.
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F. Steady-State Visually Evoked Potential
Steady-state visually evoked potential (SSVEP) is a natural 
response of the visual cortex to a periodic visual stimulus of the 
retina. The elicited SSVEP response has the same frequency in 
the EEG signal as the stimulus. SSVEP is strongest at the 
occipital region (at O1, O2 electrode positions, see Figure 9.). 
Visual stimulus frequency can be between 3,5–75 Hz.  

SSVEP has a high communication rate due to its excellent 
signal-to-noise ratio, easy configuration, and user training. The 
limitations of SSVEP in BCI applications are the monitor’s (on 
which the periodic visual stimulus appears) frequency and area. 
Visual stimulus frequency should be an integer divisor of the 
monitor frequency.  

BCI users are instructed to focus on the corresponding 
stimulus: a light source or a bright area on a monitor. (Figure 8.) 
To this stimulus, the visual cortex response (the SSVEP) can be 
observed in the corresponding electrodes EEG signal.  

Only a limited number, around four to six, of stimuli can be 
efficiently presented to the user. Increasing the number of 
stimuli creates an overlap in the user's field of vision; thus, the 
SSVEP generated by the effect of more stimuli appears in the 
EEG, which reduces the signal-to-noise ratio. 

SSVEP has a robust frequency characteristic: the frequency 
coding method, which assembles different flickering 
frequencies into multiple targets, has been widely used in BCI 
applications [15]. 

 
Figure 8.: SSVEP measurement setup, visual stimuli appear on the 

monitor screen.

 

Figure 9.: SSVEP measurement and distribution. [16], [17]

G. Pattern-Reversal VEP
In the clinical use case, visual evoked potentials (VEPs) test the 
functional integrity of the anterior visual pathways, measured 
above the visual cortex. For the majority of clinical 
applications, the pattern-reversal VEP is considered the 
preferred and most reliable method due to its consistency in 
timing and waveform, which is less prone to variation 
compared to other VEP techniques [18]. Therefore, it is ideal 
for testing purposes.  

To evoke Pattern-Reversal VEP event-related potential, the 
visual cortex is stimulated with a checkerboard visual stimulus 
(Figure 10.). This visual stimulus alternates a checkerboard 
image and its inverse in the visual field with a given frequency 
of 0.5–1.5 Hz. This pattern keeps a constant luminous intensity. 

 

 
Figure 10.: Chequerboard stimulus and the evoked 

Pattern-Reversal VEP. [18]

RESEARCH MOTIVATION 
The primary aim of this research is to develop and validate a 
robust methodology that can effectively characterize and 
evaluate different BCI systems, specifically those employing 
wireless communication interfaces. This validation framework 
focuses on crucial performance metrics, such as system delay, 
functional accuracy, and frequency selectivity. Importantly, it 
also addresses the common challenge of noise artifacts, which 
can distort EEG measurements and compromise system 
reliability. 

Through systematic validation, this study seeks to 
demonstrate the applicability of the proposed methodology on 
a selected BCI system. The validated system will be applied in 
capturing event-related potentials (ERPs), including steady-
state visually evoked potentials (SSVEP), pattern-reversal 
visually evoked potentials, and the P300 event-related 
potentials, showcasing its practical utility and reliability in 
cognitive and clinical EEG assessments. 
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Figure 11.: Validation framework with brain model and in vivo.

VALIDATION METHODOLOGY AND 
FRAMEWORK 

The system architecture of the validation framework can be 
seen in Figure 11. During the validation and characterization 
steps, a 24-bit analog-to-digital converter (ADC) was applied, 
which is directly developed for EEG purposes. The AD 
converter circuitry consists of a preamplifier, and the digital 
data is transmitted to the measurement control computer 
through a wireless fidelity (Wi-Fi) connection. C#-based 
program running on the computer was responsible for handling 
and displaying the desired image content (shapes, 
chequerboard, etc.) and setting the timer to zero. A self-
developed MathWorks MATLAB tool was developed and 
applied to process the incoming signals.  

First, the validation framework was tested without 
electrodes, applying triangle and square waves directly to the 
inputs. The analog-to-digital converter (ADC) measured the 
signals' correct morphology, amplitude, and frequency. Further 
testing of the ADC without the electrodes is not needed at this 
point. This test shows that the ADC is successfully integrated 
into the system. 

A. Test configuration with the brain model
The brain-computer interfaces that use a photodiode 
(SFH 2701) operated in photoconductive mode as visual stimuli 
can also be used as brain models (Figure 12.). The whole 
system (event generation, visualization, signal measurement, 
and processing) can be tested with this simple brain model. 

 
Figure 12.: The test configuration with the brain model.

The brain model creates low-latency and repeatable signals 
without the noise artifacts created by the brain and the human 

body. By applying this model, the ∆t latency can be measured 
between the trigger impulse and the measured EEG signal. This 
method can be used to create a perfect stimulus-ERP 
synchronization. (Figure 13.) 

The brain model measurements show that the tested BCI has 
a ∆t latency with a Gaussian distribution. The latency is random 
and stays in a 35-55 ms range 94% of the time, as it can be seen 
in Figure 14. This result is acceptable for most ERP 
experiments based on the following measurements presented in 
Section V.  

 
Figure 13.: Brain model measurement to determine the average ∆t 

latency.

 
Figure 14.: Brain model measurement ∆t latency standard deviation.

However, another acceptance level can be determined based on 
the morphology of the ERP signal to be measured. More trials 
lead to significant signal degradation, as it can be seen in 
Figure 16. 

The epochs are defined with trigger impulses. Therefore, the 
∆t-latency dispersion creates an additional error during the 
signal averaging (Figure 15 and Figure 16). 

 
Figure 15.: P300 ∆t latency dispersion creates an additional error.
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Figure 11.: Validation framework with brain model and in vivo.

Figure 14.: Brain model measurement Δt latency standard deviation.

Figure 13.: Brain model measurement to determine the average Δt 
latency.

Figure 15.: P300 Δt latency dispersion creates an additional error.

Figure 12.: The test configuration with the brain model.
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Figure 16.: Signal degradation due to insufficient ∆t latency 

distribution.

B. Test configuration with a BCI device 
A Mindrove BCI headset applied in our investigations observes 
brain activity through six configurable semi-dry platinum 
electrodes, one reference electrode, and one bias electrode [19], 
[20]. The lack of conductive gel and the use of platinum instead 
of silver chloride electrodes lead to an acceptable – but 
decreased – signal-to-noise ratio, higher electrode impedance 
and DC offset [21], [22], [23]. On the other hand, omitting the 
conductive gel and using more durable electrodes creates a 
better user experience.  

The headset applies a 24-bit analog-to-digital converter 
designed explicitly for EEG measurements with a built-in 24x 
input gain amplifier and 500 Hz sample frequency. The headset 
uses 2.4 GHz frequency wireless transmission to connect with 
the PC client program. 

 

VALIDATION OF WIRELESS BCI WITH EVENT-
RELATED POTENTIALS 

Open/closed eye alpha rhythm (Berger effect) measuring is 
usually the widely used way – and the first step – to test basic 
functionality of the validation framework. Alpha wave is in a 
relatively narrow frequency range. However, amplitude can be 
varied by the mental process and mental states [3] SSVEP 
amplitude can also be affected by these, but it is considered 
acceptable for BCI device validation.  

A. SSVEP
Steady-state visually evoked potential (SSVEP) is a robust, 
noise-tolerant ERP, measured over the visual cortex at O1 and 
O2 electrode positions. SSVEP is a time-independent ERP. The 
evoked response can be easily distinguished in the EEG 
amplitude spectrum. The ERP processing algorithm is based on 
computing the discrete Fourier transform. Therefore, SSVEP is 
optimal for the BCI test, where periodic noises could occur in 
the EEG signal. A lower frequency (<20Hz) stimulus creates a 
higher amplitude response. SSVEP is most sensitive to 15 Hz 
stimulus frequency. BCI was tested with a flashing LED light 
and a rectangle on the monitor, and measured at the subject’s 
O1 electrode position. The tested BCI measured SSVEP 
correctly in both experiments. The EPR signals are present in 
the EEG recording with adequate amplitude (Figure 17. and 
Figure 18.). 

 
Figure 17.: SSVEP measurement with 15 Hz LED.

 
Figure 18.: SSVEP measurement with 10 Hz white rectangle.
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B. Pattern-Reversal VEP
Pattern-Reversal VEP experiment focuses on the correct 
timing. And also the recommended testing ERP for clinical use 
EEG systems, by the American Clinical Neurophysiology 
Society [1]. The ERP signal had a definite ~30 ms wide positive 
amplitude. Pattern-Reversal VEP was also measured at O1, and 
the electrode placement was the same as SSVEP discussed 
before. The signal-to-noise ratio can be easily increased by 
incrementing the number of epochs. 1 Hz stimulus frequency 
creates plenty of ERP for measurements.  

This ERP measurement shows whether the trigger impulse 
and the observed event timing are synchronized. 

 
Figure 19.: Pattern-Reversal VEP measurements Averaging different 

numbers of trials. 
(left: small standard deviation ∆t, right: large standard deviation ∆t)

In Figure 19., the left figure shows the Pattern-Reversal VEP 
with correct timing, and the right one shows another Pattern-
Reversal VEP measurement, where ∆t latency stays in a 50 ms 
range 50% of the time. The inaccuracy of ∆t stretches out the 
detected ERP signals, and it can be seen in Figure 19. that the 
maximums of different numbers of trials are at different places 
on the function. 

C. P300 ERP measurements
P300-based spellers are widely used due to the relatively high 
information throughput. P300 is evoked via a visual oddball 
paradigm shown in Figure 20. P300 is sensitive to the stimulus, 
and a familiar face can evoke a more distinct signal modality 
and better evaluation speed [24]. 

 
Figure 20.: P300 oddball paradigms stimuli.

The oddball paradigms stimuli were presented with 1 Hz 
frequency, and stimuli were presented at the monitor for 
0.1 sec. The probability of the deviant paradigm was Pd=0.1. 
(Figure 20.) 

 
Figure 21.: P300 measurement platina electrode +NaCl.

 
Figure 22.: P300 measurement platina electrode + Abralyt HiCl 

10% gel,

The measurements were recorded at a sampling rate of 500 Hz 
and band-pass filtered between 1 and 90 Hz. Power line 
interference at 50 Hz was eliminated, and additional artifacts 
were manually removed from the EEG signal. (Figure 21. and 
Figure 22.) 

In Figure 22., it can be seen clearly that the deviant stimuli 
caused higher, detectable amplitude at around 300 ms, and the 
amplitude is approximately three times greater than the 
amplitude of the normal stimuli curve.  

 
CONCLUSION 

The primary aim of our work was to develop a methodology 
strictly focusing on ERP examinations. Thus, it is possible to 
determine whether the BCI system under investigation can be 
used in ERP experiments. 

• The ACNS Guidelines outline the minimum system 
requirements for clinical EEG systems. While these 
standards should be applied to BCI systems, their use 
is not mandatory. 

• Crucial performance metrics such as system delay, 
functional accuracy, and frequency selectivity should 
be validated for the whole system with the 
corresponding ERPs. 
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frequency, and stimuli were presented at the monitor for 
0.1 sec. The probability of the deviant paradigm was Pd=0.1. 
(Figure 20.) 

 
Figure 21.: P300 measurement platina electrode +NaCl.

 
Figure 22.: P300 measurement platina electrode + Abralyt HiCl 

10% gel,

The measurements were recorded at a sampling rate of 500 Hz 
and band-pass filtered between 1 and 90 Hz. Power line 
interference at 50 Hz was eliminated, and additional artifacts 
were manually removed from the EEG signal. (Figure 21. and 
Figure 22.) 

In Figure 22., it can be seen clearly that the deviant stimuli 
caused higher, detectable amplitude at around 300 ms, and the 
amplitude is approximately three times greater than the 
amplitude of the normal stimuli curve.  

 
CONCLUSION 

The primary aim of our work was to develop a methodology 
strictly focusing on ERP examinations. Thus, it is possible to 
determine whether the BCI system under investigation can be 
used in ERP experiments. 

• The ACNS Guidelines outline the minimum system 
requirements for clinical EEG systems. While these 
standards should be applied to BCI systems, their use 
is not mandatory. 

• Crucial performance metrics such as system delay, 
functional accuracy, and frequency selectivity should 
be validated for the whole system with the 
corresponding ERPs. 
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B. Pattern-Reversal VEP
Pattern-Reversal VEP experiment focuses on the correct 
timing. And also the recommended testing ERP for clinical use 
EEG systems, by the American Clinical Neurophysiology 
Society [1]. The ERP signal had a definite ~30 ms wide positive 
amplitude. Pattern-Reversal VEP was also measured at O1, and 
the electrode placement was the same as SSVEP discussed 
before. The signal-to-noise ratio can be easily increased by 
incrementing the number of epochs. 1 Hz stimulus frequency 
creates plenty of ERP for measurements.  

This ERP measurement shows whether the trigger impulse 
and the observed event timing are synchronized. 

 
Figure 19.: Pattern-Reversal VEP measurements Averaging different 

numbers of trials. 
(left: small standard deviation ∆t, right: large standard deviation ∆t)
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• SSVEP for frequency selectivity validation. It is one 
of the mainly used ERP in BCI systems, and is not 
affected by system's overall latency.  

• Pattern reversal VEP due to low variability in timing, 
amplitude, waveform morphology, and validation can 
be performed at relatively high stimulus frequency. 

• The presented brain model can be used to determine 
the system's overall latency ( ), and its distribution.  

• P300 is the most common ERP used by BCI systems, 
amplitude, waveform morphology can be determined. 
However, it exhibits greater variability than Pattern 
reversal VEP.  

 
Figure 23.: Measurement and validation steps.

Measurement and validation steps were carried out, and the 
results proved the applicability of the validation methodology. 
The developed validation methodology can be seen in 
Figure 23. It includes not only the mandatory steps but also the 
key characteristic parameters that must comply with the 
technical specification requirements for BCI systems. The 
characterized BCI system was proved to be applied in ERP 
EEG measurements such as steady-state visually evoked 
potential, pattern-reversal visually evoked potential, and P300 
event-related potential. The developed validation methodology 
is suitable for testing and validating similar BCI systems.  
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Abstract—Face image inpainting is a critical task in computer 

vision due to the intricate semantic and textural features of facial 
structures.  While existing deep learning-based methods have 
achieved some progress, they often produce blurred or artifact-
prone results when handling large occlusions, such as face masks.  
To address these challenges, this paper proposes a novel generative 
adversarial network (GAN) framework tailored for masked face 
inpainting.  The generator adopts a U-Net architecture enhanced 
with a multi-scale mixed-attention residual module (MMRM), 
which integrates multi-branch convolutions for diverse receptive 
fields and combines spatial-channel attention mechanisms to 
prioritize semantically relevant features. The decoder further 
enhances feature fusion through channel attention mechanism, 
which selectively emphasizes meaningful patterns during feature 
map reconstruction. A realistic masked face dataset is synthesized 
using the CelebA database by dynamically adjusting mask 
positions, sizes, and angles based on facial landmarks, ensuring 
alignment with real-world scenarios.  Quantitative and qualitative 
evaluations demonstrate that our method outperforms 
conventional models in both visual quality and quantitative 
metrics.  Ablation studies further validate the effectiveness of 
MMRM and attention mechanisms in preserving structural 
coherence and reducing artifacts.   
 

Index Terms—Attention mechanism, Generative adversarial 
network, image inpainting, residual module. 

I. INTRODUCTION 
ace recognition, a type of biometric technology, has been 

widely used in different areas of social life, and some 
excellent face recognition technologies have even surpassed the 
level of human recognition. However, the current face 
recognition accuracy is still affected by other external factors, 
such as mask blocking. When the face is obscured by a mask, 
the effective features that can be extracted from the face are 
greatly reduced, which leads to a lower accuracy rate of face 
recognition. Image inpainting is the process of inferring and 
reconstructing the content of a missing area from limited known 

image information, making the image visually complete and 
natural. Using image inpainting techniques to remove face 
occlusion and try to restore the face to its initial state has 
become a hot issue of concern. This research presents a new 
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generative adversarial network (GAN) model for face 
inpainting. 

Image inpainting techniques, in terms of their development 
process, have two main categories: traditional techniques and 
deep learning-based techniques. The traditional image 
inpainting techniques are mainly diffusion-based [1], [2] and 
block-based methods [3], [4]. The primary principle of the 
diffusion inpainting algorithms is to disperse the pixels from the 
image’s unobstructed regions to the obstructed regions to 
achieve the goal of inpainting. Bertalmio et al. [5] were the first 
to apply the method to image inpainting by proposing the BSCB 
model, which used the heat diffusion equation in fluid dynamics 
to propagate domain information into the occluded regions. 
Efros and Leung et al. [6] proposed a Markov random field-
based approach to fill the occluded regions by selecting the best 
matching sample blocks from the unoccluded regions. In order 
to reduce the cost of searching and matching, the PatchMatch 
approach was presented by Barnes et al. [7] and used a quick 
nearest neighbor algorithm for searching. Such methods have 
an assumption that the sample image contains similar 
information about the occluded regions. This is not guaranteed 
in many cases. In addition, the block-based inpainting methods 
rely on a large training dataset and are too computationally 
intensive. 

In 1998, the LeNet model, one of the first convolutional neural 
network (CNN) models, was introduced by LeCun et al. [8]. This 
model catalyzed the advancement of CNN. Image inpainting 
techniques based on deep learning have been rapidly developed 
since the advent of CNN. The methods of deep learning [9], [10], 
[11], [12] can effectively extract the features of the images and 
fill the occluded areas of the images, to achieve the purpose of 
inpainting. In 2014, Goodfellow et al. [13] pioneered GAN. GAN 
pushed image processing to a more advanced stage of 
development. In the model, the discriminator and generator are 
trained against one another, and the two improve their respective 
abilities during the training, as shown in Figure 1. Using the 
trained generator we can fit real data distributions to achieve tasks 
such as image generation and image inpainting. In the year 2016, 
Pathak et al. [14] first used GAN for image inpainting by 
proposing the Context Encoder model. This model employs an 

Qingyu Liu, Lei Chen and Lei Liu are with Faculty of School of Computer 
Science, Huainan Normal University, Huainan, China (e-mail: 
liuqy@hnnu.edu.cn, LeiChn0911@163.com, 357920185@qq.com).  

*Yeguo Sun is with Faculty of School of Finance and Mathematics, Huainan 
Normal University, Huainan, China (*Corresponding Author, e-mail: 
yeguosun@126.com).  
 

Masked Face Image Inpainting Based on 
Generative Adversarial Network 

Qingyu Liu, Lei Chen, Yeguo Sun*, and Lei Chen 

F 

encoder-decoder network topology, in which the encoder is used 
for image feature extraction and the decoder creates an image the 

Masked Face Image Inpainting Based on  
Generative Adversarial Network

Qingyu Liu, Lei Chen, Yeguo Sun*, and Lei Liu

Abstract—Face image inpainting is a critical task in computer 
vision due to the intricate semantic and textural features of 
facial structures. While existing deep learning-based methods 
have achieved some progress, they often produce blurred or 
artifact- prone results when handling large occlusions, such as 
face masks. To address these challenges, this paper proposes 
a novel generative adversarial network (GAN) framework 
tailored for masked face inpainting. The generator adopts a 
U-Net architecture enhanced with a multi-scale mixed-attention 
residual module (MMRM), which integrates multi-branch 
convolutions for diverse receptive fields and combines spatial-
channel attention mechanisms to prioritize semantically relevant 
features. The decoder further enhances feature fusion through 
channel attention mechanism, which selectively emphasizes 
meaningful patterns during feature map reconstruction. A 
realistic masked face dataset is synthesized using the CelebA 
database by dynamically adjusting mask positions, sizes, and 
angles based on facial landmarks, ensuring alignment with 
real-world scenarios. Quantitative and qualitative evaluations 
demonstrate that our method outperforms conventional models 
in both visual quality and quantitative metrics. Ablation studies 
further validate the effectiveness of MMRM and attention 
mechanisms in preserving structural coherence and reducing 
artifacts.

Index Terms—Attention mechanism, Generative adversarial 
network, image inpainting, residual module

The work is supported in part by the Key Projects of Natural Science 
Research in Anhui Colleges and Universities under Grant 2023AH051546, in 
part by the University Natural Science Foundation of Anhui Province under 
Grant 2022AH010085, in part by the Opening Foundation of State Key 
Laboratory of Cognitive Intelligence under Grant COGOS-2023HE02, in part 
by Program of Anhui Education Department under Grant 2024jsqygz83.

Qingyu Liu, Lei Chen and Lei Liu are with Faculty of School of Computer 
Science, Huainan Normal University, Huainan, China (e-mail: liuqy@hnnu.
edu.cn, LeiChn0911@163.com, 357920185@qq.com).

*Yeguo Sun is with Faculty of School of Finance and Mathematics, 
Huainan Normal University, Huainan, China (*Corresponding Author, 
e-mail: yeguosun@126.com).

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 

1 

  
Abstract—Face image inpainting is a critical task in computer 

vision due to the intricate semantic and textural features of facial 
structures.  While existing deep learning-based methods have 
achieved some progress, they often produce blurred or artifact-
prone results when handling large occlusions, such as face masks.  
To address these challenges, this paper proposes a novel generative 
adversarial network (GAN) framework tailored for masked face 
inpainting.  The generator adopts a U-Net architecture enhanced 
with a multi-scale mixed-attention residual module (MMRM), 
which integrates multi-branch convolutions for diverse receptive 
fields and combines spatial-channel attention mechanisms to 
prioritize semantically relevant features. The decoder further 
enhances feature fusion through channel attention mechanism, 
which selectively emphasizes meaningful patterns during feature 
map reconstruction. A realistic masked face dataset is synthesized 
using the CelebA database by dynamically adjusting mask 
positions, sizes, and angles based on facial landmarks, ensuring 
alignment with real-world scenarios.  Quantitative and qualitative 
evaluations demonstrate that our method outperforms 
conventional models in both visual quality and quantitative 
metrics.  Ablation studies further validate the effectiveness of 
MMRM and attention mechanisms in preserving structural 
coherence and reducing artifacts.   
 

Index Terms—Attention mechanism, Generative adversarial 
network, image inpainting, residual module. 

I. INTRODUCTION 
ace recognition, a type of biometric technology, has been 

widely used in different areas of social life, and some 
excellent face recognition technologies have even surpassed the 
level of human recognition. However, the current face 
recognition accuracy is still affected by other external factors, 
such as mask blocking. When the face is obscured by a mask, 
the effective features that can be extracted from the face are 
greatly reduced, which leads to a lower accuracy rate of face 
recognition. Image inpainting is the process of inferring and 
reconstructing the content of a missing area from limited known 

image information, making the image visually complete and 
natural. Using image inpainting techniques to remove face 
occlusion and try to restore the face to its initial state has 
become a hot issue of concern. This research presents a new 

The work is supported in part by the Key Projects of Natural Science 
Research in Anhui Colleges and Universities under Grant 2023AH051546, in 
part by the University Natural Science Foundation of Anhui Province under 
Grant 2022AH010085, in part by the Opening Foundation of State Key 
Laboratory of Cognitive Intelligence under Grant COGOS-2023HE02, in part 
by Program of Anhui Education Department under Grant 2024jsqygz83.  

generative adversarial network (GAN) model for face 
inpainting. 

Image inpainting techniques, in terms of their development 
process, have two main categories: traditional techniques and 
deep learning-based techniques. The traditional image 
inpainting techniques are mainly diffusion-based [1], [2] and 
block-based methods [3], [4]. The primary principle of the 
diffusion inpainting algorithms is to disperse the pixels from the 
image’s unobstructed regions to the obstructed regions to 
achieve the goal of inpainting. Bertalmio et al. [5] were the first 
to apply the method to image inpainting by proposing the BSCB 
model, which used the heat diffusion equation in fluid dynamics 
to propagate domain information into the occluded regions. 
Efros and Leung et al. [6] proposed a Markov random field-
based approach to fill the occluded regions by selecting the best 
matching sample blocks from the unoccluded regions. In order 
to reduce the cost of searching and matching, the PatchMatch 
approach was presented by Barnes et al. [7] and used a quick 
nearest neighbor algorithm for searching. Such methods have 
an assumption that the sample image contains similar 
information about the occluded regions. This is not guaranteed 
in many cases. In addition, the block-based inpainting methods 
rely on a large training dataset and are too computationally 
intensive. 

In 1998, the LeNet model, one of the first convolutional neural 
network (CNN) models, was introduced by LeCun et al. [8]. This 
model catalyzed the advancement of CNN. Image inpainting 
techniques based on deep learning have been rapidly developed 
since the advent of CNN. The methods of deep learning [9], [10], 
[11], [12] can effectively extract the features of the images and 
fill the occluded areas of the images, to achieve the purpose of 
inpainting. In 2014, Goodfellow et al. [13] pioneered GAN. GAN 
pushed image processing to a more advanced stage of 
development. In the model, the discriminator and generator are 
trained against one another, and the two improve their respective 
abilities during the training, as shown in Figure 1. Using the 
trained generator we can fit real data distributions to achieve tasks 
such as image generation and image inpainting. In the year 2016, 
Pathak et al. [14] first used GAN for image inpainting by 
proposing the Context Encoder model. This model employs an 

Qingyu Liu, Lei Chen and Lei Liu are with Faculty of School of Computer 
Science, Huainan Normal University, Huainan, China (e-mail: 
liuqy@hnnu.edu.cn, LeiChn0911@163.com, 357920185@qq.com).  

*Yeguo Sun is with Faculty of School of Finance and Mathematics, Huainan 
Normal University, Huainan, China (*Corresponding Author, e-mail: 
yeguosun@126.com).  
 

Masked Face Image Inpainting Based on 
Generative Adversarial Network 

Qingyu Liu, Lei Chen, Yeguo Sun*, and Lei Chen 

F 

encoder-decoder network topology, in which the encoder is used 
for image feature extraction and the decoder creates an image the 

DOI: 10.36244/ICJ.2025.2.2

mailto:liuqy%40hnnu.edu.cn?subject=
mailto:liuqy%40hnnu.edu.cn?subject=
mailto:LeiChn0911%40163.com?subject=
mailto:357920185%40qq.com?subject=
mailto:yeguosun%40126.com?subject=
https://doi.org/10.36244/ICJ.2025.2.2


Masked Face Image Inpainting Based on  
Generative Adversarial Network

JUNE 2025 • VOLUME XVII • NUMBER 212

INFOCOMMUNICATIONS JOURNAL

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 

2 

same size as the obscured image. Regularly obscured images can 
be restored using the Context Encoder model, although the 
restored images have issues including blurring and inconsistent 
content. Subsequently, Iizuka et al. [15] proposed a bi-
discriminators GAN model. The generated images and real 
images are fed into the global discriminator and the images are 
evaluated as a whole for consistency to ensure the overall 
coherence of the images. The use of local and global 
discriminators enables the generator to better learn the data 
distribution of real images, thereby improving the model’s 
restoration capabilities. Yu et al. [16] introduced a new end-to-
end GAN for image inpainting using coarse and fine inpainting 
networks in tandem. The coarse inpainting stage accomplishes 
the initial contour generation of the occluded image, and the fine 
restoration realizes the image fine processing on this basis, which 
ultimately results in a high-quality inpainting result. 

Face image inpainting is a sub-task of image inpainting, but it 
is special due to the complex texture structure and rich semantic 
features of the face [17], [18], [19]. GAN were initially used in 
the field of face image inpainting by Li et al. [20]. He proposed 
the concept of semantic parsing loss in the loss functions and 
adopted a pre-trained parsing network for face image inpainting. 
Nazeri et al. [21] introduced a 2-step inpainting method in which 
the first step predicts and restores the contours of the face and 
then restores the detailed aspects of the face. Qin et al. [22] 
proposed a prescription based on weighted face similarity for 
restoring face images with relatively large occluded regions. 
Yang et al. [23] used a bi-discriminator to restore occluded face 
images to maintain better semantic consistency. Although these 
improved face image inpainting methods based on GAN can 
perform face image inpainting, there are still some problems. For 
example, how to ensure the balanced training of the generator and 
discriminator, how to realize the fine inpainting of face images 
and reduce the complexity of the model, how to avoid using extra 
input information such as edge contours in the face inpainting 
process, and so on. To address these issues, we proposed a GAN 
model based on multi-scale mixed-attentions residual module 
(MMRM). The following are the primary contributions of this 
work: 

(a) Based on the public CelebA dataset, the masks are added 
by accurately detecting the positions of the face feature points. 
The position, size and angle of the face in each image are 
different, and thus the position, size and angle of the face mask 
will also change. Therefore, the produced dataset is more in line 
with the actual situation of people wearing masks, and the trained 
generator model has stronger generalization ability. 

(b) The generator model is based on the U-Net structure [24], 
and the feature fusion of down-sampled texture features and up-
sampled high-level semantic features can be performed through 
skip-layer connections to improve the image inpainting of faces. 

(c) We use different scales of convolutional branches for the 
residual module. Each branch uses spatial attention [25] to 
extract features, and multiple branch features are fused before 
adding channel attention [26] to focus on more effective 
channel features.  

II. PROPOSED  METHOD 
GAN was originally proposed in 2014 and the original inputs 

to the generator are random vectors. We use GAN for face 
image inpainting, so the inputs to the generator are the face 
images wearing masks and the outputs are the restored face 
images without masks. Figure 2 displays the model's general 
architecture. The generator in the model makes use of the U-
Net structure, and the discriminator is also part of the model. U-
Net has the capacity to extract features at various scales in the 
encoding phase and fuse the extracted features in the decoding 
phase. This network can extract face semantic information 
quickly and makes training easier and convergence faster. The 
discriminator adopts the PatchGAN [27] structure and uses a 
spectrally normalized convolutional layer instead of the normal 
convolutional layer, which improves the texture of the restored 
region and has the effect of stabilizing the training. The 
generator uses MMRM for both the modules of up-samplings 
and down-samplings.   

A. Generator 
Because of its skip connections, the U-Net structure was 

initially used in the field of medical image segmentation, 
preserving both high-level semantic information and low-level 
characteristics. Thus, we combine the U-Net structure with 
GAG. We improve the original residual module by setting it to 
three convolutional branches, each of which uses a 
convolutional kernel of different sizes to extract features 
separately. Meanwhile, each branch uses a spatial attention 
module to enhance feature extraction. Figure 3 shows the 
structure of the improved residual module. 

Parameter updates in CNN rely on backpropagation of the 
gradient. As the depth of the network gradually increases, 
parameters less than 1 are multiplied together resulting in 
gradient vanishing. When the network weights are initialized to 
a larger value, the gradient grows exponentially as the neural 
network deepens, triggering gradient explosion. Although the 
gradient problem can be solved to a certain extent by 
introducing activation functions such as ReLU and Batch 
Normalization layer, when the depth of the network is increased, 
it still occurs that the training effect of the deeper network is 
rather worse than that of the shallower network, i.e., the 
network degradation problem. He et al. [28] proposed ResNet 
network in 2016 for solving the degradation problem that 
occurs when the network depth increases. Thus, both the up-

 
Fig. 1.  GAN structure. 

 

sampling modules and down-sampling modules of the 
generator use improved residual modules.  
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The improved residual module comprises three parallel 
convolutional branches. The convolution kernel sizes of the 
three convolution branches are 1×1, 3×3, 5×5, and they have 
different receptive fields so that features of different scales can 
be extracted. Spatial attention is introduced in 3×3 and 5×5 
branches to dynamically weight the spatial location of the 
feature map. For example, when restoring mask-obscured 
regions, the model prioritizes attention to unobscured semantic 
key points (e.g., bridge of the nose) to enhance the guidance of 
contextual information. After multi-branch feature splicing, 
important channel features are filtered by channel attention. For 
example, channels corresponding to high-frequency 
information such as facial skin color and hair texture are 
enhanced, while redundant background channels are suppressed 
to improve the semantic consistency of the inpainting. 

Figure 3 also shows that the spatial attention layers are added 
to the 3×3 and 5×5 convolutional branches, respectively.  The 
goal of face inpainting is to fill the occluded region with 
information from the non-occluded regions. Considering that 
the face image has obvious geometric features, it is obvious that 
different regions of the face have different effects on the final 
inpainting result. The final output of the residual module is 
directly related to the input. Additionally, it is necessary to 
consider whether the weights of each convolutional branch 
should be identical. Thus, three convolutional branches use 
channel attention after the channel dimension is concatenated, 
focusing on important information to suppress irrelevant 
information. 

B. Discriminator 
In the image inpainting task, the most important thing is the 

prediction of the pixel values of the masked region. In 
adversarial learning, a discriminator constrains the training of 
the generator by determining whether the images are similar to 
the real. A good discriminator maintains the overall semantic 
consistency of the restored images and enhances the texture 
details of the restored regions. In Figure 4, the network structure 
is depicted and we employ PatchGAN as the discriminator 
structure. The discriminator network consists of a stack of 4 
convolutional layers with convolutional kernel size 3*3 and 
stride size 2. The purpose is to obtain the feature statistics of 
Markov Patch (MP). Each point in the output matrix represents 
a region of the original input image, by which the efficiency 
of the discriminator can be improved. 

C. Loss functions 
 The discriminator and generator are trained adversarially 

using loss functions. The generator and discriminator iteratively 
improve their respective capabilities until reaching a steady 
state. Therefore, loss functions are crucial for GAN. To make 
the generator better at fixing occluded face images, the 
generator loss functions use adversarial loss, L1 loss, TV Loss, 
and they are defined as below: 

𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑎𝑎𝑎𝑎𝑎𝑎 = −𝐸𝐸𝑧𝑧~𝑃𝑃𝑧𝑧𝐷𝐷(𝐺𝐺(𝑧𝑧))                  (1) 
𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿1 = 𝐸𝐸𝑧𝑧~𝑃𝑃𝑧𝑧,   𝑥𝑥~𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 ∥ 𝐺𝐺(𝑧𝑧) − 𝑥𝑥 ∥           (2) 

 
Fig. 3.  Architecture of MMRM. 

 

 

Fig. 2.  Architecture of the model. 

  

 
Fig. 4.  Discriminator. 
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 where z denotes the masked face image and x denotes the 
real face image. D and G represent the generator and 
discriminator respectively. Considering the coherence of the 
restored images, we also used the TV loss: 

𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑇𝑇𝑇𝑇 = ∑ √(𝐼𝐼𝑖𝑖,𝑗𝑗−1 − 𝐼𝐼𝑖𝑖,𝑗𝑗)2 + (𝐼𝐼𝑖𝑖+1,𝑗𝑗 − 𝐼𝐼𝑖𝑖,𝑗𝑗)2
𝑖𝑖,𝑗𝑗         (3) 

where 𝐼𝐼𝑖𝑖,𝑗𝑗  denotes a pixel point of the image, and 𝐼𝐼𝑖𝑖 ,𝑗𝑗−1  , 
𝐼𝐼𝑖𝑖+1,𝑗𝑗 are the neighboring pixel points in the vertical and 
horizontal directions, respectively. Thus, the generator's loss 
function is expressed as follows: 

 
𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿(𝐺𝐺) = 𝛾𝛾𝑎𝑎𝑎𝑎𝑎𝑎 ∗ 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑎𝑎𝑎𝑎𝑎𝑎 + 𝛾𝛾𝐿𝐿1 ∗ 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿1 + 𝛾𝛾𝑇𝑇𝑇𝑇 ∗ 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑇𝑇𝑇𝑇 (4) 

 
Where 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑎𝑎𝑎𝑎𝑎𝑎  represents the adversarial loss function, 

𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿1 represents the L1 loss function, and 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑇𝑇𝑇𝑇 represents 
the TV Loss function. The weights of the different loss 
functions are shown by the symbols 𝛾𝛾𝑎𝑎𝑎𝑎𝑎𝑎 , 𝛾𝛾𝐿𝐿1 , and 𝛾𝛾𝑇𝑇𝑇𝑇 , 
respectively. 

The discriminator then has only the adversarial loss function, 
as follows: 

Loss(D) = 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑎𝑎𝑎𝑎𝑎𝑎                                (5) 
 

III. EXPERIMENTS AND RESULTS 
In this section, we produced a dataset of faces wearing masks. 

Then, quantitative and qualitative experiments are conducted to 
compare with other end-to-end image inpainting models such 
as Pix2Pix [29]. Finally, to show how effective the improved 
model is, ablation experiments are carried out.   

A. Dataset 
An excellent dataset for face processing is the CelebA image 

dataset, an open dataset created by the Chinese University of 
Hong Kong that includes 202599 images of over 10000 
individuals from all over the world. In this study, 40000 of these 
images were chosen at random to make up the initial dataset, 
and the face recognition library “Face_recognition” is used to 
accurately locate the face feature points to complete the 
addition of masks. Considering the hardware limitations, all 
images are scaled to 128×128 size uniformly. 

The “Face_recognition” library could detect faces in an 
image and obtain the locations of the key points such as eyes, 
nose, mouth, etc., as shown in Figure 5. To realistically produce 
a dataset that matches the real situation, the mask should be able 
to cover the mouth, chin, and tip of the nose of the face. Also, 
considering the different positions and angles of the face in the 
image, the angle and size of the face mask should be changed 
accordingly. This is extremely important. The size, position and 
angle of each face may vary. We can adaptively add masks 
based on the key points of the specific face image. Thus, the 
produced dataset has better diversity, and the trained model has 
better adaptability. The specific process of adding a mask to a 
face is shown in Algorithm 1. 

 

 
Fig. 5.  Key points of the face. There are a total of 68 feature 

points, each of which is numerically numbered, and the 
coordinates of each feature point can be obtained. 

 
In the above process, the height and width of the new face 

mask are multiplied by 1.2 from the original calculated values. 
This is because the mask is meant to cover the key locations 
such as the nose and mouth, and the values should be slightly 
larger than the calculated distance. This produces a more 
realistic image. Figure 6 shows the complete process of adding 
the mask, following the same steps as above. The input to the 
algorithm is a normal face, followed by the generation of the 
right half of the mask and the left half of the mask. Then later 
on it is spliced to form a complete mask and covered in the right 
place of the face. The last step is to adjust the angle of the mask. 
Following this method, we choose the three most common 
masks in daily life to produce the dataset images, as shown in 
Figure 7. 

B. Experimental environment and parameter settings 
The experimental hardware environment is an Intel Xeon 

processor, with 128GB RAM and 8 NVIDIA RTX 3090 Ti 
GPU cards. The software environment uses Red Hat 4.8.5, 
Python 3.7.1, and PyTorch 1.10. The model is trained using data 
parallelism, in which the dataset images are evenly distributed 
across all computational cards. During the training process, 
each node updates its model parameters independently, and 

 
Algorithm 1 Steps to Produce Masked Face Images 
Input: face image without mask 
Output: masked face image 
1 Detect faces and get all the key points’ coordinates; 
2 Calculate the distance between point 29 of the nose and point 8 of the 

chin, and then multiply by 1.2 to get the height of the new mask, denoted 
as H; 

3 Calculate the distance between point 29 of the nose and point 1 of the 
right side of the face, and then multiply by 1.2 to get the width of the right 
half of the new mask, denoted as WR; 

4 Intercept the right half of the original mask and transform the size 
according to (H, WR); 

5 Calculate the distance between point 29 of the nose and point 16 on 
the left side of the face and multiply by 1.2 to get the width of the left half 
of the new mask, denoted WL; 

6 Intercept the left half of the original mask and transform to (H, WR); 
7 Merge the left and right sides of the new mask to get a completely 

new mask; 
8 Place the new mask using the center node between point 29 of the 

nose and point 8 of the chin as a reference point; 
9 Determine if nose point 33 and chin point 8 are perpendicular, if not, 

do the same angular transformation using the geometric center point of the 
new mask as a datum. 
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finally, the model parameters of each node are fused to obtain 
the final model. In this way, the computation and memory 
consumption of a single node can be greatly reduced, and the 
overall training speed of the model can be improved. 

 
The experimental hyperparameters are set in Table I. The 

weights of the generator adversarial loss, L1 loss, and TV loss 
are 0.01, 0.95, and 0.04, respectively. The model optimizer uses 
Adam with an initial learning rate of 0.0002, and the batch size 
is set to 1500 according to the GPU memory capacity. For later 
comparison experiments, all the image inpainting models are 
trained for a maximum of 1000 epochs. 

The model took 19 hours for a single training process, and 
used about 23GB of each GPU's memory (for a total of 24GB 
on a single card). 

 
C. Experimental results 

In this section, through some contrast experiments, we 
qualitatively and quantitatively evaluate the results of our 
proposed method. The models we use as comparisons are 
Pix2Pix [30], Shift-Net [31], GMCNN [32], WaveFill [33], etc. 
 
1) Qualitative analysis 

Figure 8 displays the comparison results using our new 
dataset. The first columns are the initial face images without 

masks and the second columns are the images after the masks 
are automatically added according to Algorithm 1. The next 
five columns show the comparison results of different 
inpainting methods. Pix2Pix uses the U-Net structure to 
reconstruct face images, but it doesn't work well for face images 
with complex image structures. So we can see obvious blurred 
pixels. Shift-Net adds a shift-connection layer to the generator 
network based on the Pix2Pix model and adds guidance loss to 
the overall loss functions, so it gives better inpainting results 
than Pix2Pix. The restored regions (e.g., nose and mouth) 
exhibit significantly better quality compared to Pix2Pix. 
GMCNN is still the architecture for GAN, but its generators use 
a multi-scale CNN structure. In terms of feature extraction, the 
use of a multicolumn structure allows the image to be 
decomposed into components with different receptive fields, 
synthesizing features at different scales. The key problem with 
GMCNN is that it does not apply to large-scale datasets. Using 
a wavelet-based inpainting technique, WaveFill divides images 
into three frequency bands and fills in the areas that are absent 
in each band independently. This method effectively mitigates 
the conflict between low and high frequencies. That's why it's 
better in painting than the previous 3 methods, e.g., the complex 
structure of the mouth visually looks more coherent. In contrast, 
within 1000 epochs with more accurate local texture 
information, our model can reconstruct symmetrical, full-face 
images. In rows 1-3, for instance, the mouth texture is distinct 
and symmetrical. 

To further verify that our proposed model can restore 
semantically informative face occlusion images, we also try to 
add rectangular occlusions to the face images, where the length 
and width of the occlusion region are 1/2 of the length and width 
of the images, respectively. The experimental results of the 
comparison are shown in Figure 9. The inpainting effect of our 
improved model is better than the other four methods. 
Compared with Figure 8, although the area of the rectangular 
occlusion region is larger than the face mask occlusion region, 
we find that the rectangular occlusion image is restored with 
much less blurring and artifacts. This is because the rectangular 
occlusion is structurally symmetric and fixed in size, whereas 
the face masks have different sizes, traits, and angles as they are 
added to the faces. The inpainting results are visually more 
coherent and natural. But compared to the original images in 
column (a), the larger areas of occlusions lead to greater 
diversity, the restored images are less similar to the original 
images. 
2) Quantitative analysis 

To objectively compare the inpainting results of the 
improved model with other methods, the inpainting 
outcomes are statistically evaluated in this paper using three 
indicators: peak signal-to-noise ratio (PSNR) [34], structural 
similarity (SSIM) [35] and learned perceptual image patch 
similarity (LPIPS) [36]. PSNR assesses the restored effect 
by comparing the two samples' pixel values. SSIM analyzes 
the variations in brightness, contrast, and structure. LPIPS is 
a deep learning-based image similarity assessment metric 
that evaluates the similarity of two images by comparing 
their local perceptual features. Within the realm of image 

 
Fig. 6.  Mask addition process. 

 
Fig. 7.  Masked images with three types of face masks. 

TABLE I 
TRAINING HYPERPARAMETERS 

Parameter Value Parameter Value 
𝛾𝛾𝑎𝑎𝑎𝑎𝑎𝑎 0.01 Learning rate 0.0002 
𝛾𝛾𝐿𝐿1 0.95 Epochs 1000 
𝛾𝛾𝑇𝑇𝑇𝑇 0.04 Optimizer Adam 

Batch size 1500   
 

 

inpainting, they are three of the most commonly used 
evaluation metrics. 
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The quantitative comparison results for the face mask 
occlusion dataset are shown in Table Ⅱ. For image inpainting, 
the larger their value, the better the inpainting result is. Table 
Ⅲ shows comparisons of quantitative results on the 
rectangular occlusion dataset. Experimental results display 
that our proposed face inpainting model is superior to several 
other methods. We also find that the experimental results of 
the rectangular occlusion face inpainting are numerically 
worse than the mask occlusion face. This is also in line with 
our previous analysis, as the rectangular occlusion covers 
most of the face area. The restored image is enough to ensure 
the coherence and naturalness of the restored face image. 
While PSNR, SSIM and LPIPS mainly evaluate the 
similarity between the restored image and the original image, 
Table Ⅲ is numerically lower than Table Ⅱ. 

3) Ablation experiments 
To verify the validity of our model structure, we performed 

ablation experiments. In the complete generator network model, 
spatial attention in MMRM, channel attention in MMRM, the 
entire MMRM module, and spatial attention in up-sampling are 
removed, respectively. The ablation experiments are then 
performed on the face mask occlusion dataset and the 
rectangular occlusion dataset, as shown in Figure 10 and Figure 
11. 

MMRM can effectively perceive global structural and 
semantic information to reconstruct complete edge information 
and improve edge distribution in occluded regions. For example, 
in Figure 10(e) and Figure 11(e), there are prominent 
boundaries and blurring. The generator model utilizes the 
convolutional branches in the MMRM module to extract the 
salient information in space and channel.  The consistency of

 

 

Fig. 9.  Visual comparison of our model with other models on the rectangular occlusion dataset. From left to right: (a) original images without masks, (b) 
input masked images, (c) Pix2Pix, (d) Shift-Net, (e) GMCNN, (f) WaveFill, (g) outputs of our model. 

. 

. 

  

 

Fig. 8.  Visual comparison of our model with other models on the face mask occlusion dataset. From left to right: (a) original images without masks, (b) input 
masked images, (c) Pix2Pix, (d) Shift-Net, (e) GMCNN, (f) WaveFill, (g) outputs of our model. 

. 

  

TABLE Ⅲ 
COMPARISONS OF QUANTITATIVE RESULTS ON THE RECTANGULAR 

OCCLUSION DATASET  
Method PSNR SSIM LPIPS 
Pix2Pix 24.99 85.83 13.32 
Shift-Net 25.34 86.16 13.14 
GMCNN 24.40 83.11 16.59 
WaveFill 25.41 86.72 12.43 
Ours 26.39 88.24 11.00 

 

TABLE Ⅱ 
COMPARISONS OF QUANTITATIVE RESULTS ON THE FACE MASK OCCLUSION 

DATASET 
Method PSNR SSIM LPIPS 
Pix2Pix 28.74 90.21 9.51 

Shift-Net 29.78 91.12 9.14 
GMCNN 29.57 90.61 9.15 
WaveFill 30.19 91.24 8.93 

Ours 30.75 91.96 8.13 

0000000000000000 
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boundary information requires the gradual fusion of different 
spatial and channel semantics, which ultimately leads to the 
accurate reconstruction of global contours and local structures. 
Comparing columns (c) and (d), we find that if the spatial 
attention in MMRM is removed, there is significant blurring in 
the restored face image. For face inpainting, not all regions are 
equally important for occluded regions. With the loss functions, 
the spatial attention of the generator network when performing 
gradient backpropagation is looking for the most important 
parts for feature extraction. The feature maps acquired from the 
generator's up-sampling modules are concatenated, or 
superimposed at the channel level, with the left feature maps. 
Thus we use channel attention to focus on the key information. 
So, in Figure 10 (f) and Figure 11 (f), there are blurring of 
structurally complex parts such as the mouth and eyes. 

Tables IV and V present the quantitative results of the 
ablation experiments. The results of the experiments on the face 
mask occlusion dataset and the rectangular occlusion dataset 
remain generally consistent with the results of the qualitative 
analysis above. The MMRM module in the generator model is 

the most useful, and once removed, the experimental data 
declines the most on both of the 2 datasets. The other three 
columns also demonstrate the role of spatial and channel 
attention in face image inpainting, and their removal brings 
about a decrease in both metrics. 

 

TABLE IV 
COMPARISONS OF QUANTITATIVE RESULTS OF ABLATION EXPERIMENTS ON 

THE FACE MASK OCCLUSION DATASET 

 

w/o 
channel 
attention 
in MMRM 

w/o 
spatial 
attention 
in MMRM 

w/o 
MMRM 

w/o 
channel attention 
in the up-sampling 

PSNR 29.19 29.16 28.43 29.15 
SSIM 91.45 91.18 90.32 91.35 
LPIPS 8.37 8.61 8.75 8.44 
 

 

TABLE V 
COMPARISONS OF QUANTITATIVE RESULTS OF ABLATION EXPERIMENTS ON 

THE RECTANGULAR OCCLUSION DATASET  

 

w/o 
channel 
attention 
in MMRM 

w/o 
spatial 
attention 
in MMRM 

w/o 
MMRM 

w/o 
channel attention 
in the up-sampling 

PSNR 25.86 25.12 23.45 25.74 
SSIM 85.12 84.48 82.31 86.56 
LPIPS 12.37 12.81 13.48 13.24 
 

 

 

Fig. 10.  Visual comparison of ablation experiments on the face mask occlusion dataset. From left to right: (a) original images without masks, (b) 
input masked images, (c) without channel attention in MMRM, (d) without spatial attention in MMRM, (e) without MMRM, (f) without channel 

attention in the up-sampling, (g) outputs of our model. 

. 

. 

. 

  

 

Fig. 11.  Visual comparison of ablation experiments on the rectangular occlusion dataset. From left to right: (a) original images without masks, (b) 
input masked images, (c) without channel attention in MMRM, (d) without spatial attention in MMRM, (e) without MMRM, (f) without channel 

attention in the up-sampling, (g) outputs of our model. 

. 

. 

. 

. 

. 

  

convolutional branches in the MMRM module to extract the 
salient information in space and channel.  The consistency of
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4) Cross-datasets experiments 
In addition, we conducted across datasets experiments. The 

adopted dataset, CelebA-HQ, which is a high-quality face 
image designed specifically for computer vision research, is 

different from CelebA. Visual comparison results and 
quantitative comparisons are shown in Figure 12 and Table Ⅵ. 
The experimental results show that the inpainting effect of our 
design model is better than the results of several other models. 

 

IV. CONCLUSION 
We present a generative adversarial network model for face 

image inpainting in this paper. The discriminator network and 
the generator network are the two primary components of the 
model. The U-Net topology forms the foundation of the 
generator network and MMRM is used in the sampling module. 
This module fuses two attentional mechanisms into the residual 
branch, improving the network's ability to perceive global 
structural features and ameliorating the problem of inconsistent 
image inpainting boundaries. We reconstructed the dataset 
using the face feature point detection method and experiments 
demonstrate that the model performs well when reconstructing 
complex structures of faces. In future work, we will concentrate 
on reducing computational time, training the network with 
fewer parameters, and optimizing the architecture. 
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TABLE Ⅵ 
COMPARISONS OF QUANTITATIVE RESULTS ON CELEBA-HQ DATASET 

Method PSNR SSIM LPIPS 
Pix2Pix 25.28 86.26 9.78 

Shift-Net 26.47 87.61 9.43 
GMCNN 26.62 87.76 9.57 
WaveFill 26.88 89.26 8.68 

Ours 27.87 89.81 7.42 
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4) Cross-datasets experiments 
In addition, we conducted across datasets experiments. The 

adopted dataset, CelebA-HQ, which is a high-quality face 
image designed specifically for computer vision research, is 

different from CelebA. Visual comparison results and 
quantitative comparisons are shown in Figure 12 and Table Ⅵ. 
The experimental results show that the inpainting effect of our 
design model is better than the results of several other models. 

 

IV. CONCLUSION 
We present a generative adversarial network model for face 

image inpainting in this paper. The discriminator network and 
the generator network are the two primary components of the 
model. The U-Net topology forms the foundation of the 
generator network and MMRM is used in the sampling module. 
This module fuses two attentional mechanisms into the residual 
branch, improving the network's ability to perceive global 
structural features and ameliorating the problem of inconsistent 
image inpainting boundaries. We reconstructed the dataset 
using the face feature point detection method and experiments 
demonstrate that the model performs well when reconstructing 
complex structures of faces. In future work, we will concentrate 
on reducing computational time, training the network with 
fewer parameters, and optimizing the architecture. 
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Using Dynamic Word Embeddings

Bogdán Asztalos, Péter Bányász

Abstract—In this paper, we investigate how the COVID-19
pandemic has affected the use of language in the online space
through measuring the semantic changes of words during the
time that includes the outbreak of the pandemic and the months
of the lockdown. As a first step, we apply a recent word
embedding technique on a time-labelled text corpus collected
from social media which represents the semantic relation of words
based on their likelihood of co-occurring next to each other. By
analyzing different statistical features of the received dynamic
embedding, we can identify and quantitatively describe periods
where the semantic properties of a chosen word are undergoing
significant changes. Since this depends on the context and the
usage of these words by the users, we can infer their reaction to
the COVID-19-related events and relevant news dated to these
periods.

Index Terms—semantic change, COVID-19, social media, word
embedding.

I. INTRODUCTION

COVID-19 had a significant impact on human civilization
during the last few years, inducing abrupt changes in

society, ranging from the level of personal relationships and
the shift towards home office in work management to the
significant new challenges with which national healthcare
systems had to face worldwide. Presumably, these drastic
effects have affected the way we think about many things
including interpersonal communication, both on personal and
social levels. Reducing the number of personal contacts, online
meetings becoming widespread, and several fake news pop-
ping up each week have made us change the way we approach
new information and express our thoughts. Therefore, the tools
of the education system, the government communication, the
participants of mass media, and all the content-sharing agents
also needed to adapt to these new circumstances, because –
independently of their purposes – their messages will reach
their goal only if they use new ways [1].

One of the most relevant examples in the topic of COVID-
19 is the effectiveness of the epidemiological response of

The research was conducted within the framework of the Network Science
Research Group at Ludovika - University of Public Service. The research was
supported by the EKÖP-24-3-II-ELTE-213 University Excellence Scholarship
Program and the EKÖP-24-4-II-23 University Research Scholarship Program
of the Ministry for Culture and Innovation from the source of the National
Research, Development and Innovation Fund.

Bogdán Asztalos is with Department of Biological Physics, Eötvös
Loránd University, Budapest, Hungary, and with Health Services Manage-
ment Training Centre, Semmelweis University, Budapest, Hungary (e-mail:
abogdan@caesar.elte.hu)

Péter Bányász is with Department of Cybersecurity, University of Public
Service Ludovika, Budapest, Hungary (e-mail: banyasz.peter@uni-nke.hu)

governments, which was primarily influenced by the condition
of society, the degree of trust people had in their democratic
institutions, the scientific community, and many other factors.
The lower confidence people have in these factors, the higher
the percentage of people who will refuse to accept epidemio-
logical restrictions or vaccination in the future. However, the
passage of time has led to a weakened acceptance of the
government’s actions. This resulted from the exhaustion of
the lockdowns and the global disinformation campaigns that
have been spreading on social media for years. The unclear
origins of the COVID-19 virus1 and the often-contradictory
messages from different governments have provided an excel-
lent opportunity to spread conspiracy theories and fake news.
The scientific community also has a significant role in the
defence against the disease, but the infodemic state related to
COVID-19 has significantly eroded individuals’ trust in the
state of science and has reinforced pseudoscientific theories
[2].

This tendency has been increased by the nature of the
algorithms on social networking sites, which has led to a
combination of the most absurd conspiracy theorists, from
flat-earthers to anti-vaccinationists who believe that the 5G
network causes the coronavirus and that microchips are being
implanted in people by vaccination to track them by various
actors of the deep state behind the scenes [3]. This problem is
even more serious considering that the spread of fake news
regarding the coronavirus and the rejection of vaccination
will significantly compromise the prevention of epidemics in
the future and can result more and more epidemic outbreaks
globally [4]. Research has shown that social media users
are more likely to believe various COVID-19-related conspir-
acy theories that reinforce anti-vaccination, and anti-masking,
among others [5]. Well illustrates the process that in January
2020, for the first time, a post appeared on social media
claiming that the spread of 5G technology was responsible
for the spread of the coronavirus, which also led to a rise in
anti-China feelings [6]. Then in April 2020, the 5G hoax led
to 77 incidents of vandalism of 5G transmitting stations in
the UK by individuals afraid of the coronavirus to prevent the
further spread of the virus [7].

Therefore, it is important to counterbalance the harmful
information flow in the public consciousness, and as COVID-

1In our study, we cannot and do not take a position on the origin of the
coronavirus. We believe that whether it evolved naturally or was released from
a laboratory is unimportant in terms of its consequences. The crucial question
about the pandemic is how we can ’defeat’ it.

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 1

Monitoring the Semantic Change
of COVID-19-related Expressions
Using Dynamic Word Embeddings

Bogdán Asztalos, Péter Bányász

Abstract—In this paper, we investigate how the COVID-19
pandemic has affected the use of language in the online space
through measuring the semantic changes of words during the
time that includes the outbreak of the pandemic and the months
of the lockdown. As a first step, we apply a recent word
embedding technique on a time-labelled text corpus collected
from social media which represents the semantic relation of words
based on their likelihood of co-occurring next to each other. By
analyzing different statistical features of the received dynamic
embedding, we can identify and quantitatively describe periods
where the semantic properties of a chosen word are undergoing
significant changes. Since this depends on the context and the
usage of these words by the users, we can infer their reaction to
the COVID-19-related events and relevant news dated to these
periods.

Index Terms—semantic change, COVID-19, social media, word
embedding.

I. INTRODUCTION

COVID-19 had a significant impact on human civilization
during the last few years, inducing abrupt changes in

society, ranging from the level of personal relationships and
the shift towards home office in work management to the
significant new challenges with which national healthcare
systems had to face worldwide. Presumably, these drastic
effects have affected the way we think about many things
including interpersonal communication, both on personal and
social levels. Reducing the number of personal contacts, online
meetings becoming widespread, and several fake news pop-
ping up each week have made us change the way we approach
new information and express our thoughts. Therefore, the tools
of the education system, the government communication, the
participants of mass media, and all the content-sharing agents
also needed to adapt to these new circumstances, because –
independently of their purposes – their messages will reach
their goal only if they use new ways [1].

One of the most relevant examples in the topic of COVID-
19 is the effectiveness of the epidemiological response of

The research was conducted within the framework of the Network Science
Research Group at Ludovika - University of Public Service. The research was
supported by the EKÖP-24-3-II-ELTE-213 University Excellence Scholarship
Program and the EKÖP-24-4-II-23 University Research Scholarship Program
of the Ministry for Culture and Innovation from the source of the National
Research, Development and Innovation Fund.

Bogdán Asztalos is with Department of Biological Physics, Eötvös
Loránd University, Budapest, Hungary, and with Health Services Manage-
ment Training Centre, Semmelweis University, Budapest, Hungary (e-mail:
abogdan@caesar.elte.hu)

Péter Bányász is with Department of Cybersecurity, University of Public
Service Ludovika, Budapest, Hungary (e-mail: banyasz.peter@uni-nke.hu)

governments, which was primarily influenced by the condition
of society, the degree of trust people had in their democratic
institutions, the scientific community, and many other factors.
The lower confidence people have in these factors, the higher
the percentage of people who will refuse to accept epidemio-
logical restrictions or vaccination in the future. However, the
passage of time has led to a weakened acceptance of the
government’s actions. This resulted from the exhaustion of
the lockdowns and the global disinformation campaigns that
have been spreading on social media for years. The unclear
origins of the COVID-19 virus1 and the often-contradictory
messages from different governments have provided an excel-
lent opportunity to spread conspiracy theories and fake news.
The scientific community also has a significant role in the
defence against the disease, but the infodemic state related to
COVID-19 has significantly eroded individuals’ trust in the
state of science and has reinforced pseudoscientific theories
[2].

This tendency has been increased by the nature of the
algorithms on social networking sites, which has led to a
combination of the most absurd conspiracy theorists, from
flat-earthers to anti-vaccinationists who believe that the 5G
network causes the coronavirus and that microchips are being
implanted in people by vaccination to track them by various
actors of the deep state behind the scenes [3]. This problem is
even more serious considering that the spread of fake news
regarding the coronavirus and the rejection of vaccination
will significantly compromise the prevention of epidemics in
the future and can result more and more epidemic outbreaks
globally [4]. Research has shown that social media users
are more likely to believe various COVID-19-related conspir-
acy theories that reinforce anti-vaccination, and anti-masking,
among others [5]. Well illustrates the process that in January
2020, for the first time, a post appeared on social media
claiming that the spread of 5G technology was responsible
for the spread of the coronavirus, which also led to a rise in
anti-China feelings [6]. Then in April 2020, the 5G hoax led
to 77 incidents of vandalism of 5G transmitting stations in
the UK by individuals afraid of the coronavirus to prevent the
further spread of the virus [7].

Therefore, it is important to counterbalance the harmful
information flow in the public consciousness, and as COVID-

1In our study, we cannot and do not take a position on the origin of the
coronavirus. We believe that whether it evolved naturally or was released from
a laboratory is unimportant in terms of its consequences. The crucial question
about the pandemic is how we can ’defeat’ it.

DOI: 10.36244/ICJ.2025.2.3

The research was conducted within the framework of the Network Science 
Research Group at Ludovika – University of Public Service. The research was 
supported by the EKÖP-24-3-II-ELTE-213 University Excellence Scholarship 
Program and the EKÖP-24-4-II-23 University Research Scholarship Program 
of the Ministry for Culture and Innovation from the source of the National 
Research, Development and Innovation Fund.

Bogdán Asztalos is with Department of Biological Physics, Eötvös Loránd 
University, Budapest, Hungary, and with Health Services Management Training 
Centre, Semmelweis University, Budapest, Hungary (e-mail: abogdan@caesar.
elte.hu)

Péter Bányász is with Department of Cybersecurity, University of Public 
Service Ludovika, Budapest, Hungary (e-mail: banyasz.peter@uni-nke.hu)

Monitoring the Semantic Change
of COVID-19-related Expressions
Using Dynamic Word Embeddings

Bogdán Asztalos, and Péter Bányász

Abstract—In this paper, we investigate how the COVID-19 
pandemic has affected the use of language in the online space 
through measuring the semantic changes of words during the 
time that includes the outbreak of the pandemic and the months 
of the lockdown. As a first step, we apply a recent word embedding 
technique on a time-labelled text corpus collected from social 
media which represents the semantic relation of words based on 
their likelihood of co-occurring next to each other. By analyzing 
different statistical features of the received dynamic embedding, 
we can identify and quantitatively describe periods where the 
semantic properties of a chosen word are undergoing significant 
changes. Since this depends on the context and the usage of these 
words by the users, we can infer their reaction to the COVID-19-
related events and relevant news dated to these periods.

Index Terms—semantic change, COVID-19, social media, 
word embedding.

https://doi.org/10.36244/ICJ.2025.2.3
mailto:abogdan%40caesar.elte.hu?subject=
mailto:abogdan%40caesar.elte.hu?subject=
mailto:banyasz.peter%40uni-nke.hu?subject=


Monitoring the Semantic Change of COVID-19-related  
Expressions Using Dynamic Word Embeddings

INFOCOMMUNICATIONS JOURNAL

JUNE 2025 • VOLUME XVII • NUMBER 2 21

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 2

19 itself can only be controlled through an inter- and multi-
disciplinary approach, this communication-focused problem is
also should examined from several directions. Such interdisci-
plinary cooperation is not unprecedented, similar has happened
during the last 25 years, when network-based tools gradually
gained relevance in exploring the mechanisms and principles
of complex systems [8], including both biological [9] and
social systems [10], and network thinking became accepted
both by academia [11], industry [12], and governments [13].
The spreading use of artificial intelligence (AI) tools that we
see today in all areas of life also highlights that computational
techniques are quite helpful and over time they will be
indispensable in fully understanding both social, scientific, and
governmental problems [14]–[16].

The increasing prevalence of fake news and counterfeit
profiles on social media platforms poses a substantial threat
to informational integrity and societal trust. Whereas con-
ventional approaches, such as rule-based solutions, metadata
analysis, or human fact-checking, have assisted in mitigating
the spread of disinformation, they often prove inadequate
against the more sophisticated and rapidly disseminating false
content [17]. Recent studies indicate that natural language
processing (NLP) techniques are more effective in the iden-
tification of disinformation than traditional methods relying
on fact-checking and source evaluation as they facilitate the
representation and analysis of textual data. This enhances
the accuracy of detection and fosters a more nuanced un-
derstanding of the semantic meanings embedded within the
conveyed information [18], [19]. Such methodologies enable
meticulous detection and elimination of propaganda while
preserving document-level coherence, grammatical integrity,
and the content’s authenticity in news articles [20]. It is also
found that the integration of NLP with machine learning (ML)
algorithms can yield effective results in identifying false news
and profiles [17], [21], [22].

Among the tools of NLP, word embedding methodologies
have turned out one of the most instrumental in the identifica-
tion of disinformation disseminated on social media platforms
as they facilitate a deeper comprehension of the context and
semantics of text [23], [24]. Word embedding algorithms like
GloVe, TF-IDF, Word2Vec, and FastText-based embeddings
provide sophisticated text analysis and classification tech-
niques [25], and have proven effective in detecting disinfor-
mation within social media contexts [21], [26]. In the domain
of deep learning integration, neural network models leverage
embeddings to effectively capture contextual and sequential
information inherent in textual data, thus markedly enhancing
the accuracy of fake news classification, and understanding
of context and the structural elements of disinformation [27],
[28].

Besides, word embeddings provide a quantitative method
to define semantic space and measure semantic distance i.e.
the degree of difference between meanings of different words.
By using temporal data, word embedding is also capable of
measuring the semantic changes of words and gives us an
opportunity to observe what phenomena have happened in
human language [29], [30]. As we show in this paper, this
could be used for finding out how COVID-19 has affected the

way people use language, and so indirectly identifying social
events and processes that can be intervened with the right
communication and decision-making.

Our study aims to engage in the global scientific discourse
about the problems that the pandemic created with our humble
tools, proposing a new methodology that we believe can be
adopted by different disciplines.

In this paper, firstly we briefly overview the necessary
notions of distributional semantics and the Word2vec word
embedding method, and then we introduce our results about
applying diachronic word embedding on textual data from
online social data.

II. DISTRIBUTIONAL SEMANTICS AND WORD EMBEDDING

Distributional semantics (DS) is a subfield of computational
linguistics that quantifies semantic similarities and differences
between words and linguistic terms [31]. Since the scope of
our study is to conduct a quantitative investigation about how
much the meaning of words has changed during the COVID-
19 pandemic, we relied heavily on the concepts of DS. The
main tool we used is word embedding which represents words
mathematically in a high dimension space and hence allows
us to consider them as objects in a real geometric space.
However, to understand word embedding and the logic behind
constructing it, one should be aware of the distributional
hypothesis and some of its consequences.

A. Distributional hypothesis and the role of co-occurrence
statistics

It is a well-known fact that knowing the dictionary definition
of a word and using it in a real-life sentence are not equivalent.
The former is not even required for the latter, however, the way
people use words highly depends on their lexical meaning, so it
is possible to infer the semantic information from the linguistic
context [32], [33]. This principle led Harris to the following
statement: “a word is characterized by the company it keeps”,
which later became known as the distributional hypothesis and
now is the basis of DS [34], [35].

One of the consequences of the distributional hypothesis
is the fact that the statistical properties of linguistic context
encode the meaning of words. Hence, a computational analysis
of word occurrences in a large text corpus will let us distin-
guish different word meanings from each other and recognize
similarities and differences between them [36]. For example,
the word dog probably has more common neighbouring words
with cat than with house, because there are more sentences
where dog and cat are interchangeable than dog and house
are. This simply follows from the fact that the meaning of the
word dog is closer to the meaning of cat than to the meaning
of house.

Hence, to express the semantic content of a word com-
putationally, one needs to collect the words occurring in its
context and analyse their statistical distribution. To store such
statistics, the simplest solution is to count the co-occurrences
of word pairs, so to gain the statistics of one individual word,
only the concerning co-occurrence data values need to be
accounted for. Therefore, studies in computational linguistics
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focus on the co-occurrence statistics of text corpora and
languages [37], [38].

Collecting co-occurrence statistics allows us to perform
many computational analyses. One of the most apparent tech-
niques is to build co-occurrence networks by linking words
occurring in each other’s context. Such a network should store
all the valuable relational information about linguistic patterns,
and by examining it explicitly with the tools of network study,
it can reveal the fundamental semantic relationships [39],
[40]. Observing the evolution of these networks can unfold
the language evolution which is responsible for the network
structure behind the scenes. In our study, we have focused
on word embedding, which is obtained by a more complex
derivation from co-occurrence statistics, but the above close
relationship between co-occurrence networks and embeddings
can be used both in the fields of computational linguistics and
network science [41].

B. Word embedding and Word2vec

Word embedding is a technique that represents the above
abstract concept of “co-occurrence statistics” and makes the
semantic meaning interpretable for computers. The idea is to
assign a set of real numbers (i.e., a multidimensional vector)
to words in such a way that the algebraic properties of vectors
reflect the same relationships between them as those that exist
between the words. For instance, if two words have similar
meanings, their vector representation should be close to each
other in the multidimensional space, called the embedding
space. Therefore, word embedding simply transforms semantic
differences into geometric distances [42].

Constructing this vector representation can be done in many
ways. The simplest methods, like LSA, take the co-occurrence
value of some pre-selected context words and apply some
kinds of dimension reduction on them [43], but in the last
decade, more sophisticated word embedding techniques were
introduced using unsupervised ML algorithms [44].

During our investigation, we used Word2vec’s Skip-gram
model with negative sampling (SGNS), which is one of the
most widely used word embedding methods in recent years.
It also uses unsupervised learning: the objective of the model
is to estimate a co-occurrence probability using a two-layer
neural network and the vector representation of the words is
a kind of by-product of the optimization process. The cause
of its popularity is that it can process a large amount of data
in a short time because of its sampling procedure and also the
fact that the constructed embedding returns psycho-linguistical
relations more efficiently than other alternatives [45], [46]. The
output of such an embedding is visualised in Fig. 1.

III. METHODS

A. Gathering linguistic data with SentiOne

To receive data for the linguistic study, we used an AI-
powered social listening tool, called SentiOne with which we
searched for COVID-19-related words and expressions, and
downloaded posts and web pages containing them. SentiOne
is a content-based web analytics platform that is dedicated
to crawling and analysing content perceived online channels,

like social media platforms, news portals, blogs, etc. [47].
It covers and recognizes 70 languages across the globe. The
platform monitoring tool currently monitors over 20 000 000
000 mentions and gathers data from 8 different types of
sources, namely portals, blogs, Twitter, Facebook, Instagram,
video, forums, and review sites.

The mentions are divided into statements and articles,
statements being automatically classified as either positive,
neutral, or negative with the use of SentiOne’s unique, pro-
prietary algorithm. The platform’s sentiment analysis is based
on research work by John R. Crawford and Julie D. Henry
[48]. They analysed the Positive and Negative Affect Schedule
(PANAS). Based on their research, SentiOne’s developers
created algorithms that help determine the author’s emotional
attitude to the discussed topic. The platform uses proprietary
artificial intelligence algorithms to classify the posts’ overall
sentiment.

The interactive platform is built upon user-provided key-
words and key phrases to look for the specific mentions that,
either in themselves or within their context, contain those pre-
given phrases that interest the user. The system gathers data
in almost real-time yet has a memory that can go back up to 3
years. For quantitative research, data is structured by different
focus points and research parameters and is visualized inter-
actively. This technology also supports qualitative research,
enabling in-depth analysis and categorizing all the indexed
web content.

We used three groups of keywords and key expressions to
capture social data: some common words (mostly names of
professions) that are not related to COVID-19 in an obvious
way and can serve as a stable meaning benchmark; the names
of the different vaccine types; and an expression aimed at
the 5G-related fake news. The used keywords and expressions
are listed in Table I. We have searched for each keyword in
30 different languages2. In this research, these queries were
run because they are language-independent and have the same
meaning in each of the given languages.

B. Diachronic word embedding

To measure how much words change their meaning over
time, we used a series of word embedding. The steps of the
process with which we received these embeddings is illustrated
in Fig. 2.

Since the input of an embedding method is the co-
occurrence data as explained in Section II-A, it is possible
to construct distinct embeddings for each month starting from
the collected statistics corresponding to the individual months.
The result of a single embedding is a set of word vectors
(i.e. points in a high-dimensional space) representing the
meaning relations of the words, so if we get different sets
for different months, we can compare them, hence inferring
what changed in the language during a month. We assume that

2Currently, the following languages are available in fully supported form:
Polish, German (+ Swiss German, Austrian German), Russian, Ukrainian,
English (+ UK, US, Ireland), Dutch (+ Belgian Dutch), French (+ Belgian
French, Swiss-French), Slovenian, Slovak, Hungarian, Romanian, Bulgarian,
Serbian, Croatian, Bosnian, Montenegrin, Czech, Danish, Finnish, Swedish,
Norwegian, Latvian, Lithuanian, Italian, Spanish, Portuguese, and Greek.
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Fig. 1. Visualisation of diachronic word embedding. The coordinates of words can be considered as their position in a snapshot of the semantic space, where 
words are continuously walking. We plotted four different state during the examined period, where the meaning changes of the highlighted words can be 
observed. The geometric relation of these pandemic-related terms reflects relatively well the social attitude changes towards these topics.

most words do not change their meaning in a short time, like a 
month, so comparing consecutive embeddings can reflect the 
changes that happened so that the concerned words changed 
their position relative to the others. The obtained results also 
supported this assumption. This allows us to consider the 
words in the embedding space as walking particles, and to look 
at the semantic change in a language as the collective motion 
of these particles. Also, as previous research has shown, this 
collective motion of words can be studied quantitatively, and 
their behaviour can be described as an anomalous diffusion
with a significant subdiffusive character which might be de- 
rived from the governing non-linear microscopic dynamics of 
human language evolution [49], [50].
    To build such a series of embedding, we have run through all 

the textual sources in the downloaded raw data and performed 
the data processing methodology published by Asztalos et al. 
[49]. The used embedding method was Word2vec’s Skip-gram 
model with negative sampling (SGNS) [45], [46] into 300 
dimensions.
    Since the dataset contained time-labels for each post about 
when they were published, we could distinguish different 
co-occurrence statistics coming from different periods. We 
applied monthly separation, i.e., handled independently the 
statistics from the 24 months between July 2019 and June 
2021. The received series of embedding can be interpreted 
as snapshots of how word meanings migrate over the overall 
cloud of words. Four of these snapshots are illustrated in 2D 
in Fig. 1.
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TABLE I
LIST OF KEYWORDS AND EXPRESSIONS WE USED FOR SEARCHING

Common words Vaccine names Fake news

"Bread"

"Driver"

"Engineer"

"Film director"

"Illness"

"Journalist"

"Lawyer"

"Miner"

"Principal"

"Soldier"

"AstraZeneca"

"J&J"

"Johnson and Johnson"

"Moderna"

"Pfizer"

"Sinopharm"

"Sinovac"

"Sputnik V"

"5G" and "COVID"

co-occurrence statistics coming from different periods. We
applied monthly separation, i.e., handled independently the
statistics from the 24 months between July 2019 and June
2021. The received series of embedding can be interpreted
as snapshots of how word meanings migrate over the overall
cloud of words. Four of these snapshots are illustrated in 2D
in Fig. 1.

IV. RESULTS

While we have analyzed the spread of fake news based
on several keywords, we decided to focus on the trend of
spreading COVID-19 and 5G-related fake news, which led
to mass destruction in the UK, as it was mentioned in the
Introduction. For the search terms "COVID" and "5G", we
identified 1,156,535 shares during the period under study,
resulting in approximately 4.4 billion views

As can be seen in panel (a) in Fig. 3, the significant majority
of shares are found to be neutral, which can be attributed to
three factors:

• AAI examines the shared content based on context,
evaluating the expressions it contains in terms of positive
and negative aspects, and then deciding which sentiment
to attach to it based on the results. However, if the number
of positive and negative expressions is approximately
equal, the algorithm labels it as neutral.

Fig. 3. Number of shares over time found by the keyword ”COVID” and
”5G”. In panel (a) they are grouped by sentiment, while in panel (b) they are
grouped by the country.

• In many cases, users simply reshare the content without
any explanation or comment, so they cannot analyse the
new context.

• A more recent emerging new phenomenon is the inten-
tional use of terms and phrases in the content shared
for the express purpose of disinformation, overloading
or poisoning the meaning of words, and deliberately
creating a different emotional context. For example, the
hashtag "#Bidenworstpresidentever" might be used as
a positive hashtag in trending posts, even though the
hashtag’s meaning clearly indicates a negative emotional
connotation.

Fig. 3 shows that the number of shares related to the terms
"COVID" and "5G" significantly increased from March 2020,
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any explanation or comment, so they cannot analyse the
new context.

• A more recent emerging new phenomenon is the inten-
tional use of terms and phrases in the content shared
for the express purpose of disinformation, overloading
or poisoning the meaning of words, and deliberately
creating a different emotional context. For example, the
hashtag "#Bidenworstpresidentever" might be used as
a positive hashtag in trending posts, even though the
hashtag’s meaning clearly indicates a negative emotional
connotation.

Fig. 3 shows that the number of shares related to the terms
"COVID" and "5G" significantly increased from March 2020,
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TABLE I
LIST OF KEYWORDS AND EXPRESSIONS WE USED FOR SEARCHING

Common words Vaccine names Fake news

"Bread"

"Driver"

"Engineer"

"Film director"

"Illness"

"Journalist"

"Lawyer"

"Miner"

"Principal"

"Soldier"

"AstraZeneca"

"J&J"

"Johnson and Johnson"

"Moderna"

"Pfizer"

"Sinopharm"

"Sinovac"

"Sputnik V"

"5G" and "COVID"

co-occurrence statistics coming from different periods. We
applied monthly separation, i.e., handled independently the
statistics from the 24 months between July 2019 and June
2021. The received series of embedding can be interpreted
as snapshots of how word meanings migrate over the overall
cloud of words. Four of these snapshots are illustrated in 2D
in Fig. 1.

IV. RESULTS

While we have analyzed the spread of fake news based
on several keywords, we decided to focus on the trend of
spreading COVID-19 and 5G-related fake news, which led
to mass destruction in the UK, as it was mentioned in the
Introduction. For the search terms "COVID" and "5G", we
identified 1,156,535 shares during the period under study,
resulting in approximately 4.4 billion views

As can be seen in panel (a) in Fig. 3, the significant majority
of shares are found to be neutral, which can be attributed to
three factors:

• AAI examines the shared content based on context,
evaluating the expressions it contains in terms of positive
and negative aspects, and then deciding which sentiment
to attach to it based on the results. However, if the number
of positive and negative expressions is approximately
equal, the algorithm labels it as neutral.

Fig. 3. Number of shares over time found by the keyword ”COVID” and
”5G”. In panel (a) they are grouped by sentiment, while in panel (b) they are
grouped by the country.

• In many cases, users simply reshare the content without
any explanation or comment, so they cannot analyse the
new context.

• A more recent emerging new phenomenon is the inten-
tional use of terms and phrases in the content shared
for the express purpose of disinformation, overloading
or poisoning the meaning of words, and deliberately
creating a different emotional context. For example, the
hashtag "#Bidenworstpresidentever" might be used as
a positive hashtag in trending posts, even though the
hashtag’s meaning clearly indicates a negative emotional
connotation.

Fig. 3 shows that the number of shares related to the terms
"COVID" and "5G" significantly increased from March 2020,
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reaching a record 230,000 shares in April, which coincides
with the previously cited destruction of 77 5G towers. If we
compare this with the territorial spread of the sharing (see Fig.
3, panel (b)), it is not surprising that the dominant location of
the sharing is the UK: overall, there are 317,313 shares for
the two search terms above, which, narrowed down to April
2020, means more than 80,000 shares.

Concrete examples of how we can visualize linguistic
changes with the help of word embeddings can be seen in Fig.
1. Word embedding methods (like Word2vec) place words in
a high-dimensional space so that words with similar meanings
are closer to each other. Typically, the number of dimensions
is several hundred (in our case 300), so the procedure result
is relatively abstract. Still, with dimension reduction tools,
it is possible to illustrate the structure of the "word cloud"
in 2D. Using the t-SNE visualization [51], we plotted four
states of the word cloud in Fig. 1. I.e., these figures are
approximations of the high-dimensional objects representing
semantical meanings. It can be seen that the overall structure
of the cloud (i.e., general meaning relations in the language)
is the same (supporting our basic assumption), but some
pandemic-related words get closer to each other while some
get further. Thus, it can be observed, for instance, how the
different pharmaceutical companies manufacturing vaccines
grouped together, or how the word chip was firstly associated
with vaccines and moved away later.

To perform some more descriptive analysis, we collected the
30 words closest to some chosen test words each month and
plotted the monthly changes in this set in Fig. 4. Suppose that
the spatial distance represents the meaning difference between
words. In that case, we can assume that a word changes its
closest neighbours because its meaning changes over time, so
the number of changed neighbours correlates with its meaning
change, hence can be viewed as a “rate of meaning change”.
In Fig. 4 this value is plotted over time for four everyday
words (panel (a)) and for four vaccine names (panel (b)). One
can see those words with stable, conventional meanings (e.g.,
word, friend) have a lower change rate of around 10-15; this
can be considered the static value. In contrast, words like mask
or president are more agile in the scanned period, probably
because of the social events that happened that time. Vaccine
words (more precisely the names of the companies producing
them) had no fixed neighbour set in the beginning, but they
decayed to the static value when the collective social opinion
about them reached its final state so that we can identify the
acceptance order of different vaccines, consistent with real-life
experience.

To study in more detail what happens in the studied period,
we can look for the closest few words to a certain word each
month. Fig. 5 presents the case of AstraZeneca for its 5 closest
neighbours. This Sankey figure shows the change of these
words and their order over time. The following change in
social attitude over time can observed: Pfizer and Moderna
became really close when they started to develop the COVID-
19 vaccine, but Merck and Glaxo Smith Kline (which are also
pharmaceutical companies but did not have their own vaccine)
left the immediate neighborhood. This also underlines the fact
that public opinion about AstraZeneca (especially on social

media platforms) was influenced primarily by the vaccine-
manufacturing activity of the company in the examined period.

V. CONCLUSION

The results of this study hold significant implications for
both scientific inquiry and practical strategies aimed at com-
bating disinformation, particularly in relation to the evolving
nature of fake news and linguistic shifts observed during
the COVID-19 pandemic. The implementation of diachronic
word embedding technologies has established a novel method-
ological framework for tracing the temporal development
of linguistic meanings, thereby enabling an analysis of the
transformation of social narratives and emotional patterns.

A key innovative aspect of the methodology is the appli-
cation of linguistic representations within an interdisciplinary
framework, facilitating not only textual analyses but also
a comprehensive examination of the dynamic phenomena
associated with social change. The findings can inform the
formulation of targeted strategies to combat disinformation and
enhance the efficacy of political and public health communi-
cations. Investigating the evolving context surrounding words
linked to fake news will illuminate particularly virulent topics
and phrases circulating on social media, thus allowing for more
effective deployment of early intervention measures.

Furthermore, the visualization of linguistic embeddings
facilitates both qualitative and quantitative assessments of
shifts in social narratives. This dual methodological framework
strengthens interdisciplinary research by integrating insights
from network theory, NLP, and emotional analysis. The in-
corporation of new techniques and methodologies is poised
to address pressing global challenges, such as epidemics and
political conflicts, at both theoretical and practical levels.
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"Driver"
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"Johnson and Johnson"

"Moderna"

"Pfizer"

"Sinopharm"

"Sinovac"

"Sputnik V"

"5G" and "COVID"

co-occurrence statistics coming from different periods. We
applied monthly separation, i.e., handled independently the
statistics from the 24 months between July 2019 and June
2021. The received series of embedding can be interpreted
as snapshots of how word meanings migrate over the overall
cloud of words. Four of these snapshots are illustrated in 2D
in Fig. 1.

IV. RESULTS

While we have analyzed the spread of fake news based
on several keywords, we decided to focus on the trend of
spreading COVID-19 and 5G-related fake news, which led
to mass destruction in the UK, as it was mentioned in the
Introduction. For the search terms "COVID" and "5G", we
identified 1,156,535 shares during the period under study,
resulting in approximately 4.4 billion views

As can be seen in panel (a) in Fig. 3, the significant majority
of shares are found to be neutral, which can be attributed to
three factors:

• AAI examines the shared content based on context,
evaluating the expressions it contains in terms of positive
and negative aspects, and then deciding which sentiment
to attach to it based on the results. However, if the number
of positive and negative expressions is approximately
equal, the algorithm labels it as neutral.

Fig. 3. Number of shares over time found by the keyword ”COVID” and
”5G”. In panel (a) they are grouped by sentiment, while in panel (b) they are
grouped by the country.

• In many cases, users simply reshare the content without
any explanation or comment, so they cannot analyse the
new context.

• A more recent emerging new phenomenon is the inten-
tional use of terms and phrases in the content shared
for the express purpose of disinformation, overloading
or poisoning the meaning of words, and deliberately
creating a different emotional context. For example, the
hashtag "#Bidenworstpresidentever" might be used as
a positive hashtag in trending posts, even though the
hashtag’s meaning clearly indicates a negative emotional
connotation.

Fig. 3 shows that the number of shares related to the terms
"COVID" and "5G" significantly increased from March 2020,
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reaching a record 230,000 shares in April, which coincides
with the previously cited destruction of 77 5G towers. If we
compare this with the territorial spread of the sharing (see Fig.
3, panel (b)), it is not surprising that the dominant location of
the sharing is the UK: overall, there are 317,313 shares for
the two search terms above, which, narrowed down to April
2020, means more than 80,000 shares.

Concrete examples of how we can visualize linguistic
changes with the help of word embeddings can be seen in Fig.
1. Word embedding methods (like Word2vec) place words in
a high-dimensional space so that words with similar meanings
are closer to each other. Typically, the number of dimensions
is several hundred (in our case 300), so the procedure result
is relatively abstract. Still, with dimension reduction tools,
it is possible to illustrate the structure of the "word cloud"
in 2D. Using the t-SNE visualization [51], we plotted four
states of the word cloud in Fig. 1. I.e., these figures are
approximations of the high-dimensional objects representing
semantical meanings. It can be seen that the overall structure
of the cloud (i.e., general meaning relations in the language)
is the same (supporting our basic assumption), but some
pandemic-related words get closer to each other while some
get further. Thus, it can be observed, for instance, how the
different pharmaceutical companies manufacturing vaccines
grouped together, or how the word chip was firstly associated
with vaccines and moved away later.

To perform some more descriptive analysis, we collected the
30 words closest to some chosen test words each month and
plotted the monthly changes in this set in Fig. 4. Suppose that
the spatial distance represents the meaning difference between
words. In that case, we can assume that a word changes its
closest neighbours because its meaning changes over time, so
the number of changed neighbours correlates with its meaning
change, hence can be viewed as a “rate of meaning change”.
In Fig. 4 this value is plotted over time for four everyday
words (panel (a)) and for four vaccine names (panel (b)). One
can see those words with stable, conventional meanings (e.g.,
word, friend) have a lower change rate of around 10-15; this
can be considered the static value. In contrast, words like mask
or president are more agile in the scanned period, probably
because of the social events that happened that time. Vaccine
words (more precisely the names of the companies producing
them) had no fixed neighbour set in the beginning, but they
decayed to the static value when the collective social opinion
about them reached its final state so that we can identify the
acceptance order of different vaccines, consistent with real-life
experience.

To study in more detail what happens in the studied period,
we can look for the closest few words to a certain word each
month. Fig. 5 presents the case of AstraZeneca for its 5 closest
neighbours. This Sankey figure shows the change of these
words and their order over time. The following change in
social attitude over time can observed: Pfizer and Moderna
became really close when they started to develop the COVID-
19 vaccine, but Merck and Glaxo Smith Kline (which are also
pharmaceutical companies but did not have their own vaccine)
left the immediate neighborhood. This also underlines the fact
that public opinion about AstraZeneca (especially on social

media platforms) was influenced primarily by the vaccine-
manufacturing activity of the company in the examined period.

V. CONCLUSION

The results of this study hold significant implications for
both scientific inquiry and practical strategies aimed at com-
bating disinformation, particularly in relation to the evolving
nature of fake news and linguistic shifts observed during
the COVID-19 pandemic. The implementation of diachronic
word embedding technologies has established a novel method-
ological framework for tracing the temporal development
of linguistic meanings, thereby enabling an analysis of the
transformation of social narratives and emotional patterns.

A key innovative aspect of the methodology is the appli-
cation of linguistic representations within an interdisciplinary
framework, facilitating not only textual analyses but also
a comprehensive examination of the dynamic phenomena
associated with social change. The findings can inform the
formulation of targeted strategies to combat disinformation and
enhance the efficacy of political and public health communi-
cations. Investigating the evolving context surrounding words
linked to fake news will illuminate particularly virulent topics
and phrases circulating on social media, thus allowing for more
effective deployment of early intervention measures.

Furthermore, the visualization of linguistic embeddings
facilitates both qualitative and quantitative assessments of
shifts in social narratives. This dual methodological framework
strengthens interdisciplinary research by integrating insights
from network theory, NLP, and emotional analysis. The in-
corporation of new techniques and methodologies is poised
to address pressing global challenges, such as epidemics and
political conflicts, at both theoretical and practical levels.
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reaching a record 230,000 shares in April, which coincides
with the previously cited destruction of 77 5G towers. If we
compare this with the territorial spread of the sharing (see Fig.
3, panel (b)), it is not surprising that the dominant location of
the sharing is the UK: overall, there are 317,313 shares for
the two search terms above, which, narrowed down to April
2020, means more than 80,000 shares.

Concrete examples of how we can visualize linguistic
changes with the help of word embeddings can be seen in Fig.
1. Word embedding methods (like Word2vec) place words in
a high-dimensional space so that words with similar meanings
are closer to each other. Typically, the number of dimensions
is several hundred (in our case 300), so the procedure result
is relatively abstract. Still, with dimension reduction tools,
it is possible to illustrate the structure of the "word cloud"
in 2D. Using the t-SNE visualization [51], we plotted four
states of the word cloud in Fig. 1. I.e., these figures are
approximations of the high-dimensional objects representing
semantical meanings. It can be seen that the overall structure
of the cloud (i.e., general meaning relations in the language)
is the same (supporting our basic assumption), but some
pandemic-related words get closer to each other while some
get further. Thus, it can be observed, for instance, how the
different pharmaceutical companies manufacturing vaccines
grouped together, or how the word chip was firstly associated
with vaccines and moved away later.

To perform some more descriptive analysis, we collected the
30 words closest to some chosen test words each month and
plotted the monthly changes in this set in Fig. 4. Suppose that
the spatial distance represents the meaning difference between
words. In that case, we can assume that a word changes its
closest neighbours because its meaning changes over time, so
the number of changed neighbours correlates with its meaning
change, hence can be viewed as a “rate of meaning change”.
In Fig. 4 this value is plotted over time for four everyday
words (panel (a)) and for four vaccine names (panel (b)). One
can see those words with stable, conventional meanings (e.g.,
word, friend) have a lower change rate of around 10-15; this
can be considered the static value. In contrast, words like mask
or president are more agile in the scanned period, probably
because of the social events that happened that time. Vaccine
words (more precisely the names of the companies producing
them) had no fixed neighbour set in the beginning, but they
decayed to the static value when the collective social opinion
about them reached its final state so that we can identify the
acceptance order of different vaccines, consistent with real-life
experience.

To study in more detail what happens in the studied period,
we can look for the closest few words to a certain word each
month. Fig. 5 presents the case of AstraZeneca for its 5 closest
neighbours. This Sankey figure shows the change of these
words and their order over time. The following change in
social attitude over time can observed: Pfizer and Moderna
became really close when they started to develop the COVID-
19 vaccine, but Merck and Glaxo Smith Kline (which are also
pharmaceutical companies but did not have their own vaccine)
left the immediate neighborhood. This also underlines the fact
that public opinion about AstraZeneca (especially on social

media platforms) was influenced primarily by the vaccine-
manufacturing activity of the company in the examined period.

V. CONCLUSION

The results of this study hold significant implications for
both scientific inquiry and practical strategies aimed at com-
bating disinformation, particularly in relation to the evolving
nature of fake news and linguistic shifts observed during
the COVID-19 pandemic. The implementation of diachronic
word embedding technologies has established a novel method-
ological framework for tracing the temporal development
of linguistic meanings, thereby enabling an analysis of the
transformation of social narratives and emotional patterns.

A key innovative aspect of the methodology is the appli-
cation of linguistic representations within an interdisciplinary
framework, facilitating not only textual analyses but also
a comprehensive examination of the dynamic phenomena
associated with social change. The findings can inform the
formulation of targeted strategies to combat disinformation and
enhance the efficacy of political and public health communi-
cations. Investigating the evolving context surrounding words
linked to fake news will illuminate particularly virulent topics
and phrases circulating on social media, thus allowing for more
effective deployment of early intervention measures.

Furthermore, the visualization of linguistic embeddings
facilitates both qualitative and quantitative assessments of
shifts in social narratives. This dual methodological framework
strengthens interdisciplinary research by integrating insights
from network theory, NLP, and emotional analysis. The in-
corporation of new techniques and methodologies is poised
to address pressing global challenges, such as epidemics and
political conflicts, at both theoretical and practical levels.
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reaching a record 230,000 shares in April, which coincides
with the previously cited destruction of 77 5G towers. If we
compare this with the territorial spread of the sharing (see Fig.
3, panel (b)), it is not surprising that the dominant location of
the sharing is the UK: overall, there are 317,313 shares for
the two search terms above, which, narrowed down to April
2020, means more than 80,000 shares.

Concrete examples of how we can visualize linguistic
changes with the help of word embeddings can be seen in Fig.
1. Word embedding methods (like Word2vec) place words in
a high-dimensional space so that words with similar meanings
are closer to each other. Typically, the number of dimensions
is several hundred (in our case 300), so the procedure result
is relatively abstract. Still, with dimension reduction tools,
it is possible to illustrate the structure of the "word cloud"
in 2D. Using the t-SNE visualization [51], we plotted four
states of the word cloud in Fig. 1. I.e., these figures are
approximations of the high-dimensional objects representing
semantical meanings. It can be seen that the overall structure
of the cloud (i.e., general meaning relations in the language)
is the same (supporting our basic assumption), but some
pandemic-related words get closer to each other while some
get further. Thus, it can be observed, for instance, how the
different pharmaceutical companies manufacturing vaccines
grouped together, or how the word chip was firstly associated
with vaccines and moved away later.

To perform some more descriptive analysis, we collected the
30 words closest to some chosen test words each month and
plotted the monthly changes in this set in Fig. 4. Suppose that
the spatial distance represents the meaning difference between
words. In that case, we can assume that a word changes its
closest neighbours because its meaning changes over time, so
the number of changed neighbours correlates with its meaning
change, hence can be viewed as a “rate of meaning change”.
In Fig. 4 this value is plotted over time for four everyday
words (panel (a)) and for four vaccine names (panel (b)). One
can see those words with stable, conventional meanings (e.g.,
word, friend) have a lower change rate of around 10-15; this
can be considered the static value. In contrast, words like mask
or president are more agile in the scanned period, probably
because of the social events that happened that time. Vaccine
words (more precisely the names of the companies producing
them) had no fixed neighbour set in the beginning, but they
decayed to the static value when the collective social opinion
about them reached its final state so that we can identify the
acceptance order of different vaccines, consistent with real-life
experience.

To study in more detail what happens in the studied period,
we can look for the closest few words to a certain word each
month. Fig. 5 presents the case of AstraZeneca for its 5 closest
neighbours. This Sankey figure shows the change of these
words and their order over time. The following change in
social attitude over time can observed: Pfizer and Moderna
became really close when they started to develop the COVID-
19 vaccine, but Merck and Glaxo Smith Kline (which are also
pharmaceutical companies but did not have their own vaccine)
left the immediate neighborhood. This also underlines the fact
that public opinion about AstraZeneca (especially on social

media platforms) was influenced primarily by the vaccine-
manufacturing activity of the company in the examined period.

V. CONCLUSION

The results of this study hold significant implications for
both scientific inquiry and practical strategies aimed at com-
bating disinformation, particularly in relation to the evolving
nature of fake news and linguistic shifts observed during
the COVID-19 pandemic. The implementation of diachronic
word embedding technologies has established a novel method-
ological framework for tracing the temporal development
of linguistic meanings, thereby enabling an analysis of the
transformation of social narratives and emotional patterns.

A key innovative aspect of the methodology is the appli-
cation of linguistic representations within an interdisciplinary
framework, facilitating not only textual analyses but also
a comprehensive examination of the dynamic phenomena
associated with social change. The findings can inform the
formulation of targeted strategies to combat disinformation and
enhance the efficacy of political and public health communi-
cations. Investigating the evolving context surrounding words
linked to fake news will illuminate particularly virulent topics
and phrases circulating on social media, thus allowing for more
effective deployment of early intervention measures.

Furthermore, the visualization of linguistic embeddings
facilitates both qualitative and quantitative assessments of
shifts in social narratives. This dual methodological framework
strengthens interdisciplinary research by integrating insights
from network theory, NLP, and emotional analysis. The in-
corporation of new techniques and methodologies is poised
to address pressing global challenges, such as epidemics and
political conflicts, at both theoretical and practical levels.

ACKNOWLEDGMENT

The authors thank Péter Pollner and Gergely Palla for useful
discussions at various stages of the project, and for the help
with many technical details.

REFERENCES

[1] T. Bat-Erdene, N. Zayed Yazan, X. Qiu, I. Shakoor, A. Mekni, P. A.
Kara, L. Bokor, and A. Simon, “On the quality of experience of content
sharing in online education and online meetings,” Infocommunications
Journal, vol. 14, no. 2, pp. 73–84, 2022. DOI: 10.36244/ICJ.2022.2.8

[2] J. Hua and R. Shaw, “Corona virus (covid-19) "infodemic" and emerging
issues through a data lens: The case of china,” International journal of
environmental research and public health, vol. 17, no. 7, p. 2309, 2020.
DOI: 10.3390/ijerph17072309

[3] D. Allington, B. Duffy, S. Wessely, N. Dhavan, and J. Rubin, “Health-
protective behaviour, social media usage and conspiracy belief during
the covid-19 public health emergency,” Psychological medicine, vol. 51,
no. 10, pp. 1763–1769, 2021. DOI: 10.1017/S003329172000224X

[4] I. Ullah, K. S. Khan, M. J. Tahir, A. Ahmed, and H. Harapan, “Myths
and conspiracy theories on vaccines and covid-19: Potential effect on
global vaccine refusals,” Vacunas, vol. 22, no. 2, pp. 93–97, 2021. DOI:
10.1016/j.vacun.2021.01.001

[5] D. Romer and K. H. Jamieson, “Patterns of media use, strength of belief
in covid-19 conspiracy theories, and the prevention of covid-19 from
march to july 2020 in the united states: survey study,” Journal of medical
Internet research, vol. 23, no. 4, p. e25215, 2021. DOI: 10.2196/25215

[6] M. Rich, “As coronavirus spreads, so does anti-chinese sentiment,”
The New York Times, Jan 2020, available at: https://www.nytimes.
com/2020/01/30/world/asia/coronavirus-chinese-racism.html, accessed:
12 Jun 2023.

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 6

reaching a record 230,000 shares in April, which coincides
with the previously cited destruction of 77 5G towers. If we
compare this with the territorial spread of the sharing (see Fig.
3, panel (b)), it is not surprising that the dominant location of
the sharing is the UK: overall, there are 317,313 shares for
the two search terms above, which, narrowed down to April
2020, means more than 80,000 shares.

Concrete examples of how we can visualize linguistic
changes with the help of word embeddings can be seen in Fig.
1. Word embedding methods (like Word2vec) place words in
a high-dimensional space so that words with similar meanings
are closer to each other. Typically, the number of dimensions
is several hundred (in our case 300), so the procedure result
is relatively abstract. Still, with dimension reduction tools,
it is possible to illustrate the structure of the "word cloud"
in 2D. Using the t-SNE visualization [51], we plotted four
states of the word cloud in Fig. 1. I.e., these figures are
approximations of the high-dimensional objects representing
semantical meanings. It can be seen that the overall structure
of the cloud (i.e., general meaning relations in the language)
is the same (supporting our basic assumption), but some
pandemic-related words get closer to each other while some
get further. Thus, it can be observed, for instance, how the
different pharmaceutical companies manufacturing vaccines
grouped together, or how the word chip was firstly associated
with vaccines and moved away later.

To perform some more descriptive analysis, we collected the
30 words closest to some chosen test words each month and
plotted the monthly changes in this set in Fig. 4. Suppose that
the spatial distance represents the meaning difference between
words. In that case, we can assume that a word changes its
closest neighbours because its meaning changes over time, so
the number of changed neighbours correlates with its meaning
change, hence can be viewed as a “rate of meaning change”.
In Fig. 4 this value is plotted over time for four everyday
words (panel (a)) and for four vaccine names (panel (b)). One
can see those words with stable, conventional meanings (e.g.,
word, friend) have a lower change rate of around 10-15; this
can be considered the static value. In contrast, words like mask
or president are more agile in the scanned period, probably
because of the social events that happened that time. Vaccine
words (more precisely the names of the companies producing
them) had no fixed neighbour set in the beginning, but they
decayed to the static value when the collective social opinion
about them reached its final state so that we can identify the
acceptance order of different vaccines, consistent with real-life
experience.

To study in more detail what happens in the studied period,
we can look for the closest few words to a certain word each
month. Fig. 5 presents the case of AstraZeneca for its 5 closest
neighbours. This Sankey figure shows the change of these
words and their order over time. The following change in
social attitude over time can observed: Pfizer and Moderna
became really close when they started to develop the COVID-
19 vaccine, but Merck and Glaxo Smith Kline (which are also
pharmaceutical companies but did not have their own vaccine)
left the immediate neighborhood. This also underlines the fact
that public opinion about AstraZeneca (especially on social

media platforms) was influenced primarily by the vaccine-
manufacturing activity of the company in the examined period.

V. CONCLUSION

The results of this study hold significant implications for
both scientific inquiry and practical strategies aimed at com-
bating disinformation, particularly in relation to the evolving
nature of fake news and linguistic shifts observed during
the COVID-19 pandemic. The implementation of diachronic
word embedding technologies has established a novel method-
ological framework for tracing the temporal development
of linguistic meanings, thereby enabling an analysis of the
transformation of social narratives and emotional patterns.

A key innovative aspect of the methodology is the appli-
cation of linguistic representations within an interdisciplinary
framework, facilitating not only textual analyses but also
a comprehensive examination of the dynamic phenomena
associated with social change. The findings can inform the
formulation of targeted strategies to combat disinformation and
enhance the efficacy of political and public health communi-
cations. Investigating the evolving context surrounding words
linked to fake news will illuminate particularly virulent topics
and phrases circulating on social media, thus allowing for more
effective deployment of early intervention measures.

Furthermore, the visualization of linguistic embeddings
facilitates both qualitative and quantitative assessments of
shifts in social narratives. This dual methodological framework
strengthens interdisciplinary research by integrating insights
from network theory, NLP, and emotional analysis. The in-
corporation of new techniques and methodologies is poised
to address pressing global challenges, such as epidemics and
political conflicts, at both theoretical and practical levels.

ACKNOWLEDGMENT

The authors thank Péter Pollner and Gergely Palla for useful
discussions at various stages of the project, and for the help
with many technical details.

REFERENCES

[1] T. Bat-Erdene, N. Zayed Yazan, X. Qiu, I. Shakoor, A. Mekni, P. A.
Kara, L. Bokor, and A. Simon, “On the quality of experience of content
sharing in online education and online meetings,” Infocommunications
Journal, vol. 14, no. 2, pp. 73–84, 2022. DOI: 10.36244/ICJ.2022.2.8

[2] J. Hua and R. Shaw, “Corona virus (covid-19) "infodemic" and emerging
issues through a data lens: The case of china,” International journal of
environmental research and public health, vol. 17, no. 7, p. 2309, 2020.
DOI: 10.3390/ijerph17072309

[3] D. Allington, B. Duffy, S. Wessely, N. Dhavan, and J. Rubin, “Health-
protective behaviour, social media usage and conspiracy belief during
the covid-19 public health emergency,” Psychological medicine, vol. 51,
no. 10, pp. 1763–1769, 2021. DOI: 10.1017/S003329172000224X

[4] I. Ullah, K. S. Khan, M. J. Tahir, A. Ahmed, and H. Harapan, “Myths
and conspiracy theories on vaccines and covid-19: Potential effect on
global vaccine refusals,” Vacunas, vol. 22, no. 2, pp. 93–97, 2021. DOI:
10.1016/j.vacun.2021.01.001

[5] D. Romer and K. H. Jamieson, “Patterns of media use, strength of belief
in covid-19 conspiracy theories, and the prevention of covid-19 from
march to july 2020 in the united states: survey study,” Journal of medical
Internet research, vol. 23, no. 4, p. e25215, 2021. DOI: 10.2196/25215

[6] M. Rich, “As coronavirus spreads, so does anti-chinese sentiment,”
The New York Times, Jan 2020, available at: https://www.nytimes.
com/2020/01/30/world/asia/coronavirus-chinese-racism.html, accessed:
12 Jun 2023.

 [1] T. Bat-Erdene, N. Zayed Yazan, X. Qiu, I. Shakoor, A. Mekni, P. 
A. Kara, L. Bokor, and A. Simon, “On the quality of experience 
of content sharing in online education and online meetings,” 
Infocommunications Journal, vol. 14, no. 2, pp. 73–84, 2022. 

  doi: 10.36244/ICJ.2022.2.8
 [2] J. Hua and R. Shaw, “Corona virus (covid-19) "infodemic" and 

emerging issues through a data lens: The case of china,” International 
journal of environmental research and public health, vol. 17, no. 7, p. 
2309, 2020. doi: 10.3390/ijerph17072309

References

 [3] D. Allington, B. Duffy, S. Wessely, N. Dhavan, and J. Rubin, 
“Healthprotective behaviour, social media usage and conspiracy 
belief during the covid-19 public health emergency,” Psychological 
medicine, vol. 51, no. 10, pp. 1763–1769, 2021. 

  doi: 10.1017/S003329172000224X
 [4] I. Ullah, K. S. Khan, M. J. Tahir, A. Ahmed, and H. Harapan, “Myths 

and conspiracy theories on vaccines and covid-19: Potential effect on 
global vaccine refusals,” Vacunas, vol. 22, no. 2, pp. 93–97, 2021. 
doi: 10.1016/j.vacun.2021.01.001

 [5] D. Romer and K. H. Jamieson, “Patterns of media use, strength of 
belief in covid-19 conspiracy theories, and the prevention of covid-19 
from march to july 2020 in the united states: survey study,” Journal of 
medical Internet research, vol. 23, no. 4, p. e25215, 2021. 

  doi: 10.2196/25215
 [6] M. Rich, “As coronavirus spreads, so does anti-chinese sentiment,” 

The New York Times, Jan 2020, available at: https://www.nytimes. 
com/2020/01/30/world/asia/coronavirus-chinese-racism.html, 
accessed: 12 Jun 2023.

 [7] C. Reichert, “5g coronavirus conspiracy theory leads to 77 mobile 
towers burned in uk, report says,” https://www.cnet.com/health/5g-
coronavirus-conspiracy-theory-sees-77-mobile-towers-burned-
report-says/, 2020, accessed: 12 Jun 2023.

 [8] M. Mitchell, “Complex systems: Network thinking,” Artificial 
intelligence, vol. 170, no. 18, pp. 1194–1212, 2006. 

  doi: 10.1016/j.artint.2006.10.002
 [9] E. Alm and A. P. Arkin, “Biological networks,” Current opinion in 

structural biology, vol. 13, no. 2, pp. 193–202, 2003. 
  doi: 10.1016/S0959-440X(03)00031-9
 [10] J. Scott, Social networks: Critical concepts in sociology. Taylor & 

Francis, 2002, vol. 4.
 [11] D. J.Watts, “The "new" science of networks,” Annu. Rev. Sociol., vol. 

30, no. 1, pp. 243–270, 2004. 
  doi: 10.1146/annurev.soc.30.020404.104342
 [12] B. Axelsson and G. Easton, Industrial networks (routledge revivals): 

A new view of reality. Routledge, 1992.
[13] S. J. Ball and C. Junemann, Networks, new governance and education. 

Policy Press Bristol, 2012.
[14] S. Makridakis, “The forthcoming artificial intelligence (ai) revolution: 

Its impact on society and firms,” Futures, vol. 90, pp. 46–60, 2017. 
doi: 10.1016/j.futures.2017.03.006

[15] M. Krenn, R. Pollice, S. Y. Guo, M. Aldeghi, A. Cervera-Lierta, P.  
Friederich, G. dos Passos Gomes, F. Häse, A. Jinich, A. Nigam et 
al., “On scientific understanding with artificial intelligence,” Nature 
Reviews Physics, vol. 4, no. 12, pp. 761–769, 2022. 

  doi: 10.1038/s42254-022-00518-3
[16] V. J. Straub, D. Morgan, J. Bright, and H. Margetts, “Artificial 

intelligence in government: Concepts, standards, and a unified 
framework,” Government Information Quarterly, vol. 40, no. 4, p. 
101 881, 2023. doi: 10.1016/j.giq.2023.101881

[17] E. Papageorgiou, C. Chronis, I. Varlamis, and Y. Himeur, “A survey 
on the use of large language models (llms) in fake news,” Future 
Internet, vol. 16, no. 8, p. 298, 2024. doi: 10.3390/fi16080298

[18] R. Kozik, G. Ka˛tek, M. Gackowska, S. Kula, J. Komorniczak, 
P. Ksieniewicz, A. Pawlicka, M. Pawlicki, and M. Chorás, 
“Towards explainable fake news detection and automated content 
credibility assessment: Polish internet and digital media use-case,” 
Neurocomputing, vol. 608, p. 128 450, 2024. 

  doi: 10.1016/j.neucom.2024.128450
[19] S. E. V. S. Pillai, “Enhancing misinformation detection through semantic 

analysis and knowledge graphs,” in 2024 4th International Conference 
on Data Engineering and Communication Systems (ICDECS). IEEE, 
2024, pp. 1–5. doi: 10.1109/ICDECS59733.2023.10503553

[20] A. Bhagat, F. Mallick, N. Karia, and A. Kaushal, “Indeprop: 
Information-preserving de-propagandization of news articles (student 
abstract),” in Proceedings of the AAAI Conference on Artificial 
Intelligence, vol. 36, no. 11, 2022, pp. 12 915–12 916. 

  doi: 10.1609/aaai.v36i11.21594

https://doi.org/10.36244/ICJ.2022.2.8
https://doi.org/10.3390/ijerph17072309
https://doi.org/10.1017/S003329172000224X
https://doi.org/10.1016/j.vacun.2021.01.001
https://doi.org/10.2196/25215
https://www.nytimes.com/2020/01/30/world/asia/coronavirus-chinese-racism.html
https://www.nytimes.com/2020/01/30/world/asia/coronavirus-chinese-racism.html
https://www.cnet.com/health/5g-coronavirus-conspiracy-theory-sees-77-mobile-towers-burned-report-says/
https://www.cnet.com/health/5g-coronavirus-conspiracy-theory-sees-77-mobile-towers-burned-report-says/
https://www.cnet.com/health/5g-coronavirus-conspiracy-theory-sees-77-mobile-towers-burned-report-says/
https://doi.org/10.1016/j.artint.2006.10.002
https://doi.org/10.1016/S0959-440X(03)00031-9
https://doi.org/10.1146/annurev.soc.30.020404.104342
https://doi.org/10.1038/s42254-022-00518-3
https://doi.org/10.1016/j.giq.2023.101881
https://doi.org/10.3390/fi16080298
https://doi.org/10.1016/j.neucom.2024.128450
https://doi.org/10.1109/ICDECS59733.2023.10503553
https://doi.org/10.1609/aaai.v36i11.21594


Monitoring the Semantic Change of COVID-19-related  
Expressions Using Dynamic Word Embeddings

INFOCOMMUNICATIONS JOURNAL

JUNE 2025 • VOLUME XVII • NUMBER 2 27

[21] H. Kaur, “Fake news detection using semantic analysis and machine 
learning techniques,” in 2023 14th International Conference on 
Computing Communication and Networking Technologies (ICCCNT). 
IEEE, 2023, pp. 1–6. doi: 10.1109/ICCCNT56998.2023.10307799

[22] A. A. Ali, S. Latif, S. A. Ghauri, O.-Y. Song, A. A. Abbasi, and A. 
J. Malik, “Linguistic features and bi-lstm for identification of fake 
news,” Electronics, vol. 12, no. 13, p. 2942, 2023. 

  doi: 10.3390/electronics12132942
 [23] P. Mitra and L. Jacob, “Fake news detection and classify the category,” 

in 2022 International Conference on Trends in Quantum Computing   
and Emerging Business Technologies (TQCEBT). IEEE, 2022, pp. 
1–7. doi: 10.1109/TQCEBT54229.2022.10041596

[24] C.-O. Truic̆a and E.-S. Apostol, “It’s all in the embedding! fake news 
detection using document embeddings,” Mathematics, vol. 11, no. 3, 
p. 508, 2023. doi: 10.3390/math11030508

[25] A. Neelima and S. Mehrotra, “A comprehensive review on word 
embedding techniques,” in 2023 International Conference on Intelligent 
Systems for Communication, IoT and Security (ICISCoIS). IEEE, 
2023, pp. 538–543. doi: 10.1109/ICISCoIS56541.2023.10100347

[26] M. A. Al-Tarawneh, O. Al-irr, K. S. Al-Maaitah, H. Kanj, and W. 
H. F. Aly, “Enhancing fake news detection with word embedding: A 
machine learning and deep learning approach,” Computers, vol. 13, 
no. 9, p. 239, 2024. doi: 10.3390/computers13090239

[27] S. Pande, S. Rathod, R. Joshi, G. Chvan, D. Jadhav, P. Phutane, S. 
Gonge, and K. Kadam, “Fake news identification using regression 
analysis and web scraping,” IJSSE, vol. 12, pp. 311–318, 2022. 

  doi: 10.18280/ijsse.120305
[28] S. A. Althubiti, F. Alenezi, and R. F. Mansour, “Natural language 

processing with optimal deep learning based fake news classification.” 
Computers, Materials & Continua, vol. 73, no. 2, 2022. 

  doi: 10.32604/cmc.2022.028981
[29] P. J. Worth, “Word embeddings and semantic spaces in natural 

language processing,” International journal of intelligence science, 
vol. 13, no. 1, pp. 1–21, 2023. doi: 10.4236/ijis.2023.131001

[30] K. Durrheim, M. Schuld, M. Mafunda, and S. Mazibuko, “Using 
word embeddings to investigate cultural biases,” British Journal of 
Social Psychology, vol. 62, no. 1, pp. 617–629, 2023. 

  doi: 10.1111/bjso.12560
[31] G. Boleda, “Distributional semantics and linguistic theory,” Annual 

Review of Linguistics, vol. 6, no. 1, pp. 213–234, 2020. 
  doi: 10.1146/annurev-linguistics-011619-030303
[32] W. E. Nagy, P. A. Herman, and R. C. Anderson, “Learning words from 

context,” Reading research quarterly, pp. 233–253, 1985. 
  doi: 10.2307/747758
[33] C. Van Petten, “Words and sentences: Event-related brain potential 

measures,” Psychophysiology, vol. 32, no. 6, pp. 511–525, 1995. 
  doi: 10.1111/j.1469-8986.1995.tb01228.x
[34] Z. S. Harris, “Distributional structure,” Word, vol. 10, no. 2-3, pp. 

146–162, 1954. doi: 10.1080/00437956.1954.11659520
[35] A. Lenci et al., “Distributional semantics in linguistic and cognitive 

research,” Italian journal of linguistics, vol. 20, no. 1, pp. 1–31, 2008.
[36] C. P. Cook, Exploiting linguistic knowledge to infer properties of 

neologisms. University of Toronto, 2010.
[37] P. Edmonds, “Choosing the word most typical in context using a 

lexical co-occurrence network,” arXiv preprint cs/9811009, 1998. 
doi: 10.48550/arXiv.cs/9811009

[38] J. A. Bullinaria and J. P. Levy, “Extracting semantic representations 
from word co-occurrence statistics: A computational study,” Behavior 
research methods, vol. 39, pp. 510–526, 2007. 

  doi: 10.3758/BF03193020
[39] K. Stuart and A. Botella, “Corpus linguistics, network analysis and 

cooccurrence matrices,” International Journal of English Studies, vol. 
9, no. 3, pp. 1–20, 2009.

[40] J. Cong and H. Liu, “Linguistic emergence from a networks approach: 
The case of modern chinese two-character words,” Plos one, vol. 16, 
no. 11, p. e0259818, 2021. doi: 10.1371/journal.pone.0259818

[41] G. Budel, Y. Jin, P. Van Mieghem, and M. Kitsak, “Topological 
properties and organizing principles of semantic networks,” Scientific 
Reports, vol. 13, no. 1, p. 11728, 2023. 

  doi: 10.1038/s41598-023-37294-8
[42] S. S. Birunda and R. K. Devi, “A review on word embedding 

techniques for text classification,” in Innovative Data Communication 
Technologies and Application: Proceedings of ICIDCA 2020. 
Springer, 2021, pp. 267–281. doi: 10.1007/978-981-15-9651-3_23

[43] S. T. Dumais, “Latent semantic analysis,” Annual Review of 
Information Science and Technology (ARIST), vol. 38, pp. 189–230, 
2004. doi: 10.1002/aris.1440380105

[44] T. Schnabel, I. Labutov, D. Mimno, and T. Joachims, “Evaluation 
methods for unsupervised word embeddings,” in Proceedings of 
the 2015 conference on empirical methods in natural language 
processing, 2015, pp. 298–307. doi: 10.18653/v1/D15-1036

[45] T. Mikolov, I. Sutskever, K. Chen, G. S. Corrado, and J. Dean, 
“Distributed representations of words and phrases and their 
compositionality,” 2013. [Online]. Available: https://proceedings.
neurips.cc/paper_files/paper/2013/file/9aa42b31882ec039965f3c492
3ce901b-Paper.pdf

[46] T. Mikolov, K. Chen, G. Corrado, and J. Dean, “Efficient 
estimation of word representations in vector space,” arXiv preprint 
arXiv:1301.3781, 2013. doi: 10.48550/arXiv.1301.3781

[47] SentiOne, “Social listening 101,” https://sentione.com/resources/
sociallistening, 2023, accessed: 1 May 2023.

[48] J. R. Crawford and J. D. Henry, “The positive and negative affect 
schedule (panas): Construct validity, measurement properties and 
normative data in a large non-clinical sample,” British journal of 
clinical psychology, vol. 43, no. 3, pp. 245–265, 2004. 

  doi: 10.1348/0144665031752934
[49] B. Asztalos, G. Palla, and D. Czégel, “Anomalous diffusion analysis 

of semantic evolution in major indo-european languages,” Plos one, 
vol. 19, no. 3, p. e0298650, 2024. doi: 10.1371/journal.pone.0298650

[50] D. Czégel, S. G. Balogh, P. Pollner, and G. Palla, “Phase space volume 
scaling of generalized entropies and anomalous diffusion scaling 
governed by corresponding non-linear fokker-planck equations,” 
Scientific reports, vol. 8, no. 1, p. 1883, 2018. 

  doi: 10.1038/s41598-018-20202-w
[51] L. Van der Maaten and G. Hinton, “Visualizing data using t-sne.” 

Journal of machine learning research, vol. 9, no. 11, 2008.

Bogdán Asztalos graduated from the Eötvös Loránd 
University, Faculty of Science as a Physicist (M.S. 
degree), and currently is a Phd student in Physics. His 
main research interest is the mathematical background 
of theoretical statistical physics, but also works on 
social network analysis, and looks for interdisciplinary 
applications of the tools of statistical physics. His 
supervisor is Péter Pollner.

Péter Bányász graduated in political science from the 
Faculty of Law and Political Science of the Eötvös 
Loránd University. He then obtained his doctorate 
at the Military Engineering Doctoral School of the 
National University of Public Service. His dissertation 
is entitled "Opportunities and Risks of Social Media 
in the Defence Sector." His research interests include 
the human aspect of cyber security, network theories of 
psychological operations, and the relationship between 
privacy and surveillance. He is an assistant professor at 

the Faculty of Public Governance and International Studies of the University 
of Public Service and a researcher at the Institute for Cyber Security Research. 
He is also a senior mentor teacher at the University’s Advanced College for 
National Security and Tivadar Puskás Technical College for Advanced Studies. 
He is also an active member of several scientific societies.

https://doi.org/10.1109/ICCCNT56998.2023.10307799
https://doi.org/10.3390/electronics12132942
https://doi.org/10.1109/TQCEBT54229.2022.10041596
https://doi.org/10.3390/math11030508
https://doi.org/10.1109/ICISCoIS56541.2023.10100347
https://doi.org/10.3390/computers13090239
https://doi.org/10.18280/ijsse.120305
https://doi.org/10.32604/cmc.2022.028981
https://doi.org/10.4236/ijis.2023.131001
https://doi.org/10.1111/bjso.12560
https://doi.org/10.1146/annurev-linguistics-011619-030303
https://doi.org/10.2307/747758
https://doi.org/10.1111/j.1469-8986.1995.tb01228.x
https://doi.org/10.1080/00437956.1954.11659520
https://doi.org/10.48550/arXiv.cs/9811009
https://doi.org/10.3758/BF03193020
https://doi.org/10.1371/journal.pone.0259818
https://doi.org/10.1038/s41598-023-37294-8
https://doi.org/10.1007/978-981-15-9651-3_23
https://doi.org/10.1002/aris.1440380105
https://doi.org/10.18653/v1/D15-1036
https://proceedings.neurips.cc/paper_files/paper/2013/file/9aa42b31882ec039965f3c4923ce901b-Paper.pdf
https://proceedings.neurips.cc/paper_files/paper/2013/file/9aa42b31882ec039965f3c4923ce901b-Paper.pdf
https://proceedings.neurips.cc/paper_files/paper/2013/file/9aa42b31882ec039965f3c4923ce901b-Paper.pdf
https://doi.org/10.48550/arXiv.1301.3781
https://sentione.com/resources/sociallistening
https://sentione.com/resources/sociallistening
https://doi.org/10.1348/0144665031752934
https://doi.org/10.1371/journal.pone.0298650
https://doi.org/10.1038/s41598-018-20202-w


A Comparative Analysis of Static Word Embeddings  
for Hungarian

JUNE 2025 • VOLUME XVII • NUMBER 228

INFOCOMMUNICATIONS JOURNAL

A Comparative Analysis of Static Word Embeddings for Hungarian
Máté Gedeon

Abstract—This paper presents a comprehensive analysis of
various static word embeddings for the Hungarian language,
including traditional models such as Word2Vec, FastText, as well
as static embeddings derived from BERT-based models using
different extraction methods.

We evaluate these embeddings on both intrinsic and extrinsic
tasks to provide a holistic view of their performance. For
intrinsic evaluation, we employ a word analogy task, which
assesses the embeddings’ ability to capture semantic and syn-
tactic relationships. Our results indicate that traditional static
embeddings, particularly FastText, excel in this task, achieving
high accuracy and mean reciprocal rank (MRR) scores. Among
the BERT-based models, the X2Static method for extracting
static embeddings demonstrates superior performance compared
to decontextualized and aggregate methods, approaching the
effectiveness of traditional static embeddings.

For extrinsic evaluation, we utilize a bidirectional LSTM
model to perform Named Entity Recognition (NER) and Part-of-
Speech (POS) tagging tasks. The results reveal that embeddings
derived from dynamic models, especially those extracted using the
X2Static method, outperform purely static embeddings. Notably,
ELMo embeddings achieve the highest accuracy in both NER and
POS tagging tasks, underscoring the benefits of contextualized
representations even when used in a static form.

Our findings highlight the continued relevance of static word
embeddings in NLP applications and the potential of advanced
extraction methods to enhance the utility of BERT-based models.
This piece of research contributes to the understanding of
embedding performance in the Hungarian language and provides
valuable insights for future developments in the field. The
training scripts, evaluation codes, restricted vocabulary, and
extracted embeddings will be made publicly available to support
further research and reproducibility.

Index Terms—word embeddings, BERT, FastText, Word2Vec,
NLP, intrinsic evaluation, extrinsic evaluation

I. INTRODUCTION

Teaching machines to understand human language is a
crucial step toward developing intelligent systems. While one-
hot encoding can be effective for small-scale classification
tasks, it becomes impractical when the aim is to represent
thousands of words and their variations. This limitation led to
the development of word embeddings—dense vector represen-
tations of words in a continuous space. These embeddings not
only represent similar words with similar vectors but also are
able to capture complex semantic relationships between them.

Bengio et al. [1] introduced feedforward neural networks
with a single hidden layer for language modeling in 2003.
These models were capable of learning distributed word rep-
resentations but suffered from significant scalability issues,
limiting their ability to handle large vocabularies. Collobert
and Weston [2] addressed this bottleneck in 2008 by refining

Máté Gedeon is with the Faculty of Natural Sciences, Budapest
University of Technology and Economics, Budapest, Hungary (email:
gedeonm01@gmail.com).

the training objective and demonstrating the effectiveness of
word embeddings pre-trained on large corpora for downstream
tasks. Their neural network architecture also served as an
inspiration for many subsequent approaches.

Building on the idea that words can be effectively pre-
dicted from their context, several word embedding models
emerged, including Word2Vec [3], GloVe [4], and FastText
[5]. These models proved highly effective in various natural
language processing (NLP) tasks. However, their primary
limitation lies in their static nature: each word is assigned a
single representation, making it impossible to capture context-
dependent meanings (e.g., polysemy). This shortcoming paved
the way for the development of dynamic, contextualized word
embeddings, exemplified by Transformer-based models [6]
such as BERT [7], GPT [8], and T5 [9], which generate word
representations that adapt based on surrounding text.

Despite the success of dynamic models, static word em-
beddings remain a viable option for numerous applications
due to their significantly lower computational requirements
compared to context-dependent embeddings. In this paper,
we analyze the performance of multiple pre-trained static
word embeddings for Hungarian, as well as static embeddings
extracted from BERT-based models, on both intrinsic and
extrinsic tasks.

The main contributions of this paper are as follows:
• A comprehensive analysis of the performance of multiple

static word embeddings for Hungarian.
• An evaluation of static embeddings extracted from BERT-

based models.
• Public release of the code used in the study1.
• Public release of the embeddings extracted from BERT-

based models2.
The rest of the paper is organized as follows: Section 2

provides an overview of related work, Section 3 presents
the embedding models employed, Section 4 introduces the
datasets used in the study, Section 5 describes the experiments
conducted, and Section 6 summarizes findings and outlines
future directions.

II. RELATED WORK

Multiple methods exist for extracting static embeddings
from BERT-based models. The simplest approach involves
averaging the token embeddings of a word, when inputting
only that word to the model (later referred to as decontex-
tualized method). Although easy, this method presents an
input to the model, which is different from the training
data, potentially leading to suboptimal embeddings. Therefore,
more sophisticated methods have been proposed. In this piece

1https://github.com/gedeonmate/hungarian_static_embeddings
2https://huggingface.co/gedeonmate/static_hungarian_bert
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Notably, ELMo embeddings achieve the highest accuracy in 
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the training objective and demonstrating the effectiveness of
word embeddings pre-trained on large corpora for downstream
tasks. Their neural network architecture also served as an
inspiration for many subsequent approaches.

Building on the idea that words can be effectively pre-
dicted from their context, several word embedding models
emerged, including Word2Vec [3], GloVe [4], and FastText
[5]. These models proved highly effective in various natural
language processing (NLP) tasks. However, their primary
limitation lies in their static nature: each word is assigned a
single representation, making it impossible to capture context-
dependent meanings (e.g., polysemy). This shortcoming paved
the way for the development of dynamic, contextualized word
embeddings, exemplified by Transformer-based models [6]
such as BERT [7], GPT [8], and T5 [9], which generate word
representations that adapt based on surrounding text.

Despite the success of dynamic models, static word em-
beddings remain a viable option for numerous applications
due to their significantly lower computational requirements
compared to context-dependent embeddings. In this paper,
we analyze the performance of multiple pre-trained static
word embeddings for Hungarian, as well as static embeddings
extracted from BERT-based models, on both intrinsic and
extrinsic tasks.

The main contributions of this paper are as follows:
• A comprehensive analysis of the performance of multiple

static word embeddings for Hungarian.
• An evaluation of static embeddings extracted from BERT-

based models.
• Public release of the code used in the study1.
• Public release of the embeddings extracted from BERT-

based models2.
The rest of the paper is organized as follows: Section 2

provides an overview of related work, Section 3 presents
the embedding models employed, Section 4 introduces the
datasets used in the study, Section 5 describes the experiments
conducted, and Section 6 summarizes findings and outlines
future directions.

II. RELATED WORK

Multiple methods exist for extracting static embeddings
from BERT-based models. The simplest approach involves
averaging the token embeddings of a word, when inputting
only that word to the model (later referred to as decontex-
tualized method). Although easy, this method presents an
input to the model, which is different from the training
data, potentially leading to suboptimal embeddings. Therefore,
more sophisticated methods have been proposed. In this piece
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of research, we employed two such methods: the aggregate
method [10] and the X2Static method [11]. The aggregate
method pools embeddings of different contexts the word
appears in. This presents the model a more natural input than
the decontextualized method, but as it uses the embedding
of the whole context and not just the word itself, it still can
lead to suboptimal results. The X2Static method, on the other
hand, uses a CBOW-inspired static word-embedding approach,
leveraging contextual information from a teacher model to
generate static embeddings. This method has been shown to
outperform the aggregate method in multiple tasks.

A Turkish study [12] conducted an in-depth analysis of
static word embeddings in the language, which had a substan-
tial impact on the chosen methodology in this study. Their
findings were similar, finding the X2Static method to be the
most effective for extracting static embeddings from BERT-
based models.

Several studies have contributed to the evaluation of word
embeddings in Hungarian. A 2019 paper [13] assessed the
semantic accuracy of word embeddings through word analogy
tasks, revealing a substantial performance drop of 50–75%
compared to English. The authors attributed this decline to
the high morphological variation in Hungarian and the less
stable semantic representations that result from it.

Research on Hungarian contextual embeddings has also
gained traction. A comparative study [14] evaluating huBERT
against multilingual BERT models demonstrated that huBERT
outperformed its multilingual counterparts in morphological
probing, POS tagging, and NER tasks. On the same tasks, but
with a focus on the impact of subword pooling, Ács et al.
[15] conducted a comprehensive cross-linguistic analysis of
pooling strategies over several languages.

III. EMBEDDING MODELS

A. Word2Vec

Word2Vec [3] is one of the most influential static word
embedding models. It is based on the idea that words ap-
pearing in similar contexts have similar meanings. Unlike
models focused solely on predicting the next word, Word2Vec
considers both preceding and succeeding words within a
fixed context window (e.g., five words). The model has two
architectures: Continuous Bag of Words (CBOW) and Skip-
gram. In CBOW, the goal is to predict a target word from its
context, disregarding word order. In Skip-gram, the objective
is to predict context words based on a given target word.

Several pre-trained embeddings exist for various languages,
including Hungarian. In this study, we used pre-trained em-
beddings developed for the EFNILEX3 project [16], trained on
the combined Hungarian Webcorpus [17] and the Hungarian
National Corpus [18] with 600 dimensions.

B. FastText

In 2018, Bojanowski et al. [5] introduced FastText, which
provides word embeddings for 157 languages. The model
was trained on Wikipedia dumps and the Common Crawl.

3http://corpus.nytud.hu/efnilex-vect/

FastText follows a training procedure similar to Word2Vec
but incorporates subword information. The Skip-gram model
uses character n-grams, assigning a vector representation to
each, and constructs word representations by summing the
vectors of the character n-grams present in the word. The full
word is included to maintain a unique vector for each word.
The CBOW model represents words as bags of character n-
grams with position-dependent weights to capture positional
information. For this study, we used the 300-dimensional
Hungarian embeddings published by FastText.

C. SpaCy

SpaCy [19] is a Natural Language Processing library imple-
mented in Python and Cython, supporting over 70 languages.
It provides pretrained pipelines for tasks such as tagging, pars-
ing, named entity recognition, and text classification. HuSpaCy
[20] is the Hungarian adaptation of SpaCy, including pre-
trained embedding models. We employed the 300-dimensional
Hungarian CBOW embeddings4 provided by HuSpaCy, trained
on the Hungarian Webcorpus 2.0.

D. ELMo

ELMo (Embeddings from Language Models) [21] generates
contextualized word embeddings using a bidirectional long
short-term memory (LSTM) language model. Unlike static
embeddings, ELMo captures polysemy and context-dependent
meanings, improving performance across multiple NLP tasks.
We used the Hungarian ELMo embeddings5 provided by
HIT-SCIR, trained on a Hungarian Wikipedia dump and the
Hungarian portion of the Common Crawl.

E. BERT-based models

BERT (Bidirectional Encoder Representations from Trans-
formers) [7] is a transformer-based model that, like ELMo,
generates contextualized word embeddings. It is trained using
a masked language model (MLM) objective, where the goal is
to predict masked words within a sentence, and a next sentence
prediction (NSP) objective, where the aim is to determine
whether two sentences are consecutive. As a base model, we
used huBERT [22], trained on the Hungarian Webcorpus 2.0.
To have a baseline, we also included XLM-RoBERTa (later
referred to as XLM-R) [23] with the same strategies.

For extracting static embeddings from BERT-based mod-
els, we employed the three methods mentioned in Related
Work. Decontextualized, where only the word is inputted to
the model, Aggregate, which pools embeddings of different
contexts the word appears in, and X2Static, which uses a
CBOW-inspired static word-embedding approach, leveraging
contextual information from a teacher model to generate static
embeddings. For both the Aggregate and X2Static methods, we
used the same training data, which was a text file, containing
one sentence in a line, collected from Hungarian Wikipedia
and the Hungarian Webcorpus6.

4https://huggingface.co/huspacy/hu_vectors_web_lg
5https://github.com/HIT-SCIR/ELMoForManyLangs
6http://mokk.bme.hu/resources/webcorpus/
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generate static embeddings. This method has been shown to
outperform the aggregate method in multiple tasks.
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tial impact on the chosen methodology in this study. Their
findings were similar, finding the X2Static method to be the
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Several studies have contributed to the evaluation of word
embeddings in Hungarian. A 2019 paper [13] assessed the
semantic accuracy of word embeddings through word analogy
tasks, revealing a substantial performance drop of 50–75%
compared to English. The authors attributed this decline to
the high morphological variation in Hungarian and the less
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gained traction. A comparative study [14] evaluating huBERT
against multilingual BERT models demonstrated that huBERT
outperformed its multilingual counterparts in morphological
probing, POS tagging, and NER tasks. On the same tasks, but
with a focus on the impact of subword pooling, Ács et al.
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pooling strategies over several languages.

III. EMBEDDING MODELS

A. Word2Vec

Word2Vec [3] is one of the most influential static word
embedding models. It is based on the idea that words ap-
pearing in similar contexts have similar meanings. Unlike
models focused solely on predicting the next word, Word2Vec
considers both preceding and succeeding words within a
fixed context window (e.g., five words). The model has two
architectures: Continuous Bag of Words (CBOW) and Skip-
gram. In CBOW, the goal is to predict a target word from its
context, disregarding word order. In Skip-gram, the objective
is to predict context words based on a given target word.

Several pre-trained embeddings exist for various languages,
including Hungarian. In this study, we used pre-trained em-
beddings developed for the EFNILEX3 project [16], trained on
the combined Hungarian Webcorpus [17] and the Hungarian
National Corpus [18] with 600 dimensions.

B. FastText

In 2018, Bojanowski et al. [5] introduced FastText, which
provides word embeddings for 157 languages. The model
was trained on Wikipedia dumps and the Common Crawl.

3http://corpus.nytud.hu/efnilex-vect/

FastText follows a training procedure similar to Word2Vec
but incorporates subword information. The Skip-gram model
uses character n-grams, assigning a vector representation to
each, and constructs word representations by summing the
vectors of the character n-grams present in the word. The full
word is included to maintain a unique vector for each word.
The CBOW model represents words as bags of character n-
grams with position-dependent weights to capture positional
information. For this study, we used the 300-dimensional
Hungarian embeddings published by FastText.

C. SpaCy

SpaCy [19] is a Natural Language Processing library imple-
mented in Python and Cython, supporting over 70 languages.
It provides pretrained pipelines for tasks such as tagging, pars-
ing, named entity recognition, and text classification. HuSpaCy
[20] is the Hungarian adaptation of SpaCy, including pre-
trained embedding models. We employed the 300-dimensional
Hungarian CBOW embeddings4 provided by HuSpaCy, trained
on the Hungarian Webcorpus 2.0.

D. ELMo

ELMo (Embeddings from Language Models) [21] generates
contextualized word embeddings using a bidirectional long
short-term memory (LSTM) language model. Unlike static
embeddings, ELMo captures polysemy and context-dependent
meanings, improving performance across multiple NLP tasks.
We used the Hungarian ELMo embeddings5 provided by
HIT-SCIR, trained on a Hungarian Wikipedia dump and the
Hungarian portion of the Common Crawl.

E. BERT-based models

BERT (Bidirectional Encoder Representations from Trans-
formers) [7] is a transformer-based model that, like ELMo,
generates contextualized word embeddings. It is trained using
a masked language model (MLM) objective, where the goal is
to predict masked words within a sentence, and a next sentence
prediction (NSP) objective, where the aim is to determine
whether two sentences are consecutive. As a base model, we
used huBERT [22], trained on the Hungarian Webcorpus 2.0.
To have a baseline, we also included XLM-RoBERTa (later
referred to as XLM-R) [23] with the same strategies.

For extracting static embeddings from BERT-based mod-
els, we employed the three methods mentioned in Related
Work. Decontextualized, where only the word is inputted to
the model, Aggregate, which pools embeddings of different
contexts the word appears in, and X2Static, which uses a
CBOW-inspired static word-embedding approach, leveraging
contextual information from a teacher model to generate static
embeddings. For both the Aggregate and X2Static methods, we
used the same training data, which was a text file, containing
one sentence in a line, collected from Hungarian Wikipedia
and the Hungarian Webcorpus6.

4https://huggingface.co/huspacy/hu_vectors_web_lg
5https://github.com/HIT-SCIR/ELMoForManyLangs
6http://mokk.bme.hu/resources/webcorpus/

of research, we employed two such methods: the aggregate
method [10] and the X2Static method [11]. The aggregate
method pools embeddings of different contexts the word
appears in. This presents the model a more natural input than
the decontextualized method, but as it uses the embedding
of the whole context and not just the word itself, it still can
lead to suboptimal results. The X2Static method, on the other
hand, uses a CBOW-inspired static word-embedding approach,
leveraging contextual information from a teacher model to
generate static embeddings. This method has been shown to
outperform the aggregate method in multiple tasks.

A Turkish study [12] conducted an in-depth analysis of
static word embeddings in the language, which had a substan-
tial impact on the chosen methodology in this study. Their
findings were similar, finding the X2Static method to be the
most effective for extracting static embeddings from BERT-
based models.

Several studies have contributed to the evaluation of word
embeddings in Hungarian. A 2019 paper [13] assessed the
semantic accuracy of word embeddings through word analogy
tasks, revealing a substantial performance drop of 50–75%
compared to English. The authors attributed this decline to
the high morphological variation in Hungarian and the less
stable semantic representations that result from it.

Research on Hungarian contextual embeddings has also
gained traction. A comparative study [14] evaluating huBERT
against multilingual BERT models demonstrated that huBERT
outperformed its multilingual counterparts in morphological
probing, POS tagging, and NER tasks. On the same tasks, but
with a focus on the impact of subword pooling, Ács et al.
[15] conducted a comprehensive cross-linguistic analysis of
pooling strategies over several languages.

III. EMBEDDING MODELS

A. Word2Vec

Word2Vec [3] is one of the most influential static word
embedding models. It is based on the idea that words ap-
pearing in similar contexts have similar meanings. Unlike
models focused solely on predicting the next word, Word2Vec
considers both preceding and succeeding words within a
fixed context window (e.g., five words). The model has two
architectures: Continuous Bag of Words (CBOW) and Skip-
gram. In CBOW, the goal is to predict a target word from its
context, disregarding word order. In Skip-gram, the objective
is to predict context words based on a given target word.

Several pre-trained embeddings exist for various languages,
including Hungarian. In this study, we used pre-trained em-
beddings developed for the EFNILEX3 project [16], trained on
the combined Hungarian Webcorpus [17] and the Hungarian
National Corpus [18] with 600 dimensions.

B. FastText

In 2018, Bojanowski et al. [5] introduced FastText, which
provides word embeddings for 157 languages. The model
was trained on Wikipedia dumps and the Common Crawl.

3http://corpus.nytud.hu/efnilex-vect/

FastText follows a training procedure similar to Word2Vec
but incorporates subword information. The Skip-gram model
uses character n-grams, assigning a vector representation to
each, and constructs word representations by summing the
vectors of the character n-grams present in the word. The full
word is included to maintain a unique vector for each word.
The CBOW model represents words as bags of character n-
grams with position-dependent weights to capture positional
information. For this study, we used the 300-dimensional
Hungarian embeddings published by FastText.

C. SpaCy

SpaCy [19] is a Natural Language Processing library imple-
mented in Python and Cython, supporting over 70 languages.
It provides pretrained pipelines for tasks such as tagging, pars-
ing, named entity recognition, and text classification. HuSpaCy
[20] is the Hungarian adaptation of SpaCy, including pre-
trained embedding models. We employed the 300-dimensional
Hungarian CBOW embeddings4 provided by HuSpaCy, trained
on the Hungarian Webcorpus 2.0.

D. ELMo

ELMo (Embeddings from Language Models) [21] generates
contextualized word embeddings using a bidirectional long
short-term memory (LSTM) language model. Unlike static
embeddings, ELMo captures polysemy and context-dependent
meanings, improving performance across multiple NLP tasks.
We used the Hungarian ELMo embeddings5 provided by
HIT-SCIR, trained on a Hungarian Wikipedia dump and the
Hungarian portion of the Common Crawl.

E. BERT-based models

BERT (Bidirectional Encoder Representations from Trans-
formers) [7] is a transformer-based model that, like ELMo,
generates contextualized word embeddings. It is trained using
a masked language model (MLM) objective, where the goal is
to predict masked words within a sentence, and a next sentence
prediction (NSP) objective, where the aim is to determine
whether two sentences are consecutive. As a base model, we
used huBERT [22], trained on the Hungarian Webcorpus 2.0.
To have a baseline, we also included XLM-RoBERTa (later
referred to as XLM-R) [23] with the same strategies.

For extracting static embeddings from BERT-based mod-
els, we employed the three methods mentioned in Related
Work. Decontextualized, where only the word is inputted to
the model, Aggregate, which pools embeddings of different
contexts the word appears in, and X2Static, which uses a
CBOW-inspired static word-embedding approach, leveraging
contextual information from a teacher model to generate static
embeddings. For both the Aggregate and X2Static methods, we
used the same training data, which was a text file, containing
one sentence in a line, collected from Hungarian Wikipedia
and the Hungarian Webcorpus6.

4https://huggingface.co/huspacy/hu_vectors_web_lg
5https://github.com/HIT-SCIR/ELMoForManyLangs
6http://mokk.bme.hu/resources/webcorpus/

of research, we employed two such methods: the aggregate
method [10] and the X2Static method [11]. The aggregate
method pools embeddings of different contexts the word
appears in. This presents the model a more natural input than
the decontextualized method, but as it uses the embedding
of the whole context and not just the word itself, it still can
lead to suboptimal results. The X2Static method, on the other
hand, uses a CBOW-inspired static word-embedding approach,
leveraging contextual information from a teacher model to
generate static embeddings. This method has been shown to
outperform the aggregate method in multiple tasks.

A Turkish study [12] conducted an in-depth analysis of
static word embeddings in the language, which had a substan-
tial impact on the chosen methodology in this study. Their
findings were similar, finding the X2Static method to be the
most effective for extracting static embeddings from BERT-
based models.

Several studies have contributed to the evaluation of word
embeddings in Hungarian. A 2019 paper [13] assessed the
semantic accuracy of word embeddings through word analogy
tasks, revealing a substantial performance drop of 50–75%
compared to English. The authors attributed this decline to
the high morphological variation in Hungarian and the less
stable semantic representations that result from it.

Research on Hungarian contextual embeddings has also
gained traction. A comparative study [14] evaluating huBERT
against multilingual BERT models demonstrated that huBERT
outperformed its multilingual counterparts in morphological
probing, POS tagging, and NER tasks. On the same tasks, but
with a focus on the impact of subword pooling, Ács et al.
[15] conducted a comprehensive cross-linguistic analysis of
pooling strategies over several languages.

III. EMBEDDING MODELS

A. Word2Vec

Word2Vec [3] is one of the most influential static word
embedding models. It is based on the idea that words ap-
pearing in similar contexts have similar meanings. Unlike
models focused solely on predicting the next word, Word2Vec
considers both preceding and succeeding words within a
fixed context window (e.g., five words). The model has two
architectures: Continuous Bag of Words (CBOW) and Skip-
gram. In CBOW, the goal is to predict a target word from its
context, disregarding word order. In Skip-gram, the objective
is to predict context words based on a given target word.

Several pre-trained embeddings exist for various languages,
including Hungarian. In this study, we used pre-trained em-
beddings developed for the EFNILEX3 project [16], trained on
the combined Hungarian Webcorpus [17] and the Hungarian
National Corpus [18] with 600 dimensions.

B. FastText

In 2018, Bojanowski et al. [5] introduced FastText, which
provides word embeddings for 157 languages. The model
was trained on Wikipedia dumps and the Common Crawl.

3http://corpus.nytud.hu/efnilex-vect/

FastText follows a training procedure similar to Word2Vec
but incorporates subword information. The Skip-gram model
uses character n-grams, assigning a vector representation to
each, and constructs word representations by summing the
vectors of the character n-grams present in the word. The full
word is included to maintain a unique vector for each word.
The CBOW model represents words as bags of character n-
grams with position-dependent weights to capture positional
information. For this study, we used the 300-dimensional
Hungarian embeddings published by FastText.

C. SpaCy

SpaCy [19] is a Natural Language Processing library imple-
mented in Python and Cython, supporting over 70 languages.
It provides pretrained pipelines for tasks such as tagging, pars-
ing, named entity recognition, and text classification. HuSpaCy
[20] is the Hungarian adaptation of SpaCy, including pre-
trained embedding models. We employed the 300-dimensional
Hungarian CBOW embeddings4 provided by HuSpaCy, trained
on the Hungarian Webcorpus 2.0.

D. ELMo

ELMo (Embeddings from Language Models) [21] generates
contextualized word embeddings using a bidirectional long
short-term memory (LSTM) language model. Unlike static
embeddings, ELMo captures polysemy and context-dependent
meanings, improving performance across multiple NLP tasks.
We used the Hungarian ELMo embeddings5 provided by
HIT-SCIR, trained on a Hungarian Wikipedia dump and the
Hungarian portion of the Common Crawl.

E. BERT-based models

BERT (Bidirectional Encoder Representations from Trans-
formers) [7] is a transformer-based model that, like ELMo,
generates contextualized word embeddings. It is trained using
a masked language model (MLM) objective, where the goal is
to predict masked words within a sentence, and a next sentence
prediction (NSP) objective, where the aim is to determine
whether two sentences are consecutive. As a base model, we
used huBERT [22], trained on the Hungarian Webcorpus 2.0.
To have a baseline, we also included XLM-RoBERTa (later
referred to as XLM-R) [23] with the same strategies.

For extracting static embeddings from BERT-based mod-
els, we employed the three methods mentioned in Related
Work. Decontextualized, where only the word is inputted to
the model, Aggregate, which pools embeddings of different
contexts the word appears in, and X2Static, which uses a
CBOW-inspired static word-embedding approach, leveraging
contextual information from a teacher model to generate static
embeddings. For both the Aggregate and X2Static methods, we
used the same training data, which was a text file, containing
one sentence in a line, collected from Hungarian Wikipedia
and the Hungarian Webcorpus6.

4https://huggingface.co/huspacy/hu_vectors_web_lg
5https://github.com/HIT-SCIR/ELMoForManyLangs
6http://mokk.bme.hu/resources/webcorpus/

of research, we employed two such methods: the aggregate
method [10] and the X2Static method [11]. The aggregate
method pools embeddings of different contexts the word
appears in. This presents the model a more natural input than
the decontextualized method, but as it uses the embedding
of the whole context and not just the word itself, it still can
lead to suboptimal results. The X2Static method, on the other
hand, uses a CBOW-inspired static word-embedding approach,
leveraging contextual information from a teacher model to
generate static embeddings. This method has been shown to
outperform the aggregate method in multiple tasks.

A Turkish study [12] conducted an in-depth analysis of
static word embeddings in the language, which had a substan-
tial impact on the chosen methodology in this study. Their
findings were similar, finding the X2Static method to be the
most effective for extracting static embeddings from BERT-
based models.

Several studies have contributed to the evaluation of word
embeddings in Hungarian. A 2019 paper [13] assessed the
semantic accuracy of word embeddings through word analogy
tasks, revealing a substantial performance drop of 50–75%
compared to English. The authors attributed this decline to
the high morphological variation in Hungarian and the less
stable semantic representations that result from it.

Research on Hungarian contextual embeddings has also
gained traction. A comparative study [14] evaluating huBERT
against multilingual BERT models demonstrated that huBERT
outperformed its multilingual counterparts in morphological
probing, POS tagging, and NER tasks. On the same tasks, but
with a focus on the impact of subword pooling, Ács et al.
[15] conducted a comprehensive cross-linguistic analysis of
pooling strategies over several languages.

III. EMBEDDING MODELS

A. Word2Vec

Word2Vec [3] is one of the most influential static word
embedding models. It is based on the idea that words ap-
pearing in similar contexts have similar meanings. Unlike
models focused solely on predicting the next word, Word2Vec
considers both preceding and succeeding words within a
fixed context window (e.g., five words). The model has two
architectures: Continuous Bag of Words (CBOW) and Skip-
gram. In CBOW, the goal is to predict a target word from its
context, disregarding word order. In Skip-gram, the objective
is to predict context words based on a given target word.

Several pre-trained embeddings exist for various languages,
including Hungarian. In this study, we used pre-trained em-
beddings developed for the EFNILEX3 project [16], trained on
the combined Hungarian Webcorpus [17] and the Hungarian
National Corpus [18] with 600 dimensions.

B. FastText

In 2018, Bojanowski et al. [5] introduced FastText, which
provides word embeddings for 157 languages. The model
was trained on Wikipedia dumps and the Common Crawl.

3http://corpus.nytud.hu/efnilex-vect/

FastText follows a training procedure similar to Word2Vec
but incorporates subword information. The Skip-gram model
uses character n-grams, assigning a vector representation to
each, and constructs word representations by summing the
vectors of the character n-grams present in the word. The full
word is included to maintain a unique vector for each word.
The CBOW model represents words as bags of character n-
grams with position-dependent weights to capture positional
information. For this study, we used the 300-dimensional
Hungarian embeddings published by FastText.

C. SpaCy

SpaCy [19] is a Natural Language Processing library imple-
mented in Python and Cython, supporting over 70 languages.
It provides pretrained pipelines for tasks such as tagging, pars-
ing, named entity recognition, and text classification. HuSpaCy
[20] is the Hungarian adaptation of SpaCy, including pre-
trained embedding models. We employed the 300-dimensional
Hungarian CBOW embeddings4 provided by HuSpaCy, trained
on the Hungarian Webcorpus 2.0.

D. ELMo

ELMo (Embeddings from Language Models) [21] generates
contextualized word embeddings using a bidirectional long
short-term memory (LSTM) language model. Unlike static
embeddings, ELMo captures polysemy and context-dependent
meanings, improving performance across multiple NLP tasks.
We used the Hungarian ELMo embeddings5 provided by
HIT-SCIR, trained on a Hungarian Wikipedia dump and the
Hungarian portion of the Common Crawl.

E. BERT-based models

BERT (Bidirectional Encoder Representations from Trans-
formers) [7] is a transformer-based model that, like ELMo,
generates contextualized word embeddings. It is trained using
a masked language model (MLM) objective, where the goal is
to predict masked words within a sentence, and a next sentence
prediction (NSP) objective, where the aim is to determine
whether two sentences are consecutive. As a base model, we
used huBERT [22], trained on the Hungarian Webcorpus 2.0.
To have a baseline, we also included XLM-RoBERTa (later
referred to as XLM-R) [23] with the same strategies.

For extracting static embeddings from BERT-based mod-
els, we employed the three methods mentioned in Related
Work. Decontextualized, where only the word is inputted to
the model, Aggregate, which pools embeddings of different
contexts the word appears in, and X2Static, which uses a
CBOW-inspired static word-embedding approach, leveraging
contextual information from a teacher model to generate static
embeddings. For both the Aggregate and X2Static methods, we
used the same training data, which was a text file, containing
one sentence in a line, collected from Hungarian Wikipedia
and the Hungarian Webcorpus6.

4https://huggingface.co/huspacy/hu_vectors_web_lg
5https://github.com/HIT-SCIR/ELMoForManyLangs
6http://mokk.bme.hu/resources/webcorpus/

of research, we employed two such methods: the aggregate
method [10] and the X2Static method [11]. The aggregate
method pools embeddings of different contexts the word
appears in. This presents the model a more natural input than
the decontextualized method, but as it uses the embedding
of the whole context and not just the word itself, it still can
lead to suboptimal results. The X2Static method, on the other
hand, uses a CBOW-inspired static word-embedding approach,
leveraging contextual information from a teacher model to
generate static embeddings. This method has been shown to
outperform the aggregate method in multiple tasks.

A Turkish study [12] conducted an in-depth analysis of
static word embeddings in the language, which had a substan-
tial impact on the chosen methodology in this study. Their
findings were similar, finding the X2Static method to be the
most effective for extracting static embeddings from BERT-
based models.

Several studies have contributed to the evaluation of word
embeddings in Hungarian. A 2019 paper [13] assessed the
semantic accuracy of word embeddings through word analogy
tasks, revealing a substantial performance drop of 50–75%
compared to English. The authors attributed this decline to
the high morphological variation in Hungarian and the less
stable semantic representations that result from it.

Research on Hungarian contextual embeddings has also
gained traction. A comparative study [14] evaluating huBERT
against multilingual BERT models demonstrated that huBERT
outperformed its multilingual counterparts in morphological
probing, POS tagging, and NER tasks. On the same tasks, but
with a focus on the impact of subword pooling, Ács et al.
[15] conducted a comprehensive cross-linguistic analysis of
pooling strategies over several languages.

III. EMBEDDING MODELS

A. Word2Vec

Word2Vec [3] is one of the most influential static word
embedding models. It is based on the idea that words ap-
pearing in similar contexts have similar meanings. Unlike
models focused solely on predicting the next word, Word2Vec
considers both preceding and succeeding words within a
fixed context window (e.g., five words). The model has two
architectures: Continuous Bag of Words (CBOW) and Skip-
gram. In CBOW, the goal is to predict a target word from its
context, disregarding word order. In Skip-gram, the objective
is to predict context words based on a given target word.

Several pre-trained embeddings exist for various languages,
including Hungarian. In this study, we used pre-trained em-
beddings developed for the EFNILEX3 project [16], trained on
the combined Hungarian Webcorpus [17] and the Hungarian
National Corpus [18] with 600 dimensions.

B. FastText

In 2018, Bojanowski et al. [5] introduced FastText, which
provides word embeddings for 157 languages. The model
was trained on Wikipedia dumps and the Common Crawl.

3http://corpus.nytud.hu/efnilex-vect/

FastText follows a training procedure similar to Word2Vec
but incorporates subword information. The Skip-gram model
uses character n-grams, assigning a vector representation to
each, and constructs word representations by summing the
vectors of the character n-grams present in the word. The full
word is included to maintain a unique vector for each word.
The CBOW model represents words as bags of character n-
grams with position-dependent weights to capture positional
information. For this study, we used the 300-dimensional
Hungarian embeddings published by FastText.

C. SpaCy

SpaCy [19] is a Natural Language Processing library imple-
mented in Python and Cython, supporting over 70 languages.
It provides pretrained pipelines for tasks such as tagging, pars-
ing, named entity recognition, and text classification. HuSpaCy
[20] is the Hungarian adaptation of SpaCy, including pre-
trained embedding models. We employed the 300-dimensional
Hungarian CBOW embeddings4 provided by HuSpaCy, trained
on the Hungarian Webcorpus 2.0.

D. ELMo

ELMo (Embeddings from Language Models) [21] generates
contextualized word embeddings using a bidirectional long
short-term memory (LSTM) language model. Unlike static
embeddings, ELMo captures polysemy and context-dependent
meanings, improving performance across multiple NLP tasks.
We used the Hungarian ELMo embeddings5 provided by
HIT-SCIR, trained on a Hungarian Wikipedia dump and the
Hungarian portion of the Common Crawl.

E. BERT-based models

BERT (Bidirectional Encoder Representations from Trans-
formers) [7] is a transformer-based model that, like ELMo,
generates contextualized word embeddings. It is trained using
a masked language model (MLM) objective, where the goal is
to predict masked words within a sentence, and a next sentence
prediction (NSP) objective, where the aim is to determine
whether two sentences are consecutive. As a base model, we
used huBERT [22], trained on the Hungarian Webcorpus 2.0.
To have a baseline, we also included XLM-RoBERTa (later
referred to as XLM-R) [23] with the same strategies.

For extracting static embeddings from BERT-based mod-
els, we employed the three methods mentioned in Related
Work. Decontextualized, where only the word is inputted to
the model, Aggregate, which pools embeddings of different
contexts the word appears in, and X2Static, which uses a
CBOW-inspired static word-embedding approach, leveraging
contextual information from a teacher model to generate static
embeddings. For both the Aggregate and X2Static methods, we
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4https://huggingface.co/huspacy/hu_vectors_web_lg
5https://github.com/HIT-SCIR/ELMoForManyLangs
6http://mokk.bme.hu/resources/webcorpus/
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Table I provides an overview of the models used in the
study, including their dimensions and original vocabulary
sizes.

Model Dimensions Original Vocabulary

FastText 300 2,000,000
huBERT 768 -
EFNILEX 600 1,896,111
HuSpaCy 300 1,524,582
XLM-R 768 -
ELMo 1024 -

TABLE I: Model specifications

IV. DATASETS

A. Intrinsic Evaluation Datasets

Intrinsic evaluations assess the quality of embeddings in-
dependently, rather than through downstream tasks. They
typically measure word similarity or evaluate embeddings on
word analogy tasks.

Since no Hungarian word similarity datasets are available,
we used the word analogy dataset developed by Makrai [24]
for intrinsic evaluation. Inspired by the widely used analogy
task introduced by Mikolov et al. [25], this dataset consists of
structured word analogy questions in the form of A:B :: C:D,
where the relationship between words A and B is expected to
be analogous to the relationship between words C and D.

The dataset encompasses multiple linguistic and semantic
relations, including morphological (e.g., singular-plural forms,
verb conjugations), semantic (e.g., country-capital pairs), and
syntactic analogies (e.g., grammatical roles).

To make comparisons fair, we restricted the embeddings to
the vocabulary of their intersection, arriving at a vocabulary of
256 808 words. Table II provides a comparison of number of
questions by category as they were originally, opposed to after
the restrictions. There were three categories, where the ratio of
the restricted and original questions fell below 90%: capital-
world, family, and gram5-present-participle. For example, the
capital-world category contained all the country-capital pairs.
As smaller countries capital were not present in the vocabulary,
the number of questions in this category significantly reduced.

B. Extrinsic Evaluation Datasets

For extrinsic evaluation, we used NYTK-NerKor [26], a
Hungarian gold-standard named entity-annotated corpus con-
taining 1 million tokens. This dataset also includes POS
tags, making it suitable for both Named Entity Recognition
(NER) and Part-of-Speech (POS) tagging tasks. The corpus
is divided into training, development, and test sets using an
approximately 80-10-10 split. It comprises texts from diverse
genres, including fiction, legal documents, news, web sources,
and Wikipedia.

The fiction subcorpus includes novels from the Hungarian
Electronic Library (MEK) and Project Gutenberg, as well
as subtitles from OpenSubtitles. Legal texts originate from
sources such as the EU Constitution, documents from the

Category Original Restricted Ratio (%)

capital-common-countries 190 190 100.0%
capital-world 13695 5995 43.8%
county-ceter 171 171 100.0%
currency 435 406 93.3%
family 190 136 71.6%
gram1-adjective-to-adverb 780 780 100.0%
gram2-opposite 435 435 100.0%
gram3-comparative 780 780 100.0%
gram4-superlative 780 780 100.0%
gram5-present-participle 780 496 63.6%
gram6-nationality-adjective 820 741 90.4%
gram7-past-tense 780 780 100.0%
gram8-plural-noun 780 780 100.0%
gram9-plural-verb 780 780 100.0%

TABLE II: Comparison of Original and Restricted Number of
Questions by Categories

European Economic and Social Committee, DGT-Acquis, and
JRC-Acquis. The news subcorpus draws from the European
Commission’s Press Release Database, Global Voices, and the
NewsCrawl Corpus. Web texts are sourced from the Hungarian
Webcorpus 2.0.

Named entity annotations are divided into four categories:
Person, Location, Organization, and Miscellaneous. Although
an updated version of the corpus [27] introduces approxi-
mately 30 entity types, we used the original version, as these
four categories are most commonly utilized in NER tasks.

V. EXPERIMENTS

A. Intrinsic Evaluation

To assess performance on the analogy task, we employed
two evaluation metrics. The first metric was overall accuracy,
defined as the proportion of correctly answered questions,
where the most likely prediction aligns with the correct answer.
The second metric was the Mean Reciprocal Rank (MRR), a
widely adopted evaluation measure that rewards not only the
best prediction but also cases where the correct answer appears
among the top-ranked candidates. Given a set of queries, MRR
is computed as the average of the reciprocal ranks of the first
relevant result for each query:

MRR =
1

|Q|

|Q|∑
i=1

1

ranki

where |Q| denotes the total number of queries, and ranki
represents the rank position of the first relevant document for
the ith query. To ensure computational feasibility, we restricted
analysis to the top 10 ranked answers per query, assigning a
score of 0 when the correct answer was absent. Given that
different categories contained varying numbers of questions,
we also report the average MRR across categories along with
the overall MRR (which is the weighted sum).

For static embedding extraction from BERT-based models,
we utilized three previously described methods: decontex-
tualized, aggregate, and X2Static. These are indicated by
subscripts in the model names. For instance, huBERTde refers
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typically measure word similarity or evaluate embeddings on
word analogy tasks.

Since no Hungarian word similarity datasets are available,
we used the word analogy dataset developed by Makrai [24]
for intrinsic evaluation. Inspired by the widely used analogy
task introduced by Mikolov et al. [25], this dataset consists of
structured word analogy questions in the form of A:B :: C:D,
where the relationship between words A and B is expected to
be analogous to the relationship between words C and D.

The dataset encompasses multiple linguistic and semantic
relations, including morphological (e.g., singular-plural forms,
verb conjugations), semantic (e.g., country-capital pairs), and
syntactic analogies (e.g., grammatical roles).

To make comparisons fair, we restricted the embeddings to
the vocabulary of their intersection, arriving at a vocabulary of
256 808 words. Table II provides a comparison of number of
questions by category as they were originally, opposed to after
the restrictions. There were three categories, where the ratio of
the restricted and original questions fell below 90%: capital-
world, family, and gram5-present-participle. For example, the
capital-world category contained all the country-capital pairs.
As smaller countries capital were not present in the vocabulary,
the number of questions in this category significantly reduced.

B. Extrinsic Evaluation Datasets

For extrinsic evaluation, we used NYTK-NerKor [26], a
Hungarian gold-standard named entity-annotated corpus con-
taining 1 million tokens. This dataset also includes POS
tags, making it suitable for both Named Entity Recognition
(NER) and Part-of-Speech (POS) tagging tasks. The corpus
is divided into training, development, and test sets using an
approximately 80-10-10 split. It comprises texts from diverse
genres, including fiction, legal documents, news, web sources,
and Wikipedia.

The fiction subcorpus includes novels from the Hungarian
Electronic Library (MEK) and Project Gutenberg, as well
as subtitles from OpenSubtitles. Legal texts originate from
sources such as the EU Constitution, documents from the

Category Original Restricted Ratio (%)

capital-common-countries 190 190 100.0%
capital-world 13695 5995 43.8%
county-ceter 171 171 100.0%
currency 435 406 93.3%
family 190 136 71.6%
gram1-adjective-to-adverb 780 780 100.0%
gram2-opposite 435 435 100.0%
gram3-comparative 780 780 100.0%
gram4-superlative 780 780 100.0%
gram5-present-participle 780 496 63.6%
gram6-nationality-adjective 820 741 90.4%
gram7-past-tense 780 780 100.0%
gram8-plural-noun 780 780 100.0%
gram9-plural-verb 780 780 100.0%

TABLE II: Comparison of Original and Restricted Number of
Questions by Categories

European Economic and Social Committee, DGT-Acquis, and
JRC-Acquis. The news subcorpus draws from the European
Commission’s Press Release Database, Global Voices, and the
NewsCrawl Corpus. Web texts are sourced from the Hungarian
Webcorpus 2.0.

Named entity annotations are divided into four categories:
Person, Location, Organization, and Miscellaneous. Although
an updated version of the corpus [27] introduces approxi-
mately 30 entity types, we used the original version, as these
four categories are most commonly utilized in NER tasks.

V. EXPERIMENTS

A. Intrinsic Evaluation

To assess performance on the analogy task, we employed
two evaluation metrics. The first metric was overall accuracy,
defined as the proportion of correctly answered questions,
where the most likely prediction aligns with the correct answer.
The second metric was the Mean Reciprocal Rank (MRR), a
widely adopted evaluation measure that rewards not only the
best prediction but also cases where the correct answer appears
among the top-ranked candidates. Given a set of queries, MRR
is computed as the average of the reciprocal ranks of the first
relevant result for each query:

MRR =
1

|Q|

|Q|∑
i=1

1

ranki

where |Q| denotes the total number of queries, and ranki
represents the rank position of the first relevant document for
the ith query. To ensure computational feasibility, we restricted
analysis to the top 10 ranked answers per query, assigning a
score of 0 when the correct answer was absent. Given that
different categories contained varying numbers of questions,
we also report the average MRR across categories along with
the overall MRR (which is the weighted sum).

For static embedding extraction from BERT-based models,
we utilized three previously described methods: decontex-
tualized, aggregate, and X2Static. These are indicated by
subscripts in the model names. For instance, huBERTde refers
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of research, we employed two such methods: the aggregate
method [10] and the X2Static method [11]. The aggregate
method pools embeddings of different contexts the word
appears in. This presents the model a more natural input than
the decontextualized method, but as it uses the embedding
of the whole context and not just the word itself, it still can
lead to suboptimal results. The X2Static method, on the other
hand, uses a CBOW-inspired static word-embedding approach,
leveraging contextual information from a teacher model to
generate static embeddings. This method has been shown to
outperform the aggregate method in multiple tasks.

A Turkish study [12] conducted an in-depth analysis of
static word embeddings in the language, which had a substan-
tial impact on the chosen methodology in this study. Their
findings were similar, finding the X2Static method to be the
most effective for extracting static embeddings from BERT-
based models.

Several studies have contributed to the evaluation of word
embeddings in Hungarian. A 2019 paper [13] assessed the
semantic accuracy of word embeddings through word analogy
tasks, revealing a substantial performance drop of 50–75%
compared to English. The authors attributed this decline to
the high morphological variation in Hungarian and the less
stable semantic representations that result from it.

Research on Hungarian contextual embeddings has also
gained traction. A comparative study [14] evaluating huBERT
against multilingual BERT models demonstrated that huBERT
outperformed its multilingual counterparts in morphological
probing, POS tagging, and NER tasks. On the same tasks, but
with a focus on the impact of subword pooling, Ács et al.
[15] conducted a comprehensive cross-linguistic analysis of
pooling strategies over several languages.

III. EMBEDDING MODELS

A. Word2Vec

Word2Vec [3] is one of the most influential static word
embedding models. It is based on the idea that words ap-
pearing in similar contexts have similar meanings. Unlike
models focused solely on predicting the next word, Word2Vec
considers both preceding and succeeding words within a
fixed context window (e.g., five words). The model has two
architectures: Continuous Bag of Words (CBOW) and Skip-
gram. In CBOW, the goal is to predict a target word from its
context, disregarding word order. In Skip-gram, the objective
is to predict context words based on a given target word.

Several pre-trained embeddings exist for various languages,
including Hungarian. In this study, we used pre-trained em-
beddings developed for the EFNILEX3 project [16], trained on
the combined Hungarian Webcorpus [17] and the Hungarian
National Corpus [18] with 600 dimensions.

B. FastText

In 2018, Bojanowski et al. [5] introduced FastText, which
provides word embeddings for 157 languages. The model
was trained on Wikipedia dumps and the Common Crawl.

3http://corpus.nytud.hu/efnilex-vect/

FastText follows a training procedure similar to Word2Vec
but incorporates subword information. The Skip-gram model
uses character n-grams, assigning a vector representation to
each, and constructs word representations by summing the
vectors of the character n-grams present in the word. The full
word is included to maintain a unique vector for each word.
The CBOW model represents words as bags of character n-
grams with position-dependent weights to capture positional
information. For this study, we used the 300-dimensional
Hungarian embeddings published by FastText.

C. SpaCy

SpaCy [19] is a Natural Language Processing library imple-
mented in Python and Cython, supporting over 70 languages.
It provides pretrained pipelines for tasks such as tagging, pars-
ing, named entity recognition, and text classification. HuSpaCy
[20] is the Hungarian adaptation of SpaCy, including pre-
trained embedding models. We employed the 300-dimensional
Hungarian CBOW embeddings4 provided by HuSpaCy, trained
on the Hungarian Webcorpus 2.0.

D. ELMo

ELMo (Embeddings from Language Models) [21] generates
contextualized word embeddings using a bidirectional long
short-term memory (LSTM) language model. Unlike static
embeddings, ELMo captures polysemy and context-dependent
meanings, improving performance across multiple NLP tasks.
We used the Hungarian ELMo embeddings5 provided by
HIT-SCIR, trained on a Hungarian Wikipedia dump and the
Hungarian portion of the Common Crawl.

E. BERT-based models

BERT (Bidirectional Encoder Representations from Trans-
formers) [7] is a transformer-based model that, like ELMo,
generates contextualized word embeddings. It is trained using
a masked language model (MLM) objective, where the goal is
to predict masked words within a sentence, and a next sentence
prediction (NSP) objective, where the aim is to determine
whether two sentences are consecutive. As a base model, we
used huBERT [22], trained on the Hungarian Webcorpus 2.0.
To have a baseline, we also included XLM-RoBERTa (later
referred to as XLM-R) [23] with the same strategies.

For extracting static embeddings from BERT-based mod-
els, we employed the three methods mentioned in Related
Work. Decontextualized, where only the word is inputted to
the model, Aggregate, which pools embeddings of different
contexts the word appears in, and X2Static, which uses a
CBOW-inspired static word-embedding approach, leveraging
contextual information from a teacher model to generate static
embeddings. For both the Aggregate and X2Static methods, we
used the same training data, which was a text file, containing
one sentence in a line, collected from Hungarian Wikipedia
and the Hungarian Webcorpus6.

4https://huggingface.co/huspacy/hu_vectors_web_lg
5https://github.com/HIT-SCIR/ELMoForManyLangs
6http://mokk.bme.hu/resources/webcorpus/
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appears in. This presents the model a more natural input than
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of the whole context and not just the word itself, it still can
lead to suboptimal results. The X2Static method, on the other
hand, uses a CBOW-inspired static word-embedding approach,
leveraging contextual information from a teacher model to
generate static embeddings. This method has been shown to
outperform the aggregate method in multiple tasks.

A Turkish study [12] conducted an in-depth analysis of
static word embeddings in the language, which had a substan-
tial impact on the chosen methodology in this study. Their
findings were similar, finding the X2Static method to be the
most effective for extracting static embeddings from BERT-
based models.

Several studies have contributed to the evaluation of word
embeddings in Hungarian. A 2019 paper [13] assessed the
semantic accuracy of word embeddings through word analogy
tasks, revealing a substantial performance drop of 50–75%
compared to English. The authors attributed this decline to
the high morphological variation in Hungarian and the less
stable semantic representations that result from it.

Research on Hungarian contextual embeddings has also
gained traction. A comparative study [14] evaluating huBERT
against multilingual BERT models demonstrated that huBERT
outperformed its multilingual counterparts in morphological
probing, POS tagging, and NER tasks. On the same tasks, but
with a focus on the impact of subword pooling, Ács et al.
[15] conducted a comprehensive cross-linguistic analysis of
pooling strategies over several languages.

III. EMBEDDING MODELS

A. Word2Vec

Word2Vec [3] is one of the most influential static word
embedding models. It is based on the idea that words ap-
pearing in similar contexts have similar meanings. Unlike
models focused solely on predicting the next word, Word2Vec
considers both preceding and succeeding words within a
fixed context window (e.g., five words). The model has two
architectures: Continuous Bag of Words (CBOW) and Skip-
gram. In CBOW, the goal is to predict a target word from its
context, disregarding word order. In Skip-gram, the objective
is to predict context words based on a given target word.

Several pre-trained embeddings exist for various languages,
including Hungarian. In this study, we used pre-trained em-
beddings developed for the EFNILEX3 project [16], trained on
the combined Hungarian Webcorpus [17] and the Hungarian
National Corpus [18] with 600 dimensions.
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In 2018, Bojanowski et al. [5] introduced FastText, which
provides word embeddings for 157 languages. The model
was trained on Wikipedia dumps and the Common Crawl.
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FastText follows a training procedure similar to Word2Vec
but incorporates subword information. The Skip-gram model
uses character n-grams, assigning a vector representation to
each, and constructs word representations by summing the
vectors of the character n-grams present in the word. The full
word is included to maintain a unique vector for each word.
The CBOW model represents words as bags of character n-
grams with position-dependent weights to capture positional
information. For this study, we used the 300-dimensional
Hungarian embeddings published by FastText.

C. SpaCy

SpaCy [19] is a Natural Language Processing library imple-
mented in Python and Cython, supporting over 70 languages.
It provides pretrained pipelines for tasks such as tagging, pars-
ing, named entity recognition, and text classification. HuSpaCy
[20] is the Hungarian adaptation of SpaCy, including pre-
trained embedding models. We employed the 300-dimensional
Hungarian CBOW embeddings4 provided by HuSpaCy, trained
on the Hungarian Webcorpus 2.0.

D. ELMo

ELMo (Embeddings from Language Models) [21] generates
contextualized word embeddings using a bidirectional long
short-term memory (LSTM) language model. Unlike static
embeddings, ELMo captures polysemy and context-dependent
meanings, improving performance across multiple NLP tasks.
We used the Hungarian ELMo embeddings5 provided by
HIT-SCIR, trained on a Hungarian Wikipedia dump and the
Hungarian portion of the Common Crawl.

E. BERT-based models

BERT (Bidirectional Encoder Representations from Trans-
formers) [7] is a transformer-based model that, like ELMo,
generates contextualized word embeddings. It is trained using
a masked language model (MLM) objective, where the goal is
to predict masked words within a sentence, and a next sentence
prediction (NSP) objective, where the aim is to determine
whether two sentences are consecutive. As a base model, we
used huBERT [22], trained on the Hungarian Webcorpus 2.0.
To have a baseline, we also included XLM-RoBERTa (later
referred to as XLM-R) [23] with the same strategies.

For extracting static embeddings from BERT-based mod-
els, we employed the three methods mentioned in Related
Work. Decontextualized, where only the word is inputted to
the model, Aggregate, which pools embeddings of different
contexts the word appears in, and X2Static, which uses a
CBOW-inspired static word-embedding approach, leveraging
contextual information from a teacher model to generate static
embeddings. For both the Aggregate and X2Static methods, we
used the same training data, which was a text file, containing
one sentence in a line, collected from Hungarian Wikipedia
and the Hungarian Webcorpus6.
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Table I provides an overview of the models used in the
study, including their dimensions and original vocabulary
sizes.

Model Dimensions Original Vocabulary

FastText 300 2,000,000
huBERT 768 -
EFNILEX 600 1,896,111
HuSpaCy 300 1,524,582
XLM-R 768 -
ELMo 1024 -

TABLE I: Model specifications

IV. DATASETS

A. Intrinsic Evaluation Datasets

Intrinsic evaluations assess the quality of embeddings in-
dependently, rather than through downstream tasks. They
typically measure word similarity or evaluate embeddings on
word analogy tasks.

Since no Hungarian word similarity datasets are available,
we used the word analogy dataset developed by Makrai [24]
for intrinsic evaluation. Inspired by the widely used analogy
task introduced by Mikolov et al. [25], this dataset consists of
structured word analogy questions in the form of A:B :: C:D,
where the relationship between words A and B is expected to
be analogous to the relationship between words C and D.

The dataset encompasses multiple linguistic and semantic
relations, including morphological (e.g., singular-plural forms,
verb conjugations), semantic (e.g., country-capital pairs), and
syntactic analogies (e.g., grammatical roles).

To make comparisons fair, we restricted the embeddings to
the vocabulary of their intersection, arriving at a vocabulary of
256 808 words. Table II provides a comparison of number of
questions by category as they were originally, opposed to after
the restrictions. There were three categories, where the ratio of
the restricted and original questions fell below 90%: capital-
world, family, and gram5-present-participle. For example, the
capital-world category contained all the country-capital pairs.
As smaller countries capital were not present in the vocabulary,
the number of questions in this category significantly reduced.

B. Extrinsic Evaluation Datasets

For extrinsic evaluation, we used NYTK-NerKor [26], a
Hungarian gold-standard named entity-annotated corpus con-
taining 1 million tokens. This dataset also includes POS
tags, making it suitable for both Named Entity Recognition
(NER) and Part-of-Speech (POS) tagging tasks. The corpus
is divided into training, development, and test sets using an
approximately 80-10-10 split. It comprises texts from diverse
genres, including fiction, legal documents, news, web sources,
and Wikipedia.

The fiction subcorpus includes novels from the Hungarian
Electronic Library (MEK) and Project Gutenberg, as well
as subtitles from OpenSubtitles. Legal texts originate from
sources such as the EU Constitution, documents from the

Category Original Restricted Ratio (%)

capital-common-countries 190 190 100.0%
capital-world 13695 5995 43.8%
county-ceter 171 171 100.0%
currency 435 406 93.3%
family 190 136 71.6%
gram1-adjective-to-adverb 780 780 100.0%
gram2-opposite 435 435 100.0%
gram3-comparative 780 780 100.0%
gram4-superlative 780 780 100.0%
gram5-present-participle 780 496 63.6%
gram6-nationality-adjective 820 741 90.4%
gram7-past-tense 780 780 100.0%
gram8-plural-noun 780 780 100.0%
gram9-plural-verb 780 780 100.0%

TABLE II: Comparison of Original and Restricted Number of
Questions by Categories

European Economic and Social Committee, DGT-Acquis, and
JRC-Acquis. The news subcorpus draws from the European
Commission’s Press Release Database, Global Voices, and the
NewsCrawl Corpus. Web texts are sourced from the Hungarian
Webcorpus 2.0.

Named entity annotations are divided into four categories:
Person, Location, Organization, and Miscellaneous. Although
an updated version of the corpus [27] introduces approxi-
mately 30 entity types, we used the original version, as these
four categories are most commonly utilized in NER tasks.

V. EXPERIMENTS

A. Intrinsic Evaluation

To assess performance on the analogy task, we employed
two evaluation metrics. The first metric was overall accuracy,
defined as the proportion of correctly answered questions,
where the most likely prediction aligns with the correct answer.
The second metric was the Mean Reciprocal Rank (MRR), a
widely adopted evaluation measure that rewards not only the
best prediction but also cases where the correct answer appears
among the top-ranked candidates. Given a set of queries, MRR
is computed as the average of the reciprocal ranks of the first
relevant result for each query:

MRR =
1

|Q|

|Q|∑
i=1

1

ranki

where |Q| denotes the total number of queries, and ranki
represents the rank position of the first relevant document for
the ith query. To ensure computational feasibility, we restricted
analysis to the top 10 ranked answers per query, assigning a
score of 0 when the correct answer was absent. Given that
different categories contained varying numbers of questions,
we also report the average MRR across categories along with
the overall MRR (which is the weighted sum).

For static embedding extraction from BERT-based models,
we utilized three previously described methods: decontex-
tualized, aggregate, and X2Static. These are indicated by
subscripts in the model names. For instance, huBERTde refers
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to static embeddings extracted using the decontextualized
method, while huBERTagg and huBERTx2 correspond to the
aggregate and X2Static methods, respectively.

Table III presents the results of the analogy tasks. FastText
exhibited superior performance, achieving an overall accuracy
of 71% and an MRR score of 0.77. The second-best model,
huBERT, attained 49% accuracy and an MRR of 0.58. The
remaining models formed two distinct groups based on overall
accuracy. The first group, comprising EFNILEX, HuSpaCy,
and XLM-Rx2, yielded an MRR of approximately 0.46 and
an accuracy of around 38%. The second group, including
huBERTagg, XLM-Ragg, ELMo, and huBERTde, exhibited an
MRR around 0.23 with an accuracy near 18%. XLM-Rde
performed the worst, with both metrics falling below 2%,
indicating that the decontextualized embedding extraction was
unsuitable for this task.

Analyzing overall accuracy, we observe that among the top
four models are the three static embedding models, along
with only one BERT-based model. This suggests that static
embeddings remain competitive for intrinsic tasks despite
their lack of contextual adaptability compared to transformer-
based models. Notably, huBERTx2 performed comparably to
static embeddings, indicating that the X2Static method is a
promising technique for deriving static representations from
BERT-based models.

The average MRR scores follow a similar pattern to overall
accuracy but reveal a more nuanced ranking, as it consid-
ers every category equally important, regardless of its size.
While the top five models remain consistent, the performance
gaps narrow. This discrepancy is likely due to category im-
balances, where some categories contain significantly more
questions than others. Among the lower-performing models,
ordering shifts: ELMo surpasses both aggregate models, while
huBERTde outperforms huBERTagg.

Examining the performance of the three embedding ex-
traction methods in terms of overall accuracy, a clear trend
emerges. The decontextualized method consistently underper-
forms in both huBERT and XLM-R. The aggregate method
offers a marginal improvement over decontextualized in hu-
BERT, yet it demonstrates a substantial boost in XLM-R. This
improvement may stem from XLM-R’s multilingual nature,
where isolated Hungarian words may provide insufficient
input, whereas contextualized sentences enable better repre-
sentations. The X2Static method outperforms both alternatives
across both models, approaching the effectiveness of dedicated
static embeddings. However, when considering average MRR
scores, while X2Static remains the best performer, huBERTde
surpasses huBERTagg.

Category-level results reveal substantial variation in model
performance. FastText dominates, achieving the highest
scores in 7 out of 14 categories, with the largest mar-
gins observed in capital-common-countries, capital-world,
and gram2-opposite. HuBERT prevails in three categories
(family, gram9-plural-verb, and gram7-past-tense), drawing
with EFNILEX in the latter. EFNILEX also leads in gram4-
superlative. HuSpaCy stands out in gram5-present-participle,
significantly outperforming other models. Notably, this cat-
egory experienced the most substantial question reduction

(37%) due to vocabulary constraints. HuSpaCy achieved a
72% MRR score in this category, despite its average MRR
of 0.56.

XLM-Rx2 demonstrates strong performance, leading in the
gram1-adjective-to-adverb category and slightly outperform-
ing others in gram3-comparative. An interesting observation
is that while ELMo and huBERTde exhibit similar overall
performance, their category-level results diverge significantly,
with each model excelling in different areas. In total, static
embeddings win 10 of 14 categories, BERT-based models
obtain three victories, and one category results in a tie. These
findings underscore that category-level performance can vary
considerably, making overall scores an incomplete representa-
tion of a models strengths.

When analyzing embedding extraction techniques for hu-
BERT at the category level, X2Static consistently outperforms
the other methods in all but one category (gram8-plural-noun),
where the decontextualized method proves to be superior.
Comparing aggregate and decontextualized approaches, results
are less conclusive. For huBERT, aggregate excels in only
four categories, while decontextualized leads in nine, with one
tie. XLM-R follows a more distinct hierarchy, with X2Static
outperforming all other methods, aggregate ranking second,
and decontextualized consistently underperforming.

These results collectively highlight the effectiveness of static
embeddings for analogy tasks, the viability of the X2Static
approach for extracting static embeddings from transformer-
based models, and the varying impact of embedding extraction
techniques across different linguistic categories.

B. Extrinsic Evaluation
For the extrinsic evaluation, we employed a single-layer

bidirectional LSTM with a dropout rate of 0.5. The bidirec-
tional LSTM was chosen for its ability to capture contextual
information from both directions, which is particularly bene-
ficial for tasks such as Named Entity Recognition (NER) and
Part-of-Speech (POS) tagging. To assess the performance of
the embeddings, we experimented with varying hidden sizes
(1, 2, 4, 8, 16, 32, and 64). While increasing the hidden size
generally enhances model performance, the objective was to
evaluate the embeddings themselves, including their behavior
under constrained settings.

To handle out-of-vocabulary words in the training data,
we represented them using vectors sampled from a normal
distribution with a mean of 0 and a standard deviation of 0.6
(N (0, 0.6)). The model architecture concluded with a softmax
activation function. Training was conducted for five epochs
with a batch size of 32, utilizing the Adam optimizer with
its default parameter settings. Categorical cross-entropy was
employed as the loss function.

Table IV summarizes the performance of the NER models
on the test set. As the primary objective was to assess the
quality of the embeddings rather than to achieve state-of-the-
art results, accuracy was selected as the evaluation metric.
While suitable for the purposes of our comparative analysis,
it should be noted that this metric is not directly comparable
to those reported by leading models in the field, which are
typically evaluated using the F1 score [28].
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Category FastText huBERTx2 EFNILEX HuSpaCy XLM-Rx2 huBERTagg XLM-Ragg ELMo huBERTde XLM-Rde

capital-common-countries 0.77 0.58 0.45 0.44 0.40 0.25 0.26 0.09 0.17 0.01
capital-world 0.83 0.50 0.28 0.25 0.30 0.23 0.17 0.03 0.08 0.00
county-center 0.88 0.76 0.31 0.47 0.25 0.18 0.07 0.09 0.24 0.00
currency 0.31 0.10 0.19 0.15 0.09 0.07 0.09 0.12 0.07 0.00
family 0.66 0.67 0.40 0.59 0.46 0.22 0.25 0.33 0.30 0.05
gram1-adjective-to-adverb 0.63 0.59 0.37 0.61 0.78 0.20 0.26 0.13 0.25 0.07
gram2-opposite 0.43 0.16 0.29 0.24 0.17 0.01 0.04 0.10 0.07 0.01
gram3-comparative 0.76 0.81 0.75 0.74 0.82 0.30 0.39 0.47 0.38 0.10
gram4-superlative 0.68 0.63 0.72 0.59 0.29 0.21 0.19 0.27 0.22 0.00
gram5-present-participle 0.55 0.17 0.11 0.72 0.12 0.02 0.02 0.01 0.15 0.00
gram6-nationality-adjective 0.91 0.87 0.68 0.61 0.64 0.37 0.37 0.09 0.22 0.01
gram7-past-tense 0.82 0.95 0.95 0.86 0.91 0.18 0.17 0.82 0.49 0.01
gram8-plural-noun 0.77 0.61 0.66 0.68 0.66 0.28 0.34 0.67 0.70 0.06
gram9-plural-verb 0.94 0.97 0.95 0.87 0.87 0.67 0.68 0.86 0.55 0.02

Average MRR 0.71 0.60 0.51 0.56 0.48 0.23 0.24 0.29 0.28 0.02
Overall MRR 0.77 0.58 0.46 0.46 0.45 0.24 0.23 0.22 0.22 0.02
Overall accuracy 0.71 0.49 0.39 0.38 0.37 0.18 0.18 0.18 0.17 0.01

TABLE III: Comparison of Performance Across Models (MRR)

Model Name Hidden Size

1 2 4 8 16 32 64

ELMo 94.81 96.11 96.44 97.01 97.39 97.54 97.62
huBERTx2 93.55 95.42 96.02 96.68 97.24 97.40 97.49
RoBERTax2 94.79 95.48 96.16 96.55 97.20 97.33 97.44
huBERTde 94.89 94.12 96.22 96.76 97.16 97.24 97.38
HuSpaCy 94.16 94.71 95.84 96.23 96.54 96.92 97.13
huBERTagg 94.92 94.97 95.16 95.95 96.61 96.94 97.01
EFNILEX 94.48 94.86 95.49 96.09 96.46 96.71 96.80
FastText 94.59 94.89 95.62 96.32 96.56 96.68 96.78
XLM-Ragg 85.39 94.67 94.37 95.07 95.12 95.30 95.68
XLM-Rde 94.79 88.59 94.97 95.03 95.10 95.22 95.37

TABLE IV: Model performance across hidden sizes for NER
(%)

As shown in Table IV, most models demonstrate a con-
sistent improvement in performance with increasing hidden
size. However, exceptions to this trend include XLM-Ragg
(between hidden sizes 2 and 4), as well as huBERTde and
XLM-Rde (between sizes 1 and 2), with the latter experiencing
a particularly sharp decline. To complement the tabular data,
Figure 1 offers a visual summary that aids intuitive compari-
son, albeit with a slight trade-off in numerical precision. For
clarity, hidden sizes 1 and 2 were excluded from the plot due to
their disproportionate effect on the plot scale, which hindered
the visibility of differences among the larger hidden sizes.

Regarding overall performance, XLM-Ragg and XLM-Rde
were the lowest-performing models, indicating their relative
inefficacy for this task. In contrast—and somewhat unexpect-
edly—ELMo emerges as the top-performing model across all
hidden sizes of two and above, despite its weaker results in
the analogy task. It may come from the fact, that ELMo is
originally trained using a bidirectional LSTM, similarly to
the model used in the extrinsic evaluations. For larger hidden
sizes, it is followed by the two X2Static models, huBERTx2
and XLM-Rx2, which maintain close performance levels but
exchange rankings depending on the hidden size. Notably, at
smaller hidden sizes, huBERTde outperforms both X2Static
models. The remaining four models—HuSpaCy, huBERTagg,
EFNILEX, and FastText—consistently occupy the middle
range, positioned between the top four and the bottom two,
with their relative rankings fluctuating based on hidden size.

Fig. 1: Model performance across hidden sizes for NER (%)

In terms of extraction methodologies, the X2Static approach
remains the most effective, consistent with the intrinsic task re-
sults. HuBERT performs better in its decontextualized config-
uration compared to its aggregate variant in most cases, likely
due to the aggregate model incorporating the full contextual
embedding rather than isolating word-level information. XLM-
R exhibits an opposite trend, albeit with a less pronounced
difference than in the analogy task.

These findings suggest that the top-performing four models
are all derived from dynamic embeddings, highlighting their
advantage for this task. Nevertheless, purely static embeddings
are not far behind in performance, demonstrating competitive-
ness. Notably, huBERTagg is the only BERT-based model to be
consistently outperformed—depending on the hidden size—by
static embedding models.

Table V summarizes the numerical results for the POS
tagging task, while Figure 2 offers a visual depiction of model
performance. As with Figure 1, hidden size 1 is excluded to
preserve visual clarity and enable more meaningful compari-
son across the remaining configurations.

Among the evaluated models, XLM-Ragg and XLM-Rde
exhibited the lowest performance, while huBERTagg outper-
formed them but remained behind the rest. Consistently,

Category FastText huBERTx2 EFNILEX HuSpaCy XLM-Rx2 huBERTagg XLM-Ragg ELMo huBERTde XLM-Rde

capital-common-countries 0.77 0.58 0.45 0.44 0.40 0.25 0.26 0.09 0.17 0.01
capital-world 0.83 0.50 0.28 0.25 0.30 0.23 0.17 0.03 0.08 0.00
county-center 0.88 0.76 0.31 0.47 0.25 0.18 0.07 0.09 0.24 0.00
currency 0.31 0.10 0.19 0.15 0.09 0.07 0.09 0.12 0.07 0.00
family 0.66 0.67 0.40 0.59 0.46 0.22 0.25 0.33 0.30 0.05
gram1-adjective-to-adverb 0.63 0.59 0.37 0.61 0.78 0.20 0.26 0.13 0.25 0.07
gram2-opposite 0.43 0.16 0.29 0.24 0.17 0.01 0.04 0.10 0.07 0.01
gram3-comparative 0.76 0.81 0.75 0.74 0.82 0.30 0.39 0.47 0.38 0.10
gram4-superlative 0.68 0.63 0.72 0.59 0.29 0.21 0.19 0.27 0.22 0.00
gram5-present-participle 0.55 0.17 0.11 0.72 0.12 0.02 0.02 0.01 0.15 0.00
gram6-nationality-adjective 0.91 0.87 0.68 0.61 0.64 0.37 0.37 0.09 0.22 0.01
gram7-past-tense 0.82 0.95 0.95 0.86 0.91 0.18 0.17 0.82 0.49 0.01
gram8-plural-noun 0.77 0.61 0.66 0.68 0.66 0.28 0.34 0.67 0.70 0.06
gram9-plural-verb 0.94 0.97 0.95 0.87 0.87 0.67 0.68 0.86 0.55 0.02

Average MRR 0.71 0.60 0.51 0.56 0.48 0.23 0.24 0.29 0.28 0.02
Overall MRR 0.77 0.58 0.46 0.46 0.45 0.24 0.23 0.22 0.22 0.02
Overall accuracy 0.71 0.49 0.39 0.38 0.37 0.18 0.18 0.18 0.17 0.01

TABLE III: Comparison of Performance Across Models (MRR)

Model Name Hidden Size

1 2 4 8 16 32 64

ELMo 94.81 96.11 96.44 97.01 97.39 97.54 97.62
huBERTx2 93.55 95.42 96.02 96.68 97.24 97.40 97.49
RoBERTax2 94.79 95.48 96.16 96.55 97.20 97.33 97.44
huBERTde 94.89 94.12 96.22 96.76 97.16 97.24 97.38
HuSpaCy 94.16 94.71 95.84 96.23 96.54 96.92 97.13
huBERTagg 94.92 94.97 95.16 95.95 96.61 96.94 97.01
EFNILEX 94.48 94.86 95.49 96.09 96.46 96.71 96.80
FastText 94.59 94.89 95.62 96.32 96.56 96.68 96.78
XLM-Ragg 85.39 94.67 94.37 95.07 95.12 95.30 95.68
XLM-Rde 94.79 88.59 94.97 95.03 95.10 95.22 95.37

TABLE IV: Model performance across hidden sizes for NER
(%)

As shown in Table IV, most models demonstrate a con-
sistent improvement in performance with increasing hidden
size. However, exceptions to this trend include XLM-Ragg
(between hidden sizes 2 and 4), as well as huBERTde and
XLM-Rde (between sizes 1 and 2), with the latter experiencing
a particularly sharp decline. To complement the tabular data,
Figure 1 offers a visual summary that aids intuitive compari-
son, albeit with a slight trade-off in numerical precision. For
clarity, hidden sizes 1 and 2 were excluded from the plot due to
their disproportionate effect on the plot scale, which hindered
the visibility of differences among the larger hidden sizes.

Regarding overall performance, XLM-Ragg and XLM-Rde
were the lowest-performing models, indicating their relative
inefficacy for this task. In contrast—and somewhat unexpect-
edly—ELMo emerges as the top-performing model across all
hidden sizes of two and above, despite its weaker results in
the analogy task. It may come from the fact, that ELMo is
originally trained using a bidirectional LSTM, similarly to
the model used in the extrinsic evaluations. For larger hidden
sizes, it is followed by the two X2Static models, huBERTx2
and XLM-Rx2, which maintain close performance levels but
exchange rankings depending on the hidden size. Notably, at
smaller hidden sizes, huBERTde outperforms both X2Static
models. The remaining four models—HuSpaCy, huBERTagg,
EFNILEX, and FastText—consistently occupy the middle
range, positioned between the top four and the bottom two,
with their relative rankings fluctuating based on hidden size.
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In terms of extraction methodologies, the X2Static approach
remains the most effective, consistent with the intrinsic task re-
sults. HuBERT performs better in its decontextualized config-
uration compared to its aggregate variant in most cases, likely
due to the aggregate model incorporating the full contextual
embedding rather than isolating word-level information. XLM-
R exhibits an opposite trend, albeit with a less pronounced
difference than in the analogy task.

These findings suggest that the top-performing four models
are all derived from dynamic embeddings, highlighting their
advantage for this task. Nevertheless, purely static embeddings
are not far behind in performance, demonstrating competitive-
ness. Notably, huBERTagg is the only BERT-based model to be
consistently outperformed—depending on the hidden size—by
static embedding models.

Table V summarizes the numerical results for the POS
tagging task, while Figure 2 offers a visual depiction of model
performance. As with Figure 1, hidden size 1 is excluded to
preserve visual clarity and enable more meaningful compari-
son across the remaining configurations.

Among the evaluated models, XLM-Ragg and XLM-Rde
exhibited the lowest performance, while huBERTagg outper-
formed them but remained behind the rest. Consistently,

Category FastText huBERTx2 EFNILEX HuSpaCy XLM-Rx2 huBERTagg XLM-Ragg ELMo huBERTde XLM-Rde

capital-common-countries 0.77 0.58 0.45 0.44 0.40 0.25 0.26 0.09 0.17 0.01
capital-world 0.83 0.50 0.28 0.25 0.30 0.23 0.17 0.03 0.08 0.00
county-center 0.88 0.76 0.31 0.47 0.25 0.18 0.07 0.09 0.24 0.00
currency 0.31 0.10 0.19 0.15 0.09 0.07 0.09 0.12 0.07 0.00
family 0.66 0.67 0.40 0.59 0.46 0.22 0.25 0.33 0.30 0.05
gram1-adjective-to-adverb 0.63 0.59 0.37 0.61 0.78 0.20 0.26 0.13 0.25 0.07
gram2-opposite 0.43 0.16 0.29 0.24 0.17 0.01 0.04 0.10 0.07 0.01
gram3-comparative 0.76 0.81 0.75 0.74 0.82 0.30 0.39 0.47 0.38 0.10
gram4-superlative 0.68 0.63 0.72 0.59 0.29 0.21 0.19 0.27 0.22 0.00
gram5-present-participle 0.55 0.17 0.11 0.72 0.12 0.02 0.02 0.01 0.15 0.00
gram6-nationality-adjective 0.91 0.87 0.68 0.61 0.64 0.37 0.37 0.09 0.22 0.01
gram7-past-tense 0.82 0.95 0.95 0.86 0.91 0.18 0.17 0.82 0.49 0.01
gram8-plural-noun 0.77 0.61 0.66 0.68 0.66 0.28 0.34 0.67 0.70 0.06
gram9-plural-verb 0.94 0.97 0.95 0.87 0.87 0.67 0.68 0.86 0.55 0.02

Average MRR 0.71 0.60 0.51 0.56 0.48 0.23 0.24 0.29 0.28 0.02
Overall MRR 0.77 0.58 0.46 0.46 0.45 0.24 0.23 0.22 0.22 0.02
Overall accuracy 0.71 0.49 0.39 0.38 0.37 0.18 0.18 0.18 0.17 0.01

TABLE III: Comparison of Performance Across Models (MRR)

Model Name Hidden Size

1 2 4 8 16 32 64

ELMo 94.81 96.11 96.44 97.01 97.39 97.54 97.62
huBERTx2 93.55 95.42 96.02 96.68 97.24 97.40 97.49
RoBERTax2 94.79 95.48 96.16 96.55 97.20 97.33 97.44
huBERTde 94.89 94.12 96.22 96.76 97.16 97.24 97.38
HuSpaCy 94.16 94.71 95.84 96.23 96.54 96.92 97.13
huBERTagg 94.92 94.97 95.16 95.95 96.61 96.94 97.01
EFNILEX 94.48 94.86 95.49 96.09 96.46 96.71 96.80
FastText 94.59 94.89 95.62 96.32 96.56 96.68 96.78
XLM-Ragg 85.39 94.67 94.37 95.07 95.12 95.30 95.68
XLM-Rde 94.79 88.59 94.97 95.03 95.10 95.22 95.37

TABLE IV: Model performance across hidden sizes for NER
(%)

As shown in Table IV, most models demonstrate a con-
sistent improvement in performance with increasing hidden
size. However, exceptions to this trend include XLM-Ragg
(between hidden sizes 2 and 4), as well as huBERTde and
XLM-Rde (between sizes 1 and 2), with the latter experiencing
a particularly sharp decline. To complement the tabular data,
Figure 1 offers a visual summary that aids intuitive compari-
son, albeit with a slight trade-off in numerical precision. For
clarity, hidden sizes 1 and 2 were excluded from the plot due to
their disproportionate effect on the plot scale, which hindered
the visibility of differences among the larger hidden sizes.

Regarding overall performance, XLM-Ragg and XLM-Rde
were the lowest-performing models, indicating their relative
inefficacy for this task. In contrast—and somewhat unexpect-
edly—ELMo emerges as the top-performing model across all
hidden sizes of two and above, despite its weaker results in
the analogy task. It may come from the fact, that ELMo is
originally trained using a bidirectional LSTM, similarly to
the model used in the extrinsic evaluations. For larger hidden
sizes, it is followed by the two X2Static models, huBERTx2
and XLM-Rx2, which maintain close performance levels but
exchange rankings depending on the hidden size. Notably, at
smaller hidden sizes, huBERTde outperforms both X2Static
models. The remaining four models—HuSpaCy, huBERTagg,
EFNILEX, and FastText—consistently occupy the middle
range, positioned between the top four and the bottom two,
with their relative rankings fluctuating based on hidden size.
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In terms of extraction methodologies, the X2Static approach
remains the most effective, consistent with the intrinsic task re-
sults. HuBERT performs better in its decontextualized config-
uration compared to its aggregate variant in most cases, likely
due to the aggregate model incorporating the full contextual
embedding rather than isolating word-level information. XLM-
R exhibits an opposite trend, albeit with a less pronounced
difference than in the analogy task.

These findings suggest that the top-performing four models
are all derived from dynamic embeddings, highlighting their
advantage for this task. Nevertheless, purely static embeddings
are not far behind in performance, demonstrating competitive-
ness. Notably, huBERTagg is the only BERT-based model to be
consistently outperformed—depending on the hidden size—by
static embedding models.

Table V summarizes the numerical results for the POS
tagging task, while Figure 2 offers a visual depiction of model
performance. As with Figure 1, hidden size 1 is excluded to
preserve visual clarity and enable more meaningful compari-
son across the remaining configurations.

Among the evaluated models, XLM-Ragg and XLM-Rde
exhibited the lowest performance, while huBERTagg outper-
formed them but remained behind the rest. Consistently,

Category FastText huBERTx2 EFNILEX HuSpaCy XLM-Rx2 huBERTagg XLM-Ragg ELMo huBERTde XLM-Rde

capital-common-countries 0.77 0.58 0.45 0.44 0.40 0.25 0.26 0.09 0.17 0.01
capital-world 0.83 0.50 0.28 0.25 0.30 0.23 0.17 0.03 0.08 0.00
county-center 0.88 0.76 0.31 0.47 0.25 0.18 0.07 0.09 0.24 0.00
currency 0.31 0.10 0.19 0.15 0.09 0.07 0.09 0.12 0.07 0.00
family 0.66 0.67 0.40 0.59 0.46 0.22 0.25 0.33 0.30 0.05
gram1-adjective-to-adverb 0.63 0.59 0.37 0.61 0.78 0.20 0.26 0.13 0.25 0.07
gram2-opposite 0.43 0.16 0.29 0.24 0.17 0.01 0.04 0.10 0.07 0.01
gram3-comparative 0.76 0.81 0.75 0.74 0.82 0.30 0.39 0.47 0.38 0.10
gram4-superlative 0.68 0.63 0.72 0.59 0.29 0.21 0.19 0.27 0.22 0.00
gram5-present-participle 0.55 0.17 0.11 0.72 0.12 0.02 0.02 0.01 0.15 0.00
gram6-nationality-adjective 0.91 0.87 0.68 0.61 0.64 0.37 0.37 0.09 0.22 0.01
gram7-past-tense 0.82 0.95 0.95 0.86 0.91 0.18 0.17 0.82 0.49 0.01
gram8-plural-noun 0.77 0.61 0.66 0.68 0.66 0.28 0.34 0.67 0.70 0.06
gram9-plural-verb 0.94 0.97 0.95 0.87 0.87 0.67 0.68 0.86 0.55 0.02

Average MRR 0.71 0.60 0.51 0.56 0.48 0.23 0.24 0.29 0.28 0.02
Overall MRR 0.77 0.58 0.46 0.46 0.45 0.24 0.23 0.22 0.22 0.02
Overall accuracy 0.71 0.49 0.39 0.38 0.37 0.18 0.18 0.18 0.17 0.01

TABLE III: Comparison of Performance Across Models (MRR)

Model Name Hidden Size

1 2 4 8 16 32 64

ELMo 94.81 96.11 96.44 97.01 97.39 97.54 97.62
huBERTx2 93.55 95.42 96.02 96.68 97.24 97.40 97.49
RoBERTax2 94.79 95.48 96.16 96.55 97.20 97.33 97.44
huBERTde 94.89 94.12 96.22 96.76 97.16 97.24 97.38
HuSpaCy 94.16 94.71 95.84 96.23 96.54 96.92 97.13
huBERTagg 94.92 94.97 95.16 95.95 96.61 96.94 97.01
EFNILEX 94.48 94.86 95.49 96.09 96.46 96.71 96.80
FastText 94.59 94.89 95.62 96.32 96.56 96.68 96.78
XLM-Ragg 85.39 94.67 94.37 95.07 95.12 95.30 95.68
XLM-Rde 94.79 88.59 94.97 95.03 95.10 95.22 95.37

TABLE IV: Model performance across hidden sizes for NER
(%)

As shown in Table IV, most models demonstrate a con-
sistent improvement in performance with increasing hidden
size. However, exceptions to this trend include XLM-Ragg
(between hidden sizes 2 and 4), as well as huBERTde and
XLM-Rde (between sizes 1 and 2), with the latter experiencing
a particularly sharp decline. To complement the tabular data,
Figure 1 offers a visual summary that aids intuitive compari-
son, albeit with a slight trade-off in numerical precision. For
clarity, hidden sizes 1 and 2 were excluded from the plot due to
their disproportionate effect on the plot scale, which hindered
the visibility of differences among the larger hidden sizes.

Regarding overall performance, XLM-Ragg and XLM-Rde
were the lowest-performing models, indicating their relative
inefficacy for this task. In contrast—and somewhat unexpect-
edly—ELMo emerges as the top-performing model across all
hidden sizes of two and above, despite its weaker results in
the analogy task. It may come from the fact, that ELMo is
originally trained using a bidirectional LSTM, similarly to
the model used in the extrinsic evaluations. For larger hidden
sizes, it is followed by the two X2Static models, huBERTx2
and XLM-Rx2, which maintain close performance levels but
exchange rankings depending on the hidden size. Notably, at
smaller hidden sizes, huBERTde outperforms both X2Static
models. The remaining four models—HuSpaCy, huBERTagg,
EFNILEX, and FastText—consistently occupy the middle
range, positioned between the top four and the bottom two,
with their relative rankings fluctuating based on hidden size.
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In terms of extraction methodologies, the X2Static approach
remains the most effective, consistent with the intrinsic task re-
sults. HuBERT performs better in its decontextualized config-
uration compared to its aggregate variant in most cases, likely
due to the aggregate model incorporating the full contextual
embedding rather than isolating word-level information. XLM-
R exhibits an opposite trend, albeit with a less pronounced
difference than in the analogy task.

These findings suggest that the top-performing four models
are all derived from dynamic embeddings, highlighting their
advantage for this task. Nevertheless, purely static embeddings
are not far behind in performance, demonstrating competitive-
ness. Notably, huBERTagg is the only BERT-based model to be
consistently outperformed—depending on the hidden size—by
static embedding models.

Table V summarizes the numerical results for the POS
tagging task, while Figure 2 offers a visual depiction of model
performance. As with Figure 1, hidden size 1 is excluded to
preserve visual clarity and enable more meaningful compari-
son across the remaining configurations.

Among the evaluated models, XLM-Ragg and XLM-Rde
exhibited the lowest performance, while huBERTagg outper-
formed them but remained behind the rest. Consistently,

Category FastText huBERTx2 EFNILEX HuSpaCy XLM-Rx2 huBERTagg XLM-Ragg ELMo huBERTde XLM-Rde

capital-common-countries 0.77 0.58 0.45 0.44 0.40 0.25 0.26 0.09 0.17 0.01
capital-world 0.83 0.50 0.28 0.25 0.30 0.23 0.17 0.03 0.08 0.00
county-center 0.88 0.76 0.31 0.47 0.25 0.18 0.07 0.09 0.24 0.00
currency 0.31 0.10 0.19 0.15 0.09 0.07 0.09 0.12 0.07 0.00
family 0.66 0.67 0.40 0.59 0.46 0.22 0.25 0.33 0.30 0.05
gram1-adjective-to-adverb 0.63 0.59 0.37 0.61 0.78 0.20 0.26 0.13 0.25 0.07
gram2-opposite 0.43 0.16 0.29 0.24 0.17 0.01 0.04 0.10 0.07 0.01
gram3-comparative 0.76 0.81 0.75 0.74 0.82 0.30 0.39 0.47 0.38 0.10
gram4-superlative 0.68 0.63 0.72 0.59 0.29 0.21 0.19 0.27 0.22 0.00
gram5-present-participle 0.55 0.17 0.11 0.72 0.12 0.02 0.02 0.01 0.15 0.00
gram6-nationality-adjective 0.91 0.87 0.68 0.61 0.64 0.37 0.37 0.09 0.22 0.01
gram7-past-tense 0.82 0.95 0.95 0.86 0.91 0.18 0.17 0.82 0.49 0.01
gram8-plural-noun 0.77 0.61 0.66 0.68 0.66 0.28 0.34 0.67 0.70 0.06
gram9-plural-verb 0.94 0.97 0.95 0.87 0.87 0.67 0.68 0.86 0.55 0.02

Average MRR 0.71 0.60 0.51 0.56 0.48 0.23 0.24 0.29 0.28 0.02
Overall MRR 0.77 0.58 0.46 0.46 0.45 0.24 0.23 0.22 0.22 0.02
Overall accuracy 0.71 0.49 0.39 0.38 0.37 0.18 0.18 0.18 0.17 0.01

TABLE III: Comparison of Performance Across Models (MRR)

Model Name Hidden Size

1 2 4 8 16 32 64

ELMo 94.81 96.11 96.44 97.01 97.39 97.54 97.62
huBERTx2 93.55 95.42 96.02 96.68 97.24 97.40 97.49
RoBERTax2 94.79 95.48 96.16 96.55 97.20 97.33 97.44
huBERTde 94.89 94.12 96.22 96.76 97.16 97.24 97.38
HuSpaCy 94.16 94.71 95.84 96.23 96.54 96.92 97.13
huBERTagg 94.92 94.97 95.16 95.95 96.61 96.94 97.01
EFNILEX 94.48 94.86 95.49 96.09 96.46 96.71 96.80
FastText 94.59 94.89 95.62 96.32 96.56 96.68 96.78
XLM-Ragg 85.39 94.67 94.37 95.07 95.12 95.30 95.68
XLM-Rde 94.79 88.59 94.97 95.03 95.10 95.22 95.37

TABLE IV: Model performance across hidden sizes for NER
(%)

As shown in Table IV, most models demonstrate a con-
sistent improvement in performance with increasing hidden
size. However, exceptions to this trend include XLM-Ragg
(between hidden sizes 2 and 4), as well as huBERTde and
XLM-Rde (between sizes 1 and 2), with the latter experiencing
a particularly sharp decline. To complement the tabular data,
Figure 1 offers a visual summary that aids intuitive compari-
son, albeit with a slight trade-off in numerical precision. For
clarity, hidden sizes 1 and 2 were excluded from the plot due to
their disproportionate effect on the plot scale, which hindered
the visibility of differences among the larger hidden sizes.

Regarding overall performance, XLM-Ragg and XLM-Rde
were the lowest-performing models, indicating their relative
inefficacy for this task. In contrast—and somewhat unexpect-
edly—ELMo emerges as the top-performing model across all
hidden sizes of two and above, despite its weaker results in
the analogy task. It may come from the fact, that ELMo is
originally trained using a bidirectional LSTM, similarly to
the model used in the extrinsic evaluations. For larger hidden
sizes, it is followed by the two X2Static models, huBERTx2
and XLM-Rx2, which maintain close performance levels but
exchange rankings depending on the hidden size. Notably, at
smaller hidden sizes, huBERTde outperforms both X2Static
models. The remaining four models—HuSpaCy, huBERTagg,
EFNILEX, and FastText—consistently occupy the middle
range, positioned between the top four and the bottom two,
with their relative rankings fluctuating based on hidden size.
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In terms of extraction methodologies, the X2Static approach
remains the most effective, consistent with the intrinsic task re-
sults. HuBERT performs better in its decontextualized config-
uration compared to its aggregate variant in most cases, likely
due to the aggregate model incorporating the full contextual
embedding rather than isolating word-level information. XLM-
R exhibits an opposite trend, albeit with a less pronounced
difference than in the analogy task.

These findings suggest that the top-performing four models
are all derived from dynamic embeddings, highlighting their
advantage for this task. Nevertheless, purely static embeddings
are not far behind in performance, demonstrating competitive-
ness. Notably, huBERTagg is the only BERT-based model to be
consistently outperformed—depending on the hidden size—by
static embedding models.

Table V summarizes the numerical results for the POS
tagging task, while Figure 2 offers a visual depiction of model
performance. As with Figure 1, hidden size 1 is excluded to
preserve visual clarity and enable more meaningful compari-
son across the remaining configurations.

Among the evaluated models, XLM-Ragg and XLM-Rde
exhibited the lowest performance, while huBERTagg outper-
formed them but remained behind the rest. Consistently,

TABLE III
coMparison of perforMance across Models (Mrr)

TABLE IV
Model perforMance across hidden sizes for ner (%)

Fig. 1: Model performance across hidden sizes for NER (%)
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Model Name Hidden Size

1 2 4 8 16 32 64

ELMo 45.69 83.94 88.30 90.56 93.00 94.00 94.58
huBERTx2 60.40 73.06 84.59 91.34 92.50 93.38 93.95
RoBERTax2 40.89 72.65 87.38 90.21 92.36 93.46 93.76
HuSpaCy 51.20 69.16 83.09 89.31 91.26 92.47 93.33
huBERTde 15.53 72.69 86.80 88.86 91.05 92.98 93.17
EFNILEX 38.15 67.11 78.81 85.92 87.91 89.38 90.48
FastText 46.09 69.46 80.01 86.09 88.33 89.47 89.99
huBERTagg 25.87 48.99 65.64 76.76 82.40 85.60 87.39
XLM-Rde 32.19 45.43 54.20 60.57 67.95 71.20 78.37
XLM-Ragg 15.63 35.41 39.23 49.14 55.57 53.53 52.57

TABLE V: Performance of various models across different
hidden sizes in POS tagging (%)

ELMo achieved the highest accuracy across most hidden sizes,
followed closely by the two X2Static models, huBERTx2 and
XLM-Rx2.

The remaining models can be grouped into two perfor-
mance tiers. HuBERTde and HuSpaCy formed the stronger
pair, demonstrating similar results. EFNILEX and FastText
constituted the second tier, with FastText maintaining a slight
edge in configurations with less than 64 hidden sizes.

Fig. 2: Performance of various models across different hidden
sizes in POS tagging (%)

In alignment with findings from other experiments, the
X2Static method emerged as the best-performing approach.
Notably, both huBERT and XLM-R achieved superior results
when employing the decontextualized method rather than the
aggregate one.

As observed in the Named Entity Recognition (NER) task,
static embeddings derived from dynamic models consistently
outperformed purely static models. Despite this trend, the
gap in performance remained relatively small, reinforcing the
effectiveness of static embeddings in POS tagging tasks.

VI. CONCLUSION AND FUTURE WORK

In this paper, we conducted a comprehensive analysis of
various static word embeddings for Hungarian, alongside
static embeddings derived from BERT-based models, evalu-
ating them on both intrinsic and extrinsic tasks. To ensure
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Abstract— There are numerous free software solutions for IPv4 

or IPv6 packet forwarding. The Fast Data Project / Vector Packet 
Processing (FD.io VPP) is a novel and prominent solution. This 
paper investigates its performance and scalability compared to 
that of the Linux kernel. The investigation was conducted in 
accordance with the requirements outlined in the relevant Request 
for Comments (RFC) documents (RFC 2544, RFC 4814, and RFC 
5180) using the siitperf measurement software. Two different test 
environments were used to eliminate the potential hardware-
specific side effects and to gain insight into the performance and 
scalability of the IPv4 and IPv6 packet forwarding capability of 
the two investigated solutions. It was found that FD.io VPP 
outperformed the Linux kernel by approximately an order of 
magnitude. The configuration of FD.io VPP, along with the details 
of the measurements, are provided, and the results are presented 
and analyzed in the paper. 
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forwarding  

I. INTRODUCTION 
HE Internet is an essential part of our life. All data of our 
daily communication is carried in packets by the Internet 
Protocol (IP). At the time of writing, there are two versions 

of IP: the older IPv4 version and the newer, increasingly more 
adopted IPv6. For IPv4 and IPv6 packet forwarding, there are 
numerous free software solutions, such as the Linux kernel, and 
one with exceptionally high performance called FD.io VPP. 
This article focuses on FD.io VPP, as its developers claim: “The 
Fast Data Project (FD.io) is an open-source project aimed at 
providing the world's fastest and most secure networking data 
plane through Vector Packet Processing (VPP).” [1]. We 
examine this proposition from a performance perspective. In 
this paper, we compare the IPv4 and IPv6 packet forwarding 
performance and scalability of the Linux kernel and FD.io VPP. 
By scalability, we refer to how their performance increases with 
the number of CPU cores utilized. First, we complete the 
performance and scalability test of the Linux kernel to establish 
a basis for comparison. Then we continue with the examination 
of the performance and scalability of FD.io VPP. For our tests, 
we use two different hardware environments. 

The remainder of this paper is organized as follows. In 
section II, a brief introduction is given to the theoretical 
background of the performance measurements of network 
interconnect devices on the basis of the relevant Internet 
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Engineering Task Force (IETF) Request for Comments (RFC) 
documents. Section III presents a short survey of related works. 
Section IV is an overview of the software used for our 
measurements. Section V discloses the relevant details of our 
measurement environments. In section VI, our measurement 
results are presented and analyzed. Section VII covers the 
discussion and our plans for future research. Section VIII 
concludes our paper. 

II. THEORETICAL BACKGROUND 

A. RFC 2544 
The main purpose of the RFC 2544 [2] is to define how to 

measure the performance of network interconnect devices in an 
objective and repeatable way. The most important aspects 
include measurement setup, Device Under Test (DUT) setup, 
frame format and frames sizes, and testing duration. 

The RFC lists three different measurement setups of which 
we used the first one. 

The RFC recommends the usage of the following Ethernet 
frame sizes: 64, 128, 256, 512, 1024, 1280, 1518. It defines 
TCP/IP over Ethernet frame formats. They are: learning frame, 
routing update frame, management query frame and test frame.  
The test frame is used for different benchmarking tests like 
throughput, latency, frame loss rate, back-to-back frames, 
system recovery, and reset. From among them, throughput is 
the most essential one. 

To measure the performance of routers, an IP address range 
was reserved, 198.18.0.0/15. The lower half of the range 
(198.18.0.0/16) was used on the left side of the configuration 
shown in Figure 1, and the upper half (198.19.0.0/16) on the 
right side. The interfaces of the DUT were assigned the IP 
address ending in 1 of the domains (198.18.0.1 and 198.19.0.1). 

It should be noted that RFC 2544 requires testing with 
bidirectional traffic and it was used in all our measurements. 

B. RFC 4814 
RFC 4814 [3] covers several different topics. During our 

measurements, we used the pseudorandom port numbers, which 
are recommended in section 4.5 of the aforementioned RFC. 
The network cards in use today are capable of distributing 
interrupts caused by the packet arrivals to different CPU cores 
for processing. This is done using a hash function that takes the 
source and destination IP addresses, as well as the TCP or UDP 
source and destination port numbers in incoming packets, as 
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input parameters. This process is called Receive-Side Scaling 
(RSS) [4], which aims to achieve scalability. To support RSS, 
RFC 4814 recommends the usage of pseudorandom port 
numbers. The recommended ranges are: 

 for source port numbers: 1024 – 65535 
 for destination port numbers: 1 – 49151 

C. RFC 5180 
RFC 5180 [5] is highly similar to RFC 2544 in several ways, 

but while RFC 2544 focused on IPv4, RFC 5180 deals with 
IPv6. Similar to IPv4, an IPv6 address space was reserved for 
benchmarking. The reserved range is 2001:2::/48. As in RFC 
2544, the address range should be halved.  

III. RELATED WORK 
As for peer-reviewed research papers about measuring IPv4 

and IPv6 packet forwarding performance of FD.io VPP 
according to the current industry standards laid down by the 
RFCs mentioned above, we found only our own conference 
paper [6], which is extended in our current paper with further 
measurements. 

However, several other recent research papers recommended 
FD.io VPP for IPv4 or IPv6 packet forwarding.  

For example, Slavic and Krajnovic [7] proposed that open-
source software and commodity hardware may replace the 
router vendors' products. They recommended the usage of 
FD.io VPP and some further software. However, they did not 
present any benchmarking measurements that were RFC 2544 
or RFC 5180 compliant. 

FD.io VPP was used as the packet forwarding solution of a 
network emulator called “CNNet” [8]. 

FD.io VPP is integrated with a custom control plane to 
provide a high-performance, low-cost software cloud gateway 
for accelerating virtual cloud networks [9]. Although certain 
performance data are included in the paper, the testing 
conditions are not mentioned. Their measurements were not 
RFC 2544 compliant because of the traffic generator used.  

Another paper gives an important insight into the issue of 
why user-space solutions may outperform the interrupt-based 
ones [10]. 

IV. SOFTWARE USED FOR MEASUREMENTS 
In this section, a brief summary is provided on DPDK, the 

Linux kernel, Non-Uniform Memory Access (NUMA), FD.io 
VPP, and siitperf. 

A. DPDK 
The Data Plane Development Kit (DPDK) [11] is an open-

source software, with Linux based user platform, that was 
designed to improve packet processing speeds. DPDK enables 
the rapid development of high-speed data packet networking 
applications. DPDK achieves fast packet processing by 
consisting of libraries and drivers that bypass the operating 
system’s network stack. DPDK-based programs can send and 
receive approximately an order of magnitude more packets per 
CPU core than those using the Linux kernel [11].  

B. Linux kernel 
During packet forwarding, the Linux kernel processes 

incoming network packets and forwards them to the appropriate 
destination. In the Linux kernel, both scalar packet processing 
and RSS play an important role in packet delivery. During the 
scalar packet processing, the kernel individually processes the 
incoming packets. Just one packet is taken by an interrupt 
function (by default) from the network interface, then it works 
through a series of functions [1]. This method is simple, but its 
efficiency can be limited as it requires the same call chain to be 
executed for each packet. This can be time-consuming and 
place a strain on the processor and caches. With RSS, the kernel 
can handle heavy loads more efficiently and distribute packet 
processing across multiple CPUs in the system, increasing 
performance and reducing latency. 

C. Non-Uniform Memory Access 
NUMA is a multiprocessor system design where memory 

access time depends on the position of memory relative to the 
processor: each processor accesses its own local memory faster 
than the local memory of another processor [12]. Whereas 
NUMA is necessary to support scalability, our results show the 
consequences of its usage when a CPU core belongs to a 
different NUMA node than the Network Interface Card (NIC) 
it communicates with. 

D. FD.io VPP 
The Fast Data Project (FD.io) [1] introduced Vector Packet 

Processing (VPP) that can handle high performance traffic. It 
can be used on multiple platforms. Vector packet processing 
can receive multiple packets at once and pass this group, known 
as a packet vector, to the processing function, which then 
processes it, thereby saving time. The Packet Processing Graph 
(PPG) is at the heart of the FD.io VPP design. FD.io VPP 
collects a vector of packets from the RX rings, up to 256 packets 
in a single vector. The received packets are then traversed 
through the nodes of the PPG in the vector, with each graph 
node representing network processing that is applied to each 
packet. FD.io VPP can be used with or without DPDK. We used 
it with DPDK. 

E. Siitperf 
Siitperf [13] was running on our Tester server. The name of 

siitperf comes from the fact that it was originally designed to 
measure the performance of Stateless IP/ICMP Translation 
(SIIT) gateways. Due to its flexibility, it is also suitable for 
measuring the performance of IPv4 and IPv6 packet forwarders 
(routers). Siitperf uses DPDK to achieve a sufficiently high 
performance [13]. It should be noted that siitperf reports the 
results as packets per second per direction. When bidirectional 
traffic is used, the number of all frames forwarded is double the 
value reported. 

As siitperf supports the throughput, latency, frame loss rate 
and packet delay variation measurement procedures of RFC 
8219 [14], and the throughput measurement procedure of RFC 
2544 was incorporated in RFC 5180 and then in RFC 8219 
without any changes, siitperf could be used for measuring IPv4 
and IPv6 throughput according to the requirements of RFC 
2544 and RFC 5180, respectively. 
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NUMA is a multiprocessor system design where memory 

access time depends on the position of memory relative to the 
processor: each processor accesses its own local memory faster 
than the local memory of another processor [12]. Whereas 
NUMA is necessary to support scalability, our results show the 
consequences of its usage when a CPU core belongs to a 
different NUMA node than the Network Interface Card (NIC) 
it communicates with. 

D. FD.io VPP 
The Fast Data Project (FD.io) [1] introduced Vector Packet 

Processing (VPP) that can handle high performance traffic. It 
can be used on multiple platforms. Vector packet processing 
can receive multiple packets at once and pass this group, known 
as a packet vector, to the processing function, which then 
processes it, thereby saving time. The Packet Processing Graph 
(PPG) is at the heart of the FD.io VPP design. FD.io VPP 
collects a vector of packets from the RX rings, up to 256 packets 
in a single vector. The received packets are then traversed 
through the nodes of the PPG in the vector, with each graph 
node representing network processing that is applied to each 
packet. FD.io VPP can be used with or without DPDK. We used 
it with DPDK. 

E. Siitperf 
Siitperf [13] was running on our Tester server. The name of 

siitperf comes from the fact that it was originally designed to 
measure the performance of Stateless IP/ICMP Translation 
(SIIT) gateways. Due to its flexibility, it is also suitable for 
measuring the performance of IPv4 and IPv6 packet forwarders 
(routers). Siitperf uses DPDK to achieve a sufficiently high 
performance [13]. It should be noted that siitperf reports the 
results as packets per second per direction. When bidirectional 
traffic is used, the number of all frames forwarded is double the 
value reported. 

As siitperf supports the throughput, latency, frame loss rate 
and packet delay variation measurement procedures of RFC 
8219 [14], and the throughput measurement procedure of RFC 
2544 was incorporated in RFC 5180 and then in RFC 8219 
without any changes, siitperf could be used for measuring IPv4 
and IPv6 throughput according to the requirements of RFC 
2544 and RFC 5180, respectively. 
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 
Abstract— There are numerous free software solutions for IPv4 

or IPv6 packet forwarding. The Fast Data Project / Vector Packet 
Processing (FD.io VPP) is a novel and prominent solution. This 
paper investigates its performance and scalability compared to 
that of the Linux kernel. The investigation was conducted in 
accordance with the requirements outlined in the relevant Request 
for Comments (RFC) documents (RFC 2544, RFC 4814, and RFC 
5180) using the siitperf measurement software. Two different test 
environments were used to eliminate the potential hardware-
specific side effects and to gain insight into the performance and 
scalability of the IPv4 and IPv6 packet forwarding capability of 
the two investigated solutions. It was found that FD.io VPP 
outperformed the Linux kernel by approximately an order of 
magnitude. The configuration of FD.io VPP, along with the details 
of the measurements, are provided, and the results are presented 
and analyzed in the paper. 

 
Index Terms— FD.io VPP, IPv4, IPv6, Linux kernel, packet 

forwarding  

I. INTRODUCTION 
HE Internet is an essential part of our life. All data of our 
daily communication is carried in packets by the Internet 
Protocol (IP). At the time of writing, there are two versions 

of IP: the older IPv4 version and the newer, increasingly more 
adopted IPv6. For IPv4 and IPv6 packet forwarding, there are 
numerous free software solutions, such as the Linux kernel, and 
one with exceptionally high performance called FD.io VPP. 
This article focuses on FD.io VPP, as its developers claim: “The 
Fast Data Project (FD.io) is an open-source project aimed at 
providing the world's fastest and most secure networking data 
plane through Vector Packet Processing (VPP).” [1]. We 
examine this proposition from a performance perspective. In 
this paper, we compare the IPv4 and IPv6 packet forwarding 
performance and scalability of the Linux kernel and FD.io VPP. 
By scalability, we refer to how their performance increases with 
the number of CPU cores utilized. First, we complete the 
performance and scalability test of the Linux kernel to establish 
a basis for comparison. Then we continue with the examination 
of the performance and scalability of FD.io VPP. For our tests, 
we use two different hardware environments. 

The remainder of this paper is organized as follows. In 
section II, a brief introduction is given to the theoretical 
background of the performance measurements of network 
interconnect devices on the basis of the relevant Internet 
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Engineering Task Force (IETF) Request for Comments (RFC) 
documents. Section III presents a short survey of related works. 
Section IV is an overview of the software used for our 
measurements. Section V discloses the relevant details of our 
measurement environments. In section VI, our measurement 
results are presented and analyzed. Section VII covers the 
discussion and our plans for future research. Section VIII 
concludes our paper. 

II. THEORETICAL BACKGROUND 

A. RFC 2544 
The main purpose of the RFC 2544 [2] is to define how to 

measure the performance of network interconnect devices in an 
objective and repeatable way. The most important aspects 
include measurement setup, Device Under Test (DUT) setup, 
frame format and frames sizes, and testing duration. 

The RFC lists three different measurement setups of which 
we used the first one. 

The RFC recommends the usage of the following Ethernet 
frame sizes: 64, 128, 256, 512, 1024, 1280, 1518. It defines 
TCP/IP over Ethernet frame formats. They are: learning frame, 
routing update frame, management query frame and test frame.  
The test frame is used for different benchmarking tests like 
throughput, latency, frame loss rate, back-to-back frames, 
system recovery, and reset. From among them, throughput is 
the most essential one. 

To measure the performance of routers, an IP address range 
was reserved, 198.18.0.0/15. The lower half of the range 
(198.18.0.0/16) was used on the left side of the configuration 
shown in Figure 1, and the upper half (198.19.0.0/16) on the 
right side. The interfaces of the DUT were assigned the IP 
address ending in 1 of the domains (198.18.0.1 and 198.19.0.1). 

It should be noted that RFC 2544 requires testing with 
bidirectional traffic and it was used in all our measurements. 

B. RFC 4814 
RFC 4814 [3] covers several different topics. During our 

measurements, we used the pseudorandom port numbers, which 
are recommended in section 4.5 of the aforementioned RFC. 
The network cards in use today are capable of distributing 
interrupts caused by the packet arrivals to different CPU cores 
for processing. This is done using a hash function that takes the 
source and destination IP addresses, as well as the TCP or UDP 
source and destination port numbers in incoming packets, as 
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Siitperf is a collection of binaries and bash shell scripts. The 
binaries execute an elementary step of the given measurement 
procedure. For example, the siitperf-tp binary performs a 60-
second long throughput test, and the binary-rate-alg.sh script 
performs the binary search by calling the siitperf-tp binary and 
providing the appropriate parameter values as command line 
arguments. In contrast, other parameters that do not change 
during the consecutive steps of the binary search are read from 
the siitperf.conf configuration file. 

As required by the throughput measurement procedures of 
RFC 2544 or RFC 5180, siitperf-tp sends bidirectional IPv4 or 
IPv6 traffic and counts the received frames. Based on the 
reported values, the shell script determines throughput, which 
is the highest frame rate at which the DUT can forward all test 
frames without loss. 

Further details of the design, implementation, operation and 
performance of siitperf can be found in several research papers. 
The original design, which relied on fixed port numbers, was 
disclosed in [13]. The extension to support RFC 4814 
pseudorandom port numbers was documented in [15]. The 
accuracy of siitperf was checked by comparing the IPv4 
throughput of the same DUT determined by siitperf and the 
RFC 2544-compliant commercial Anritsu MP1590B Network 
Performance Tester [16]. The theory and practice of extending 
siitperf for stateful tests was published in [17]. Finally, support 
for pseudorandom IP addresses was added, as described in [18]. 

V. TEST ENVIRONMENT 

A. The Structure of the Test Network 
Two test systems were used. The first one consisted of Dell 

PowerEdge R620 servers. Each had two 6-core Intel Xeon E5-
2620 processors and 32 GB 1600 MHz DDR3 SDRAM 
configured as 1333 MT/s. The second one contained Dell 
PowerEdge R730 servers. Each had two 8-core Intel Xeon E5-
2667 v4 CPUs and 128 GB 2666 MHz DDR4 SDRAM 
configured as 2400 MT/s. We installed an Intel X540 10G/1G 
network interface card (NIC) in each of them, using the two 10 
GbE ports for the measurements. The servers were directly 
connected with Cat6 UTP patch cables. The test setup is shown 
in Fig. 1. 

To achieve stable measurement results, we switched off 
hyper-threading and set the CPU clock frequency of the servers 
to a fixed rate at their nominal clock frequency using the tlp 
Linux package, namely to 2 GHz and to 3.2 GHz for the R620 
and the R730 servers, respectively. 

As for drivers for the 10GbE ports of the X540 NIC, ixgbe 
and uio_pci_generic were used with the Linux kernel and with 
FD.io.VPP. 

It should be noted that all servers used had two NUMA 
nodes, where the 10GbE network interfaces and the CPU cores 
with even serial numbers (core 0, core 2, core 4, etc.) belonged 
to NUMA node 0 and the CPU cores with odd serial numbers 
(core 1, core 3, core 5, etc.) belonged to NUMA node 1. 

B. Performance of the Tester 
As we did not use a commercial network performance tester 

to perform the measurements but instead employed our own 
software tester called siitperf, which ran on the same type of 

servers as the DUT, it was important to avoid the situation that 
the Tester could become a bottleneck. To achieve this, we 
conducted a loopback test: the two interfaces of the Tester were 
interconnected by a direct cable, leaving out the DUT, and a 
throughput test was performed. (This was called the “self-test 
of the Tester” in our previous papers about siitperf.)  

This test was only performed with the R620 Tester using 
IPv4. The result was highly stable: 6.03 Mfps. The test was not 
repeated with IPv6 traffic because, according to our experience, 
it would not make a significant difference. (Please refer to Table 
4 and Table 5 of [18].) We did not need to perform the test with 
the R730 server because we knew from our previous 
experiments that the X540 NIC formed the bottleneck, as it can 
do about 7.1-7.2 Mfps. (As already mentioned, these rates were 
measured with bidirectional traffic and are to be understood as 
per direction rates.)  

C. Configuration of FD.io VPP 
We followed the installation guide from the official FD.io 

webpage [1]. We installed the following packages: libvppinfra, 
vpp, vpp-plugin-core, vpp-plugin-dpdk. During FD.io VPP 
measurements, we assigned our interfaces to DPDK with the 
uio_pci_generic driver. The configuration of FD.io VPP was 
done with the following commands: 

set interface ip address \ 
TenGigabitEthernet1/0/0 198.18.0.1/24 
set interface ip address \ 
TenGigabitEthernet1/0/1 198.19.0.1/24 
set interface state TenGigabitEthernet1/0/0 up 
set interface state TenGigabitEthernet1/0/1 up 
set ip neighbor TenGigabitEthernet1/0/0 \ 
198.18.0.2 24:6e:96:3b:fb:00 
set ip neighbor TenGigabitEthernet1/0/1 \ 
198.19.0.2 24:6e:96:3b:fb:02 

The latter two commands were necessary because siitperf 
cannot respond to ARP requests. As a result, we had to set the 
ARP table entries manually.  

The IPv6 configuration was similar, using IPv6 addresses 
instead of the IPv4 addresses. In that case we set the NDP table 
entries similar to the ARP table entries. 

 

DUT
Dell PowerEdge R620 / R730

Debian Linux 11.7 
with 5.10 kernel

Tester
Dell PowerEdge R620 / R730 

(running siitperf) 
eno1:

198.18.0.2/24
2001:2::2/64

eno2:
198.19.0.2/24
2001:2:0:8000::2/64

eno2:
198.19.0.1/24
2001:2:0:8000::1/64

eno1:
198.18.0.1/24

2001:2::1/64

10G Ethernet with 
Cat6 UTP cables  

 
Fig. 1.  Test setup for benchmarking FD.io VPP and the Linux kernel. 
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In VPP, for setting the number of CPU cores to be used, we 
had to modify the /etc/vpp/startup.conf configuration file. In the 
CPU segment, we changed the following settings: 

main-core 2 # the main program runs on core 2 
corelist-workers 4, 6 # 2 workers (on 4 and 6) 

VI. MEASUREMENTS AND RESULTS 
As for frame sizes, 64-byte and 84-byte test frames were 

used for IPv4 and IPv6 respectively. These are the smallest 
frame sizes allowed by siitperf. The rationale behind this choice 
was to make the CPU's processing capacity the bottleneck 
(limiting the maximum frame rate), rather than the packet 
transmission capacity of the network interface card. 

It should be noted that since we used a general-purpose 
operating system, random events could occur during our 
measurements, potentially influencing the results. Therefore, 
each test was executed 20 times to achieve statistically reliable 
results.  

As for summarizing function, both median and average was 
used. In the analysis, we primarily relied on median, because it 
is less sensitive to outliers than average. 

To express the consistent or scattered nature of the results, 
we primarily relied on dispersion. It is defined by (1). 

 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚−𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 ⋅ 100% (1) 

In addition, we also included the standard deviation. 
As mentioned, in Section IV.E, siitperf reports the number 

of forwarded packets per direction. Therefore, our results 
should be interpreted accordingly (i.e., they should be 
multiplied by two to obtain the total number of forwarded 
packets per second). 

A. Linux Kernel Packet Forwarding Performance of R620 
The IPv4 and IPv6 packet forwarding performance of the 

Linux kernel was measured as a function of the number of 
active CPU cores. The number of active CPU cores was limited 

using the maxcpus=n kernel parameter, where n took the values 
of 1, 2, 4, 6, 8 and 12.  

The IPv4 packet forwarding performance of the Linux 
kernel as a function of the number of active CPU cores is shown 
in Table I. At first glance, the results show that the performance 
of the DUT scaled up well with the increase of the number of 
active CPU cores. To facilitate a more detailed analysis of the 
results, the second-to-last line of the table shows the 
performance relative to having half as many active CPU cores, 
while the last line displays the relative scale-up, as defined by 
(2). 

 𝑆𝑆(𝑑𝑑) = 𝑃𝑃(𝑑𝑑)/𝑃𝑃(1)/𝑑𝑑 (2) 

Where n is the number of active CPU cores, and P(n) is the 
performance measured (in frames per second) with n active 
CPU core. Its theoretical maximum value is 1. 

A closer inspection of the results shows the following: 

When using 2 CPU cores instead of 1 CPU core, the system 
performance did not double, but only increased by a factor of 
1.7282. There are two main reasons for this phenomenon: 

1. there is a performance cost of running a system with 
multiple cores compared to running a system with a 
single core, 

2. CPU core 0 and the 10GbE Ethernet interfaces used for 
measurement belong to NUMA node 0, but CPU core 
1 belongs to NUMA node 1, which means that CPU 
core 1 can only communicate with the network 
interface via core 0, and this communication overhead 
reduces the performance. 

However, when we used 4 active CPU cores instead of 2, 
the performance doubled by a very good approximation (1.992 
times). The explanation for this is very simple. The above 
factors were already present in the dual core system, so they did 
not cause any additional performance degradation in the quad 
core system.  

 
TABLE II 

THROUGHPUT OF IPV6 PACKET FORWARDING OF THE LINUX KERNEL AS A FUNCTION OF THE NUMBER OF ACTIVE CPU CORES, E5-2620 @ 2 GHZ 
Number of CPU cores 1 2 4 6 8 12 
median (fps) 425,782 732,299 1,466,585 2,176,369 2,658,915 3,766,926 
minimum (fps) 424,951 726,561 1,374,999 1,999,999 2,617,186 3,761,709 
maximum (fps) 426,026 733,467 1,466,974 2,178,284 2,660,414 3,772,095 
average (fps) 425,628 731,888 1,461,745 2,156,176 2,656,771 3,766,972 
standard deviation 291.61 1,481.93 20,459.50 54,645.21 9,443.81 2,679.58 
dispersion (%) 0.25 0.94 6.27 8.19 1.63 0.28 
relative to half as many cores -- 1.7199 2.0027 -- 1.8130 1.7308 
relative scale-up 1 0.8599 0.8611 0.8519 0.7806 0.7373 

 
 

TABLE I 
THROUGHPUT OF IPV4 PACKET FORWARDING OF THE LINUX KERNEL AS A FUNCTION OF THE NUMBER OF ACTIVE CPU CORES, E5-2620 @ 2 GHZ 

Number of CPU cores 1 2 4 6 8 12 
median (fps) 442,782 765,223 1,524,287 2,265,108 2,788,933 3,923,150 
minimum (fps) 442,352 764,369 1,521,483 2,218,749 2,781,247 3,874,999 
maximum (fps) 443,848 768,128 1,525,409 2,268,067 2,790,527 3,929,688 
average (fps) 442,889 765,329 1,524,244 2,262,774 2,787,973 3,918,181 
standard deviation 363.64 814.01 981.57 10,549.55 2,234.20 1,5163.08 
dispersion (%) 0.34 0.49 0.26 2.18 0.33 1.39 
relative to half as many cores -- 1.7282 1.9920 -- 1.8297 1.7320 
relative scale-up 1 0.8641 0.8606 0.8526 0.7873 0.7384 
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In VPP, for setting the number of CPU cores to be used, we 
had to modify the /etc/vpp/startup.conf configuration file. In the 
CPU segment, we changed the following settings: 

main-core 2 # the main program runs on core 2 
corelist-workers 4, 6 # 2 workers (on 4 and 6) 

VI. MEASUREMENTS AND RESULTS 
As for frame sizes, 64-byte and 84-byte test frames were 

used for IPv4 and IPv6 respectively. These are the smallest 
frame sizes allowed by siitperf. The rationale behind this choice 
was to make the CPU's processing capacity the bottleneck 
(limiting the maximum frame rate), rather than the packet 
transmission capacity of the network interface card. 

It should be noted that since we used a general-purpose 
operating system, random events could occur during our 
measurements, potentially influencing the results. Therefore, 
each test was executed 20 times to achieve statistically reliable 
results.  

As for summarizing function, both median and average was 
used. In the analysis, we primarily relied on median, because it 
is less sensitive to outliers than average. 

To express the consistent or scattered nature of the results, 
we primarily relied on dispersion. It is defined by (1). 
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In addition, we also included the standard deviation. 
As mentioned, in Section IV.E, siitperf reports the number 

of forwarded packets per direction. Therefore, our results 
should be interpreted accordingly (i.e., they should be 
multiplied by two to obtain the total number of forwarded 
packets per second). 

A. Linux Kernel Packet Forwarding Performance of R620 
The IPv4 and IPv6 packet forwarding performance of the 

Linux kernel was measured as a function of the number of 
active CPU cores. The number of active CPU cores was limited 

using the maxcpus=n kernel parameter, where n took the values 
of 1, 2, 4, 6, 8 and 12.  

The IPv4 packet forwarding performance of the Linux 
kernel as a function of the number of active CPU cores is shown 
in Table I. At first glance, the results show that the performance 
of the DUT scaled up well with the increase of the number of 
active CPU cores. To facilitate a more detailed analysis of the 
results, the second-to-last line of the table shows the 
performance relative to having half as many active CPU cores, 
while the last line displays the relative scale-up, as defined by 
(2). 

 𝑆𝑆(𝑑𝑑) = 𝑃𝑃(𝑑𝑑)/𝑃𝑃(1)/𝑑𝑑 (2) 

Where n is the number of active CPU cores, and P(n) is the 
performance measured (in frames per second) with n active 
CPU core. Its theoretical maximum value is 1. 

A closer inspection of the results shows the following: 

When using 2 CPU cores instead of 1 CPU core, the system 
performance did not double, but only increased by a factor of 
1.7282. There are two main reasons for this phenomenon: 

1. there is a performance cost of running a system with 
multiple cores compared to running a system with a 
single core, 

2. CPU core 0 and the 10GbE Ethernet interfaces used for 
measurement belong to NUMA node 0, but CPU core 
1 belongs to NUMA node 1, which means that CPU 
core 1 can only communicate with the network 
interface via core 0, and this communication overhead 
reduces the performance. 

However, when we used 4 active CPU cores instead of 2, 
the performance doubled by a very good approximation (1.992 
times). The explanation for this is very simple. The above 
factors were already present in the dual core system, so they did 
not cause any additional performance degradation in the quad 
core system.  
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In VPP, for setting the number of CPU cores to be used, we 
had to modify the /etc/vpp/startup.conf configuration file. In the 
CPU segment, we changed the following settings: 

main-core 2 # the main program runs on core 2 
corelist-workers 4, 6 # 2 workers (on 4 and 6) 

VI. MEASUREMENTS AND RESULTS 
As for frame sizes, 64-byte and 84-byte test frames were 

used for IPv4 and IPv6 respectively. These are the smallest 
frame sizes allowed by siitperf. The rationale behind this choice 
was to make the CPU's processing capacity the bottleneck 
(limiting the maximum frame rate), rather than the packet 
transmission capacity of the network interface card. 

It should be noted that since we used a general-purpose 
operating system, random events could occur during our 
measurements, potentially influencing the results. Therefore, 
each test was executed 20 times to achieve statistically reliable 
results.  

As for summarizing function, both median and average was 
used. In the analysis, we primarily relied on median, because it 
is less sensitive to outliers than average. 

To express the consistent or scattered nature of the results, 
we primarily relied on dispersion. It is defined by (1). 

 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚−𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 ⋅ 100% (1) 

In addition, we also included the standard deviation. 
As mentioned, in Section IV.E, siitperf reports the number 

of forwarded packets per direction. Therefore, our results 
should be interpreted accordingly (i.e., they should be 
multiplied by two to obtain the total number of forwarded 
packets per second). 

A. Linux Kernel Packet Forwarding Performance of R620 
The IPv4 and IPv6 packet forwarding performance of the 

Linux kernel was measured as a function of the number of 
active CPU cores. The number of active CPU cores was limited 

using the maxcpus=n kernel parameter, where n took the values 
of 1, 2, 4, 6, 8 and 12.  

The IPv4 packet forwarding performance of the Linux 
kernel as a function of the number of active CPU cores is shown 
in Table I. At first glance, the results show that the performance 
of the DUT scaled up well with the increase of the number of 
active CPU cores. To facilitate a more detailed analysis of the 
results, the second-to-last line of the table shows the 
performance relative to having half as many active CPU cores, 
while the last line displays the relative scale-up, as defined by 
(2). 

 𝑆𝑆(𝑑𝑑) = 𝑃𝑃(𝑑𝑑)/𝑃𝑃(1)/𝑑𝑑 (2) 

Where n is the number of active CPU cores, and P(n) is the 
performance measured (in frames per second) with n active 
CPU core. Its theoretical maximum value is 1. 

A closer inspection of the results shows the following: 

When using 2 CPU cores instead of 1 CPU core, the system 
performance did not double, but only increased by a factor of 
1.7282. There are two main reasons for this phenomenon: 

1. there is a performance cost of running a system with 
multiple cores compared to running a system with a 
single core, 

2. CPU core 0 and the 10GbE Ethernet interfaces used for 
measurement belong to NUMA node 0, but CPU core 
1 belongs to NUMA node 1, which means that CPU 
core 1 can only communicate with the network 
interface via core 0, and this communication overhead 
reduces the performance. 

However, when we used 4 active CPU cores instead of 2, 
the performance doubled by a very good approximation (1.992 
times). The explanation for this is very simple. The above 
factors were already present in the dual core system, so they did 
not cause any additional performance degradation in the quad 
core system.  
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dispersion (%) 0.25 0.94 6.27 8.19 1.63 0.28 
relative to half as many cores -- 1.7199 2.0027 -- 1.8130 1.7308 
relative scale-up 1 0.8599 0.8611 0.8519 0.7806 0.7373 
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In VPP, for setting the number of CPU cores to be used, we 
had to modify the /etc/vpp/startup.conf configuration file. In the 
CPU segment, we changed the following settings: 

main-core 2 # the main program runs on core 2 
corelist-workers 4, 6 # 2 workers (on 4 and 6) 

VI. MEASUREMENTS AND RESULTS 
As for frame sizes, 64-byte and 84-byte test frames were 

used for IPv4 and IPv6 respectively. These are the smallest 
frame sizes allowed by siitperf. The rationale behind this choice 
was to make the CPU's processing capacity the bottleneck 
(limiting the maximum frame rate), rather than the packet 
transmission capacity of the network interface card. 

It should be noted that since we used a general-purpose 
operating system, random events could occur during our 
measurements, potentially influencing the results. Therefore, 
each test was executed 20 times to achieve statistically reliable 
results.  

As for summarizing function, both median and average was 
used. In the analysis, we primarily relied on median, because it 
is less sensitive to outliers than average. 

To express the consistent or scattered nature of the results, 
we primarily relied on dispersion. It is defined by (1). 
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𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 ⋅ 100% (1) 

In addition, we also included the standard deviation. 
As mentioned, in Section IV.E, siitperf reports the number 

of forwarded packets per direction. Therefore, our results 
should be interpreted accordingly (i.e., they should be 
multiplied by two to obtain the total number of forwarded 
packets per second). 

A. Linux Kernel Packet Forwarding Performance of R620 
The IPv4 and IPv6 packet forwarding performance of the 

Linux kernel was measured as a function of the number of 
active CPU cores. The number of active CPU cores was limited 

using the maxcpus=n kernel parameter, where n took the values 
of 1, 2, 4, 6, 8 and 12.  

The IPv4 packet forwarding performance of the Linux 
kernel as a function of the number of active CPU cores is shown 
in Table I. At first glance, the results show that the performance 
of the DUT scaled up well with the increase of the number of 
active CPU cores. To facilitate a more detailed analysis of the 
results, the second-to-last line of the table shows the 
performance relative to having half as many active CPU cores, 
while the last line displays the relative scale-up, as defined by 
(2). 

 𝑆𝑆(𝑑𝑑) = 𝑃𝑃(𝑑𝑑)/𝑃𝑃(1)/𝑑𝑑 (2) 

Where n is the number of active CPU cores, and P(n) is the 
performance measured (in frames per second) with n active 
CPU core. Its theoretical maximum value is 1. 

A closer inspection of the results shows the following: 

When using 2 CPU cores instead of 1 CPU core, the system 
performance did not double, but only increased by a factor of 
1.7282. There are two main reasons for this phenomenon: 

1. there is a performance cost of running a system with 
multiple cores compared to running a system with a 
single core, 

2. CPU core 0 and the 10GbE Ethernet interfaces used for 
measurement belong to NUMA node 0, but CPU core 
1 belongs to NUMA node 1, which means that CPU 
core 1 can only communicate with the network 
interface via core 0, and this communication overhead 
reduces the performance. 

However, when we used 4 active CPU cores instead of 2, 
the performance doubled by a very good approximation (1.992 
times). The explanation for this is very simple. The above 
factors were already present in the dual core system, so they did 
not cause any additional performance degradation in the quad 
core system.  
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In VPP, for setting the number of CPU cores to be used, we 
had to modify the /etc/vpp/startup.conf configuration file. In the 
CPU segment, we changed the following settings: 

main-core 2 # the main program runs on core 2 
corelist-workers 4, 6 # 2 workers (on 4 and 6) 

VI. MEASUREMENTS AND RESULTS 
As for frame sizes, 64-byte and 84-byte test frames were 

used for IPv4 and IPv6 respectively. These are the smallest 
frame sizes allowed by siitperf. The rationale behind this choice 
was to make the CPU's processing capacity the bottleneck 
(limiting the maximum frame rate), rather than the packet 
transmission capacity of the network interface card. 

It should be noted that since we used a general-purpose 
operating system, random events could occur during our 
measurements, potentially influencing the results. Therefore, 
each test was executed 20 times to achieve statistically reliable 
results.  

As for summarizing function, both median and average was 
used. In the analysis, we primarily relied on median, because it 
is less sensitive to outliers than average. 

To express the consistent or scattered nature of the results, 
we primarily relied on dispersion. It is defined by (1). 

 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚−𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 ⋅ 100% (1) 

In addition, we also included the standard deviation. 
As mentioned, in Section IV.E, siitperf reports the number 

of forwarded packets per direction. Therefore, our results 
should be interpreted accordingly (i.e., they should be 
multiplied by two to obtain the total number of forwarded 
packets per second). 

A. Linux Kernel Packet Forwarding Performance of R620 
The IPv4 and IPv6 packet forwarding performance of the 

Linux kernel was measured as a function of the number of 
active CPU cores. The number of active CPU cores was limited 

using the maxcpus=n kernel parameter, where n took the values 
of 1, 2, 4, 6, 8 and 12.  

The IPv4 packet forwarding performance of the Linux 
kernel as a function of the number of active CPU cores is shown 
in Table I. At first glance, the results show that the performance 
of the DUT scaled up well with the increase of the number of 
active CPU cores. To facilitate a more detailed analysis of the 
results, the second-to-last line of the table shows the 
performance relative to having half as many active CPU cores, 
while the last line displays the relative scale-up, as defined by 
(2). 

 𝑆𝑆(𝑑𝑑) = 𝑃𝑃(𝑑𝑑)/𝑃𝑃(1)/𝑑𝑑 (2) 

Where n is the number of active CPU cores, and P(n) is the 
performance measured (in frames per second) with n active 
CPU core. Its theoretical maximum value is 1. 

A closer inspection of the results shows the following: 

When using 2 CPU cores instead of 1 CPU core, the system 
performance did not double, but only increased by a factor of 
1.7282. There are two main reasons for this phenomenon: 

1. there is a performance cost of running a system with 
multiple cores compared to running a system with a 
single core, 

2. CPU core 0 and the 10GbE Ethernet interfaces used for 
measurement belong to NUMA node 0, but CPU core 
1 belongs to NUMA node 1, which means that CPU 
core 1 can only communicate with the network 
interface via core 0, and this communication overhead 
reduces the performance. 

However, when we used 4 active CPU cores instead of 2, 
the performance doubled by a very good approximation (1.992 
times). The explanation for this is very simple. The above 
factors were already present in the dual core system, so they did 
not cause any additional performance degradation in the quad 
core system.  
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In VPP, for setting the number of CPU cores to be used, we 
had to modify the /etc/vpp/startup.conf configuration file. In the 
CPU segment, we changed the following settings: 

main-core 2 # the main program runs on core 2 
corelist-workers 4, 6 # 2 workers (on 4 and 6) 

VI. MEASUREMENTS AND RESULTS 
As for frame sizes, 64-byte and 84-byte test frames were 

used for IPv4 and IPv6 respectively. These are the smallest 
frame sizes allowed by siitperf. The rationale behind this choice 
was to make the CPU's processing capacity the bottleneck 
(limiting the maximum frame rate), rather than the packet 
transmission capacity of the network interface card. 

It should be noted that since we used a general-purpose 
operating system, random events could occur during our 
measurements, potentially influencing the results. Therefore, 
each test was executed 20 times to achieve statistically reliable 
results.  

As for summarizing function, both median and average was 
used. In the analysis, we primarily relied on median, because it 
is less sensitive to outliers than average. 

To express the consistent or scattered nature of the results, 
we primarily relied on dispersion. It is defined by (1). 
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𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 ⋅ 100% (1) 

In addition, we also included the standard deviation. 
As mentioned, in Section IV.E, siitperf reports the number 

of forwarded packets per direction. Therefore, our results 
should be interpreted accordingly (i.e., they should be 
multiplied by two to obtain the total number of forwarded 
packets per second). 

A. Linux Kernel Packet Forwarding Performance of R620 
The IPv4 and IPv6 packet forwarding performance of the 

Linux kernel was measured as a function of the number of 
active CPU cores. The number of active CPU cores was limited 

using the maxcpus=n kernel parameter, where n took the values 
of 1, 2, 4, 6, 8 and 12.  

The IPv4 packet forwarding performance of the Linux 
kernel as a function of the number of active CPU cores is shown 
in Table I. At first glance, the results show that the performance 
of the DUT scaled up well with the increase of the number of 
active CPU cores. To facilitate a more detailed analysis of the 
results, the second-to-last line of the table shows the 
performance relative to having half as many active CPU cores, 
while the last line displays the relative scale-up, as defined by 
(2). 

 𝑆𝑆(𝑑𝑑) = 𝑃𝑃(𝑑𝑑)/𝑃𝑃(1)/𝑑𝑑 (2) 

Where n is the number of active CPU cores, and P(n) is the 
performance measured (in frames per second) with n active 
CPU core. Its theoretical maximum value is 1. 

A closer inspection of the results shows the following: 

When using 2 CPU cores instead of 1 CPU core, the system 
performance did not double, but only increased by a factor of 
1.7282. There are two main reasons for this phenomenon: 

1. there is a performance cost of running a system with 
multiple cores compared to running a system with a 
single core, 

2. CPU core 0 and the 10GbE Ethernet interfaces used for 
measurement belong to NUMA node 0, but CPU core 
1 belongs to NUMA node 1, which means that CPU 
core 1 can only communicate with the network 
interface via core 0, and this communication overhead 
reduces the performance. 

However, when we used 4 active CPU cores instead of 2, 
the performance doubled by a very good approximation (1.992 
times). The explanation for this is very simple. The above 
factors were already present in the dual core system, so they did 
not cause any additional performance degradation in the quad 
core system.  
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In VPP, for setting the number of CPU cores to be used, we 
had to modify the /etc/vpp/startup.conf configuration file. In the 
CPU segment, we changed the following settings: 

main-core 2 # the main program runs on core 2 
corelist-workers 4, 6 # 2 workers (on 4 and 6) 

VI. MEASUREMENTS AND RESULTS 
As for frame sizes, 64-byte and 84-byte test frames were 

used for IPv4 and IPv6 respectively. These are the smallest 
frame sizes allowed by siitperf. The rationale behind this choice 
was to make the CPU's processing capacity the bottleneck 
(limiting the maximum frame rate), rather than the packet 
transmission capacity of the network interface card. 

It should be noted that since we used a general-purpose 
operating system, random events could occur during our 
measurements, potentially influencing the results. Therefore, 
each test was executed 20 times to achieve statistically reliable 
results.  

As for summarizing function, both median and average was 
used. In the analysis, we primarily relied on median, because it 
is less sensitive to outliers than average. 

To express the consistent or scattered nature of the results, 
we primarily relied on dispersion. It is defined by (1). 
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In addition, we also included the standard deviation. 
As mentioned, in Section IV.E, siitperf reports the number 

of forwarded packets per direction. Therefore, our results 
should be interpreted accordingly (i.e., they should be 
multiplied by two to obtain the total number of forwarded 
packets per second). 

A. Linux Kernel Packet Forwarding Performance of R620 
The IPv4 and IPv6 packet forwarding performance of the 

Linux kernel was measured as a function of the number of 
active CPU cores. The number of active CPU cores was limited 

using the maxcpus=n kernel parameter, where n took the values 
of 1, 2, 4, 6, 8 and 12.  

The IPv4 packet forwarding performance of the Linux 
kernel as a function of the number of active CPU cores is shown 
in Table I. At first glance, the results show that the performance 
of the DUT scaled up well with the increase of the number of 
active CPU cores. To facilitate a more detailed analysis of the 
results, the second-to-last line of the table shows the 
performance relative to having half as many active CPU cores, 
while the last line displays the relative scale-up, as defined by 
(2). 

 𝑆𝑆(𝑑𝑑) = 𝑃𝑃(𝑑𝑑)/𝑃𝑃(1)/𝑑𝑑 (2) 

Where n is the number of active CPU cores, and P(n) is the 
performance measured (in frames per second) with n active 
CPU core. Its theoretical maximum value is 1. 

A closer inspection of the results shows the following: 

When using 2 CPU cores instead of 1 CPU core, the system 
performance did not double, but only increased by a factor of 
1.7282. There are two main reasons for this phenomenon: 

1. there is a performance cost of running a system with 
multiple cores compared to running a system with a 
single core, 

2. CPU core 0 and the 10GbE Ethernet interfaces used for 
measurement belong to NUMA node 0, but CPU core 
1 belongs to NUMA node 1, which means that CPU 
core 1 can only communicate with the network 
interface via core 0, and this communication overhead 
reduces the performance. 

However, when we used 4 active CPU cores instead of 2, 
the performance doubled by a very good approximation (1.992 
times). The explanation for this is very simple. The above 
factors were already present in the dual core system, so they did 
not cause any additional performance degradation in the quad 
core system.  

 
TABLE II 

THROUGHPUT OF IPV6 PACKET FORWARDING OF THE LINUX KERNEL AS A FUNCTION OF THE NUMBER OF ACTIVE CPU CORES, E5-2620 @ 2 GHZ 
Number of CPU cores 1 2 4 6 8 12 
median (fps) 425,782 732,299 1,466,585 2,176,369 2,658,915 3,766,926 
minimum (fps) 424,951 726,561 1,374,999 1,999,999 2,617,186 3,761,709 
maximum (fps) 426,026 733,467 1,466,974 2,178,284 2,660,414 3,772,095 
average (fps) 425,628 731,888 1,461,745 2,156,176 2,656,771 3,766,972 
standard deviation 291.61 1,481.93 20,459.50 54,645.21 9,443.81 2,679.58 
dispersion (%) 0.25 0.94 6.27 8.19 1.63 0.28 
relative to half as many cores -- 1.7199 2.0027 -- 1.8130 1.7308 
relative scale-up 1 0.8599 0.8611 0.8519 0.7806 0.7373 

 
 

TABLE I 
THROUGHPUT OF IPV4 PACKET FORWARDING OF THE LINUX KERNEL AS A FUNCTION OF THE NUMBER OF ACTIVE CPU CORES, E5-2620 @ 2 GHZ 

Number of CPU cores 1 2 4 6 8 12 
median (fps) 442,782 765,223 1,524,287 2,265,108 2,788,933 3,923,150 
minimum (fps) 442,352 764,369 1,521,483 2,218,749 2,781,247 3,874,999 
maximum (fps) 443,848 768,128 1,525,409 2,268,067 2,790,527 3,929,688 
average (fps) 442,889 765,329 1,524,244 2,262,774 2,787,973 3,918,181 
standard deviation 363.64 814.01 981.57 10,549.55 2,234.20 1,5163.08 
dispersion (%) 0.34 0.49 0.26 2.18 0.33 1.39 
relative to half as many cores -- 1.7282 1.9920 -- 1.8297 1.7320 
relative scale-up 1 0.8641 0.8606 0.8526 0.7873 0.7384 

 
 

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 

4 

In VPP, for setting the number of CPU cores to be used, we 
had to modify the /etc/vpp/startup.conf configuration file. In the 
CPU segment, we changed the following settings: 

main-core 2 # the main program runs on core 2 
corelist-workers 4, 6 # 2 workers (on 4 and 6) 

VI. MEASUREMENTS AND RESULTS 
As for frame sizes, 64-byte and 84-byte test frames were 

used for IPv4 and IPv6 respectively. These are the smallest 
frame sizes allowed by siitperf. The rationale behind this choice 
was to make the CPU's processing capacity the bottleneck 
(limiting the maximum frame rate), rather than the packet 
transmission capacity of the network interface card. 

It should be noted that since we used a general-purpose 
operating system, random events could occur during our 
measurements, potentially influencing the results. Therefore, 
each test was executed 20 times to achieve statistically reliable 
results.  

As for summarizing function, both median and average was 
used. In the analysis, we primarily relied on median, because it 
is less sensitive to outliers than average. 

To express the consistent or scattered nature of the results, 
we primarily relied on dispersion. It is defined by (1). 

 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚−𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 ⋅ 100% (1) 

In addition, we also included the standard deviation. 
As mentioned, in Section IV.E, siitperf reports the number 

of forwarded packets per direction. Therefore, our results 
should be interpreted accordingly (i.e., they should be 
multiplied by two to obtain the total number of forwarded 
packets per second). 

A. Linux Kernel Packet Forwarding Performance of R620 
The IPv4 and IPv6 packet forwarding performance of the 

Linux kernel was measured as a function of the number of 
active CPU cores. The number of active CPU cores was limited 

using the maxcpus=n kernel parameter, where n took the values 
of 1, 2, 4, 6, 8 and 12.  

The IPv4 packet forwarding performance of the Linux 
kernel as a function of the number of active CPU cores is shown 
in Table I. At first glance, the results show that the performance 
of the DUT scaled up well with the increase of the number of 
active CPU cores. To facilitate a more detailed analysis of the 
results, the second-to-last line of the table shows the 
performance relative to having half as many active CPU cores, 
while the last line displays the relative scale-up, as defined by 
(2). 

 𝑆𝑆(𝑑𝑑) = 𝑃𝑃(𝑑𝑑)/𝑃𝑃(1)/𝑑𝑑 (2) 

Where n is the number of active CPU cores, and P(n) is the 
performance measured (in frames per second) with n active 
CPU core. Its theoretical maximum value is 1. 

A closer inspection of the results shows the following: 

When using 2 CPU cores instead of 1 CPU core, the system 
performance did not double, but only increased by a factor of 
1.7282. There are two main reasons for this phenomenon: 

1. there is a performance cost of running a system with 
multiple cores compared to running a system with a 
single core, 

2. CPU core 0 and the 10GbE Ethernet interfaces used for 
measurement belong to NUMA node 0, but CPU core 
1 belongs to NUMA node 1, which means that CPU 
core 1 can only communicate with the network 
interface via core 0, and this communication overhead 
reduces the performance. 

However, when we used 4 active CPU cores instead of 2, 
the performance doubled by a very good approximation (1.992 
times). The explanation for this is very simple. The above 
factors were already present in the dual core system, so they did 
not cause any additional performance degradation in the quad 
core system.  

 
TABLE II 

THROUGHPUT OF IPV6 PACKET FORWARDING OF THE LINUX KERNEL AS A FUNCTION OF THE NUMBER OF ACTIVE CPU CORES, E5-2620 @ 2 GHZ 
Number of CPU cores 1 2 4 6 8 12 
median (fps) 425,782 732,299 1,466,585 2,176,369 2,658,915 3,766,926 
minimum (fps) 424,951 726,561 1,374,999 1,999,999 2,617,186 3,761,709 
maximum (fps) 426,026 733,467 1,466,974 2,178,284 2,660,414 3,772,095 
average (fps) 425,628 731,888 1,461,745 2,156,176 2,656,771 3,766,972 
standard deviation 291.61 1,481.93 20,459.50 54,645.21 9,443.81 2,679.58 
dispersion (%) 0.25 0.94 6.27 8.19 1.63 0.28 
relative to half as many cores -- 1.7199 2.0027 -- 1.8130 1.7308 
relative scale-up 1 0.8599 0.8611 0.8519 0.7806 0.7373 
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median (fps) 442,782 765,223 1,524,287 2,265,108 2,788,933 3,923,150 
minimum (fps) 442,352 764,369 1,521,483 2,218,749 2,781,247 3,874,999 
maximum (fps) 443,848 768,128 1,525,409 2,268,067 2,790,527 3,929,688 
average (fps) 442,889 765,329 1,524,244 2,262,774 2,787,973 3,918,181 
standard deviation 363.64 814.01 981.57 10,549.55 2,234.20 1,5163.08 
dispersion (%) 0.34 0.49 0.26 2.18 0.33 1.39 
relative to half as many cores -- 1.7282 1.9920 -- 1.8297 1.7320 
relative scale-up 1 0.8641 0.8606 0.8526 0.7873 0.7384 
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In VPP, for setting the number of CPU cores to be used, we 
had to modify the /etc/vpp/startup.conf configuration file. In the 
CPU segment, we changed the following settings: 

main-core 2 # the main program runs on core 2 
corelist-workers 4, 6 # 2 workers (on 4 and 6) 

VI. MEASUREMENTS AND RESULTS 
As for frame sizes, 64-byte and 84-byte test frames were 

used for IPv4 and IPv6 respectively. These are the smallest 
frame sizes allowed by siitperf. The rationale behind this choice 
was to make the CPU's processing capacity the bottleneck 
(limiting the maximum frame rate), rather than the packet 
transmission capacity of the network interface card. 

It should be noted that since we used a general-purpose 
operating system, random events could occur during our 
measurements, potentially influencing the results. Therefore, 
each test was executed 20 times to achieve statistically reliable 
results.  

As for summarizing function, both median and average was 
used. In the analysis, we primarily relied on median, because it 
is less sensitive to outliers than average. 

To express the consistent or scattered nature of the results, 
we primarily relied on dispersion. It is defined by (1). 

 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚−𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 ⋅ 100% (1) 

In addition, we also included the standard deviation. 
As mentioned, in Section IV.E, siitperf reports the number 

of forwarded packets per direction. Therefore, our results 
should be interpreted accordingly (i.e., they should be 
multiplied by two to obtain the total number of forwarded 
packets per second). 

A. Linux Kernel Packet Forwarding Performance of R620 
The IPv4 and IPv6 packet forwarding performance of the 

Linux kernel was measured as a function of the number of 
active CPU cores. The number of active CPU cores was limited 

using the maxcpus=n kernel parameter, where n took the values 
of 1, 2, 4, 6, 8 and 12.  

The IPv4 packet forwarding performance of the Linux 
kernel as a function of the number of active CPU cores is shown 
in Table I. At first glance, the results show that the performance 
of the DUT scaled up well with the increase of the number of 
active CPU cores. To facilitate a more detailed analysis of the 
results, the second-to-last line of the table shows the 
performance relative to having half as many active CPU cores, 
while the last line displays the relative scale-up, as defined by 
(2). 

 𝑆𝑆(𝑑𝑑) = 𝑃𝑃(𝑑𝑑)/𝑃𝑃(1)/𝑑𝑑 (2) 

Where n is the number of active CPU cores, and P(n) is the 
performance measured (in frames per second) with n active 
CPU core. Its theoretical maximum value is 1. 

A closer inspection of the results shows the following: 

When using 2 CPU cores instead of 1 CPU core, the system 
performance did not double, but only increased by a factor of 
1.7282. There are two main reasons for this phenomenon: 

1. there is a performance cost of running a system with 
multiple cores compared to running a system with a 
single core, 

2. CPU core 0 and the 10GbE Ethernet interfaces used for 
measurement belong to NUMA node 0, but CPU core 
1 belongs to NUMA node 1, which means that CPU 
core 1 can only communicate with the network 
interface via core 0, and this communication overhead 
reduces the performance. 

However, when we used 4 active CPU cores instead of 2, 
the performance doubled by a very good approximation (1.992 
times). The explanation for this is very simple. The above 
factors were already present in the dual core system, so they did 
not cause any additional performance degradation in the quad 
core system.  

 
TABLE II 

THROUGHPUT OF IPV6 PACKET FORWARDING OF THE LINUX KERNEL AS A FUNCTION OF THE NUMBER OF ACTIVE CPU CORES, E5-2620 @ 2 GHZ 
Number of CPU cores 1 2 4 6 8 12 
median (fps) 425,782 732,299 1,466,585 2,176,369 2,658,915 3,766,926 
minimum (fps) 424,951 726,561 1,374,999 1,999,999 2,617,186 3,761,709 
maximum (fps) 426,026 733,467 1,466,974 2,178,284 2,660,414 3,772,095 
average (fps) 425,628 731,888 1,461,745 2,156,176 2,656,771 3,766,972 
standard deviation 291.61 1,481.93 20,459.50 54,645.21 9,443.81 2,679.58 
dispersion (%) 0.25 0.94 6.27 8.19 1.63 0.28 
relative to half as many cores -- 1.7199 2.0027 -- 1.8130 1.7308 
relative scale-up 1 0.8599 0.8611 0.8519 0.7806 0.7373 
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THROUGHPUT OF IPV4 PACKET FORWARDING OF THE LINUX KERNEL AS A FUNCTION OF THE NUMBER OF ACTIVE CPU CORES, E5-2620 @ 2 GHZ 

Number of CPU cores 1 2 4 6 8 12 
median (fps) 442,782 765,223 1,524,287 2,265,108 2,788,933 3,923,150 
minimum (fps) 442,352 764,369 1,521,483 2,218,749 2,781,247 3,874,999 
maximum (fps) 443,848 768,128 1,525,409 2,268,067 2,790,527 3,929,688 
average (fps) 442,889 765,329 1,524,244 2,262,774 2,787,973 3,918,181 
standard deviation 363.64 814.01 981.57 10,549.55 2,234.20 1,5163.08 
dispersion (%) 0.34 0.49 0.26 2.18 0.33 1.39 
relative to half as many cores -- 1.7282 1.9920 -- 1.8297 1.7320 
relative scale-up 1 0.8641 0.8606 0.8526 0.7873 0.7384 
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Further on, the performance of the 8-core system compared 
to a 4-core system is only 1.8297 times higher, and the 
comparison of performance of the 12-core system and the 6-
core system shows only a 1.732 times increase. There may 
already be other reasons for this degraded increase, such as the 
fact that all CPU cores share the same network interfaces and, 
as their number increases, they are already interfering with each 
other to some extent by competing for the access to the network 
interfaces.  

In conclusion, we observed that the performance of the 
system scaled up well: the throughput of the 12-core system 
instead the 1-core system increased from 442,782 fps to 
3,923,150 fps, which means an 8.86 times increase. 

The results of the throughput measurements for the IPv6 
packet forwarding performance of the Linux kernel are shown 
in Table II. These results are essentially highly similar to those 
in Table I. There are two striking differences: 

 The dispersion values are remarkably larger for 4 and 
6 CPU cores. This is because one of the tests at 
1,375,000 fps frame rate with 4 CPU cores and one of 
the tests at 2,000,000 fps frame rate with 6 CPU cores 
failed. These may be due to some relatively rare events 
in the system. The average is obviously affected by 
these outliers, which justifies our usage of median as 
summarizing function. 

 The IPv6 throughput is slightly lower than the IPv4 
throughput. There are two possible root causes for this: 
firstly, the frame size was larger for the IPv6 
measurements, and secondly, the IPv6 addresses are 
four times as long as IPv4 addresses. 

B. FD.io VPP Packet Forwarding Performance of R620 
In order to measure the throughput of the FD.io VPP IPv4 

and IPv6 packet forwarding, we used the CPU core 2 as the 
main core and 1 or 2 workers running on CPU cores with even 
or odd serial numbers to examine the performance of the test 
system and to gain insight into its scalability. When the CPU 
cores with even serial numbers were used with a single worker, 

we tested both core 4 and core 6 to check if there was a 
difference. Then they both were used with two workers. In the 
case of CPU cores with the odd serial numbers, the same was 
done with core 3, core 5, and finally, with cores 3 and 5.  

At the time of our preliminary measurements using FD.io 
VPP with 2 workers, it was found that the Tester became the 
bottleneck, and thus we could not measure the true performance 
of the DUT. However, we considered it highly important to be 
able to measure the scalability of FD.io VPP at least up to two 
CPU cores. Therefore, the CPU clock frequency was set to 1.2 
GHz (instead of 2 GHz, the nominal clock frequency of the 
CPU) to be able to perform the measurements using two 
workers.  

The results of our throughput measurements of the IPv4 
packet forwarding performance of FD.io VPP are shown in 
Table III. Core 4 and core 6 show nearly identical performance, 
with frame rates of 2,091,964 fps and 2,096,376 fps, 
respectively. When two workers were used across both cores 
the median frame rate roughly doubled to 4,187,904 fps. This 
indicates that the system scales efficiently, maximizing 
processing capacity without significant bottlenecks.  The same 
can be said for the CPU cores with odd serial numbers. 
However, for those cores, the median value was more than 18% 
lower, which is clearly due to using the different NUMA node. 

As for the quality of the results, with a single worker thread, 
the dispersion is always below 0.3%, so the results are highly 
stable. With two worker threads, the dispersion increased 
significantly, but still remained below 2%.  

The results of our throughput measurements characterizing 
the performance of the FD.io VPP IPv6 packet forwarding are 
shown in Table IV. These results are basically very similar to 
the results in Table III. There is one visible difference: the IPv6 
throughput is slightly lower than the IPv4 throughput. The 
possible reasons for this were explained in section A. 

C. Comparison of the Performance of the Linux kernel and 
FD.io VPP using an R620 Server as DUT 

The performance and scalability of the Linux kernel and 
 
 

TABLE III 
THROUGHPUT OF IPV4 PACKET FORWARDING OF THE FD.IO VPP AS A FUNCTION OF THE NUMBER AND INSTANCE OF THE ACTIVE CPU CORES, E5-2620 @ 1.2GHZ 

Used CPU cores 4th 6th 4th & 6th 3rd 5th 3rd & 5th 
Number of workers 1 1 2 1 1 2 
median (fps) 2,091,964 2,096,376 4,187,904 1,700,940 1,697,002 3,432,319 
minimum (fps) 2,089,688 2,093,309 4,183,576 1,699,461 1,695,153 3,390,624 
maximum (fps) 2,093,880 2,099,060 4,238,282 1,702,287 1,698,181 3,448,609 
average (fps) 2,091,944 2,096,289 4,191,721 1,700,981 1,696,889 3,431,086 
standard deviation 1,501.18 1,721.36 12,034.38 849.40 726.75 13,274.60 
dispersion (%) 0.20 0.27 1.31 0.17 0.18 1.69 

 
 

TABLE IV 
THROUGHPUT OF IPV6 PACKET FORWARDING OF THE FD.IO VPP AS A FUNCTION OF THE NUMBER AND INSTANCE OF THE ACTIVE CPU CORES, E5-2620 @ 1.2GHZ 

Used CPU cores 4th 6th 4th & 6th 3rd 5th 3rd & 5th 
Number of workers 1 1 2 1 1 2 
median (fps) 1,919,142 1,926,082 3,876,009 1,526,365 1,587,369 3,188,186 
minimum (fps) 1,916,951 1,923,811 3,866,209 1,517,536 1,585,936 3,124,999 
maximum (fps) 1,921,052 1,928,529 3,908,204 1,528,194 1,588,904 3,195,313 
average (fps) 1,918,898 1,926,321 3,878,199 1,525,300 1,587,528 3,185,315 
standard deviation 1,120.34 1,119.19 10,495.01 3,163.36 746.77 14,657.38 
dispersion (%) 0.21 0.24 1.08 0.70 0.19 2.21 
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Further on, the performance of the 8-core system compared 
to a 4-core system is only 1.8297 times higher, and the 
comparison of performance of the 12-core system and the 6-
core system shows only a 1.732 times increase. There may 
already be other reasons for this degraded increase, such as the 
fact that all CPU cores share the same network interfaces and, 
as their number increases, they are already interfering with each 
other to some extent by competing for the access to the network 
interfaces.  

In conclusion, we observed that the performance of the 
system scaled up well: the throughput of the 12-core system 
instead the 1-core system increased from 442,782 fps to 
3,923,150 fps, which means an 8.86 times increase. 

The results of the throughput measurements for the IPv6 
packet forwarding performance of the Linux kernel are shown 
in Table II. These results are essentially highly similar to those 
in Table I. There are two striking differences: 

 The dispersion values are remarkably larger for 4 and 
6 CPU cores. This is because one of the tests at 
1,375,000 fps frame rate with 4 CPU cores and one of 
the tests at 2,000,000 fps frame rate with 6 CPU cores 
failed. These may be due to some relatively rare events 
in the system. The average is obviously affected by 
these outliers, which justifies our usage of median as 
summarizing function. 

 The IPv6 throughput is slightly lower than the IPv4 
throughput. There are two possible root causes for this: 
firstly, the frame size was larger for the IPv6 
measurements, and secondly, the IPv6 addresses are 
four times as long as IPv4 addresses. 

B. FD.io VPP Packet Forwarding Performance of R620 
In order to measure the throughput of the FD.io VPP IPv4 

and IPv6 packet forwarding, we used the CPU core 2 as the 
main core and 1 or 2 workers running on CPU cores with even 
or odd serial numbers to examine the performance of the test 
system and to gain insight into its scalability. When the CPU 
cores with even serial numbers were used with a single worker, 

we tested both core 4 and core 6 to check if there was a 
difference. Then they both were used with two workers. In the 
case of CPU cores with the odd serial numbers, the same was 
done with core 3, core 5, and finally, with cores 3 and 5.  

At the time of our preliminary measurements using FD.io 
VPP with 2 workers, it was found that the Tester became the 
bottleneck, and thus we could not measure the true performance 
of the DUT. However, we considered it highly important to be 
able to measure the scalability of FD.io VPP at least up to two 
CPU cores. Therefore, the CPU clock frequency was set to 1.2 
GHz (instead of 2 GHz, the nominal clock frequency of the 
CPU) to be able to perform the measurements using two 
workers.  

The results of our throughput measurements of the IPv4 
packet forwarding performance of FD.io VPP are shown in 
Table III. Core 4 and core 6 show nearly identical performance, 
with frame rates of 2,091,964 fps and 2,096,376 fps, 
respectively. When two workers were used across both cores 
the median frame rate roughly doubled to 4,187,904 fps. This 
indicates that the system scales efficiently, maximizing 
processing capacity without significant bottlenecks.  The same 
can be said for the CPU cores with odd serial numbers. 
However, for those cores, the median value was more than 18% 
lower, which is clearly due to using the different NUMA node. 

As for the quality of the results, with a single worker thread, 
the dispersion is always below 0.3%, so the results are highly 
stable. With two worker threads, the dispersion increased 
significantly, but still remained below 2%.  

The results of our throughput measurements characterizing 
the performance of the FD.io VPP IPv6 packet forwarding are 
shown in Table IV. These results are basically very similar to 
the results in Table III. There is one visible difference: the IPv6 
throughput is slightly lower than the IPv4 throughput. The 
possible reasons for this were explained in section A. 

C. Comparison of the Performance of the Linux kernel and 
FD.io VPP using an R620 Server as DUT 

The performance and scalability of the Linux kernel and 
 
 

TABLE III 
THROUGHPUT OF IPV4 PACKET FORWARDING OF THE FD.IO VPP AS A FUNCTION OF THE NUMBER AND INSTANCE OF THE ACTIVE CPU CORES, E5-2620 @ 1.2GHZ 

Used CPU cores 4th 6th 4th & 6th 3rd 5th 3rd & 5th 
Number of workers 1 1 2 1 1 2 
median (fps) 2,091,964 2,096,376 4,187,904 1,700,940 1,697,002 3,432,319 
minimum (fps) 2,089,688 2,093,309 4,183,576 1,699,461 1,695,153 3,390,624 
maximum (fps) 2,093,880 2,099,060 4,238,282 1,702,287 1,698,181 3,448,609 
average (fps) 2,091,944 2,096,289 4,191,721 1,700,981 1,696,889 3,431,086 
standard deviation 1,501.18 1,721.36 12,034.38 849.40 726.75 13,274.60 
dispersion (%) 0.20 0.27 1.31 0.17 0.18 1.69 
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median (fps) 1,919,142 1,926,082 3,876,009 1,526,365 1,587,369 3,188,186 
minimum (fps) 1,916,951 1,923,811 3,866,209 1,517,536 1,585,936 3,124,999 
maximum (fps) 1,921,052 1,928,529 3,908,204 1,528,194 1,588,904 3,195,313 
average (fps) 1,918,898 1,926,321 3,878,199 1,525,300 1,587,528 3,185,315 
standard deviation 1,120.34 1,119.19 10,495.01 3,163.36 746.77 14,657.38 
dispersion (%) 0.21 0.24 1.08 0.70 0.19 2.21 
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Further on, the performance of the 8-core system compared 
to a 4-core system is only 1.8297 times higher, and the 
comparison of performance of the 12-core system and the 6-
core system shows only a 1.732 times increase. There may 
already be other reasons for this degraded increase, such as the 
fact that all CPU cores share the same network interfaces and, 
as their number increases, they are already interfering with each 
other to some extent by competing for the access to the network 
interfaces.  

In conclusion, we observed that the performance of the 
system scaled up well: the throughput of the 12-core system 
instead the 1-core system increased from 442,782 fps to 
3,923,150 fps, which means an 8.86 times increase. 

The results of the throughput measurements for the IPv6 
packet forwarding performance of the Linux kernel are shown 
in Table II. These results are essentially highly similar to those 
in Table I. There are two striking differences: 

 The dispersion values are remarkably larger for 4 and 
6 CPU cores. This is because one of the tests at 
1,375,000 fps frame rate with 4 CPU cores and one of 
the tests at 2,000,000 fps frame rate with 6 CPU cores 
failed. These may be due to some relatively rare events 
in the system. The average is obviously affected by 
these outliers, which justifies our usage of median as 
summarizing function. 

 The IPv6 throughput is slightly lower than the IPv4 
throughput. There are two possible root causes for this: 
firstly, the frame size was larger for the IPv6 
measurements, and secondly, the IPv6 addresses are 
four times as long as IPv4 addresses. 

B. FD.io VPP Packet Forwarding Performance of R620 
In order to measure the throughput of the FD.io VPP IPv4 

and IPv6 packet forwarding, we used the CPU core 2 as the 
main core and 1 or 2 workers running on CPU cores with even 
or odd serial numbers to examine the performance of the test 
system and to gain insight into its scalability. When the CPU 
cores with even serial numbers were used with a single worker, 

we tested both core 4 and core 6 to check if there was a 
difference. Then they both were used with two workers. In the 
case of CPU cores with the odd serial numbers, the same was 
done with core 3, core 5, and finally, with cores 3 and 5.  

At the time of our preliminary measurements using FD.io 
VPP with 2 workers, it was found that the Tester became the 
bottleneck, and thus we could not measure the true performance 
of the DUT. However, we considered it highly important to be 
able to measure the scalability of FD.io VPP at least up to two 
CPU cores. Therefore, the CPU clock frequency was set to 1.2 
GHz (instead of 2 GHz, the nominal clock frequency of the 
CPU) to be able to perform the measurements using two 
workers.  

The results of our throughput measurements of the IPv4 
packet forwarding performance of FD.io VPP are shown in 
Table III. Core 4 and core 6 show nearly identical performance, 
with frame rates of 2,091,964 fps and 2,096,376 fps, 
respectively. When two workers were used across both cores 
the median frame rate roughly doubled to 4,187,904 fps. This 
indicates that the system scales efficiently, maximizing 
processing capacity without significant bottlenecks.  The same 
can be said for the CPU cores with odd serial numbers. 
However, for those cores, the median value was more than 18% 
lower, which is clearly due to using the different NUMA node. 

As for the quality of the results, with a single worker thread, 
the dispersion is always below 0.3%, so the results are highly 
stable. With two worker threads, the dispersion increased 
significantly, but still remained below 2%.  

The results of our throughput measurements characterizing 
the performance of the FD.io VPP IPv6 packet forwarding are 
shown in Table IV. These results are basically very similar to 
the results in Table III. There is one visible difference: the IPv6 
throughput is slightly lower than the IPv4 throughput. The 
possible reasons for this were explained in section A. 

C. Comparison of the Performance of the Linux kernel and 
FD.io VPP using an R620 Server as DUT 

The performance and scalability of the Linux kernel and 
 
 

TABLE III 
THROUGHPUT OF IPV4 PACKET FORWARDING OF THE FD.IO VPP AS A FUNCTION OF THE NUMBER AND INSTANCE OF THE ACTIVE CPU CORES, E5-2620 @ 1.2GHZ 

Used CPU cores 4th 6th 4th & 6th 3rd 5th 3rd & 5th 
Number of workers 1 1 2 1 1 2 
median (fps) 2,091,964 2,096,376 4,187,904 1,700,940 1,697,002 3,432,319 
minimum (fps) 2,089,688 2,093,309 4,183,576 1,699,461 1,695,153 3,390,624 
maximum (fps) 2,093,880 2,099,060 4,238,282 1,702,287 1,698,181 3,448,609 
average (fps) 2,091,944 2,096,289 4,191,721 1,700,981 1,696,889 3,431,086 
standard deviation 1,501.18 1,721.36 12,034.38 849.40 726.75 13,274.60 
dispersion (%) 0.20 0.27 1.31 0.17 0.18 1.69 
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THROUGHPUT OF IPV6 PACKET FORWARDING OF THE FD.IO VPP AS A FUNCTION OF THE NUMBER AND INSTANCE OF THE ACTIVE CPU CORES, E5-2620 @ 1.2GHZ 

Used CPU cores 4th 6th 4th & 6th 3rd 5th 3rd & 5th 
Number of workers 1 1 2 1 1 2 
median (fps) 1,919,142 1,926,082 3,876,009 1,526,365 1,587,369 3,188,186 
minimum (fps) 1,916,951 1,923,811 3,866,209 1,517,536 1,585,936 3,124,999 
maximum (fps) 1,921,052 1,928,529 3,908,204 1,528,194 1,588,904 3,195,313 
average (fps) 1,918,898 1,926,321 3,878,199 1,525,300 1,587,528 3,185,315 
standard deviation 1,120.34 1,119.19 10,495.01 3,163.36 746.77 14,657.38 
dispersion (%) 0.21 0.24 1.08 0.70 0.19 2.21 
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Further on, the performance of the 8-core system compared 
to a 4-core system is only 1.8297 times higher, and the 
comparison of performance of the 12-core system and the 6-
core system shows only a 1.732 times increase. There may 
already be other reasons for this degraded increase, such as the 
fact that all CPU cores share the same network interfaces and, 
as their number increases, they are already interfering with each 
other to some extent by competing for the access to the network 
interfaces.  

In conclusion, we observed that the performance of the 
system scaled up well: the throughput of the 12-core system 
instead the 1-core system increased from 442,782 fps to 
3,923,150 fps, which means an 8.86 times increase. 

The results of the throughput measurements for the IPv6 
packet forwarding performance of the Linux kernel are shown 
in Table II. These results are essentially highly similar to those 
in Table I. There are two striking differences: 

 The dispersion values are remarkably larger for 4 and 
6 CPU cores. This is because one of the tests at 
1,375,000 fps frame rate with 4 CPU cores and one of 
the tests at 2,000,000 fps frame rate with 6 CPU cores 
failed. These may be due to some relatively rare events 
in the system. The average is obviously affected by 
these outliers, which justifies our usage of median as 
summarizing function. 

 The IPv6 throughput is slightly lower than the IPv4 
throughput. There are two possible root causes for this: 
firstly, the frame size was larger for the IPv6 
measurements, and secondly, the IPv6 addresses are 
four times as long as IPv4 addresses. 

B. FD.io VPP Packet Forwarding Performance of R620 
In order to measure the throughput of the FD.io VPP IPv4 

and IPv6 packet forwarding, we used the CPU core 2 as the 
main core and 1 or 2 workers running on CPU cores with even 
or odd serial numbers to examine the performance of the test 
system and to gain insight into its scalability. When the CPU 
cores with even serial numbers were used with a single worker, 

we tested both core 4 and core 6 to check if there was a 
difference. Then they both were used with two workers. In the 
case of CPU cores with the odd serial numbers, the same was 
done with core 3, core 5, and finally, with cores 3 and 5.  

At the time of our preliminary measurements using FD.io 
VPP with 2 workers, it was found that the Tester became the 
bottleneck, and thus we could not measure the true performance 
of the DUT. However, we considered it highly important to be 
able to measure the scalability of FD.io VPP at least up to two 
CPU cores. Therefore, the CPU clock frequency was set to 1.2 
GHz (instead of 2 GHz, the nominal clock frequency of the 
CPU) to be able to perform the measurements using two 
workers.  

The results of our throughput measurements of the IPv4 
packet forwarding performance of FD.io VPP are shown in 
Table III. Core 4 and core 6 show nearly identical performance, 
with frame rates of 2,091,964 fps and 2,096,376 fps, 
respectively. When two workers were used across both cores 
the median frame rate roughly doubled to 4,187,904 fps. This 
indicates that the system scales efficiently, maximizing 
processing capacity without significant bottlenecks.  The same 
can be said for the CPU cores with odd serial numbers. 
However, for those cores, the median value was more than 18% 
lower, which is clearly due to using the different NUMA node. 

As for the quality of the results, with a single worker thread, 
the dispersion is always below 0.3%, so the results are highly 
stable. With two worker threads, the dispersion increased 
significantly, but still remained below 2%.  

The results of our throughput measurements characterizing 
the performance of the FD.io VPP IPv6 packet forwarding are 
shown in Table IV. These results are basically very similar to 
the results in Table III. There is one visible difference: the IPv6 
throughput is slightly lower than the IPv4 throughput. The 
possible reasons for this were explained in section A. 

C. Comparison of the Performance of the Linux kernel and 
FD.io VPP using an R620 Server as DUT 

The performance and scalability of the Linux kernel and 
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median (fps) 2,091,964 2,096,376 4,187,904 1,700,940 1,697,002 3,432,319 
minimum (fps) 2,089,688 2,093,309 4,183,576 1,699,461 1,695,153 3,390,624 
maximum (fps) 2,093,880 2,099,060 4,238,282 1,702,287 1,698,181 3,448,609 
average (fps) 2,091,944 2,096,289 4,191,721 1,700,981 1,696,889 3,431,086 
standard deviation 1,501.18 1,721.36 12,034.38 849.40 726.75 13,274.60 
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Further on, the performance of the 8-core system compared 
to a 4-core system is only 1.8297 times higher, and the 
comparison of performance of the 12-core system and the 6-
core system shows only a 1.732 times increase. There may 
already be other reasons for this degraded increase, such as the 
fact that all CPU cores share the same network interfaces and, 
as their number increases, they are already interfering with each 
other to some extent by competing for the access to the network 
interfaces.  

In conclusion, we observed that the performance of the 
system scaled up well: the throughput of the 12-core system 
instead the 1-core system increased from 442,782 fps to 
3,923,150 fps, which means an 8.86 times increase. 

The results of the throughput measurements for the IPv6 
packet forwarding performance of the Linux kernel are shown 
in Table II. These results are essentially highly similar to those 
in Table I. There are two striking differences: 

 The dispersion values are remarkably larger for 4 and 
6 CPU cores. This is because one of the tests at 
1,375,000 fps frame rate with 4 CPU cores and one of 
the tests at 2,000,000 fps frame rate with 6 CPU cores 
failed. These may be due to some relatively rare events 
in the system. The average is obviously affected by 
these outliers, which justifies our usage of median as 
summarizing function. 

 The IPv6 throughput is slightly lower than the IPv4 
throughput. There are two possible root causes for this: 
firstly, the frame size was larger for the IPv6 
measurements, and secondly, the IPv6 addresses are 
four times as long as IPv4 addresses. 

B. FD.io VPP Packet Forwarding Performance of R620 
In order to measure the throughput of the FD.io VPP IPv4 

and IPv6 packet forwarding, we used the CPU core 2 as the 
main core and 1 or 2 workers running on CPU cores with even 
or odd serial numbers to examine the performance of the test 
system and to gain insight into its scalability. When the CPU 
cores with even serial numbers were used with a single worker, 

we tested both core 4 and core 6 to check if there was a 
difference. Then they both were used with two workers. In the 
case of CPU cores with the odd serial numbers, the same was 
done with core 3, core 5, and finally, with cores 3 and 5.  

At the time of our preliminary measurements using FD.io 
VPP with 2 workers, it was found that the Tester became the 
bottleneck, and thus we could not measure the true performance 
of the DUT. However, we considered it highly important to be 
able to measure the scalability of FD.io VPP at least up to two 
CPU cores. Therefore, the CPU clock frequency was set to 1.2 
GHz (instead of 2 GHz, the nominal clock frequency of the 
CPU) to be able to perform the measurements using two 
workers.  

The results of our throughput measurements of the IPv4 
packet forwarding performance of FD.io VPP are shown in 
Table III. Core 4 and core 6 show nearly identical performance, 
with frame rates of 2,091,964 fps and 2,096,376 fps, 
respectively. When two workers were used across both cores 
the median frame rate roughly doubled to 4,187,904 fps. This 
indicates that the system scales efficiently, maximizing 
processing capacity without significant bottlenecks.  The same 
can be said for the CPU cores with odd serial numbers. 
However, for those cores, the median value was more than 18% 
lower, which is clearly due to using the different NUMA node. 

As for the quality of the results, with a single worker thread, 
the dispersion is always below 0.3%, so the results are highly 
stable. With two worker threads, the dispersion increased 
significantly, but still remained below 2%.  

The results of our throughput measurements characterizing 
the performance of the FD.io VPP IPv6 packet forwarding are 
shown in Table IV. These results are basically very similar to 
the results in Table III. There is one visible difference: the IPv6 
throughput is slightly lower than the IPv4 throughput. The 
possible reasons for this were explained in section A. 

C. Comparison of the Performance of the Linux kernel and 
FD.io VPP using an R620 Server as DUT 

The performance and scalability of the Linux kernel and 
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minimum (fps) 2,089,688 2,093,309 4,183,576 1,699,461 1,695,153 3,390,624 
maximum (fps) 2,093,880 2,099,060 4,238,282 1,702,287 1,698,181 3,448,609 
average (fps) 2,091,944 2,096,289 4,191,721 1,700,981 1,696,889 3,431,086 
standard deviation 1,501.18 1,721.36 12,034.38 849.40 726.75 13,274.60 
dispersion (%) 0.20 0.27 1.31 0.17 0.18 1.69 
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FD.io VPP using a Dell PowerEdge R620 as the DUT is 
compared in Fig. 2. When considering their results, it is 
important to note that while the performance of the Linux kernel 
was measured at 2 GHz, the performance of FD.io VPP was 
measured at 1.2 GHz. Despite this disadvantage, FD.io VPP 
seriously outperformed the Linux kernel. While the Linux 
kernel on 1 CPU core delivered 442,782 fps IPv4 packet 
forwarding and 425,782 fps IPv6 packet forwarding 
performance, the FD.io VPP on 1 worker thread delivered more 
than 2 million IPv4 packets and more than 1.9 million IPv6 
packets. Even when using CPU cores belonging to a different 
NUMA node than the NIC, the performance was still around 
1.7 Mfps and 1.5 Mfps, for IPv4 and IPv6, respectively. 

When the Linux system used all 12 CPU cores at the nominal 
2 GHz clock frequency of the CPU, the performance was still 
only 3.92 Mfps and 3.77 Mfps for IPv4 and IPv6 packet 
forwarding, respectively. In contrast, FD.io VPP, using only 2 
CPU cores (4 and 6), achieved more than 4.18 Mfps and 3.87 
Mfps performance for IPv4 and IPv6 packet forwarding, 
respectively, at a clock frequency of 1.2 GHz. Our results prove 
that FD.io VPP is indeed a high-performance solution for IP 

packet forwarding. 

D. Linux Kernel Packet Forwarding Performance on R730 
The appropriate settings have been made using the methods 

described above. The same measurement parameters were used. 
Each R730 server had 16 CPU cores, therefore we were able 

to set the active core numbers by the power of two (1, 2, 4, 8, 
16). Our tests were performed using both 3.2 GHz and 1.2 GHz 
as the CPU clock frequency. 

The IPv4 packet forwarding performance of the Linux kernel 
as a function of the number of active CPU cores at 3.2 GHz is 
shown in Table V. Using 2 CPU cores instead of 1 did not 
double system performance; it increased by only 1.7387 times. 
This phenomenon was discussed earlier. When we used 4 active 
CPU cores instead of 2, the performance doubled by a very 
good approximation (1.9293 times). The performance 
improvement of an 8-core system compared to 4 cores is now 
1.9414 times. However, the performance increase at 16 cores 
was only 1.3374 times compared to that of an 8-core system. 
We contend that the main reason for this degradation was the 
insufficient performance of the NIC. To prove this, we repeated 

 
 

TABLE V 
THROUGHPUT OF IPV4 PACKET FORWARDING OF THE LINUX KERNEL AS A FUNCTION OF THE NUMBER OF ACTIVE CPU CORES, E5-2667 V4 @ 3.2 GHZ 

Number of CPU cores 1 2 4 8 16 
median (fps) 746,706 1,298,271 2,504,729 4,862,591 6,503,402 
minimum (fps) 744,141 1,249,991 2,499,022 4,808,590 6,492,093 
maximum (fps) 750,001 1,301,758 2,509,173 4,880,386 6,516,618 
average (fps) 746,678 1,295,252 2,503,804 4,859,680 6,504,297 
standard deviation 1,239 10,875 3,477 21,168 7,033 
dispersion (%) 0.78 3.99 0.41 1.48 0.38 
relative to half as many cores -- 1.7387 1.9293 1.9414 1.3374 
relative scale-up 1 0.8693 0.8386 0.8140 0.5443 

 
TABLE VI 

THROUGHPUT OF IPV4 PACKET FORWARDING OF THE LINUX KERNEL AS A FUNCTION OF THE NUMBER OF ACTIVE CPU CORES, E5-2667 V4 @ 1.2 GHZ 
Number of CPU cores 1 2 4 8 16 
median (fps) 299,758 552,915 1,093,546 2,169,302 4,046,615 
minimum (fps) 298,741 548,765 1,085,934 2,160,155 4,030,760 
maximum (fps) 300,659 554,762 1,095,856 2,172,245 4,056,641 
average (fps) 299,694 552,454 1,093,201 2,168,249 4,045,039 
standard deviation 622 1,954 1,988 3,546 6,120 
dispersion (%) 0.64 1.08 0.91 0.56 0.64 
relative to half as many cores -- 1.8445 1.9778 1.9837 1.8654 
relative scale-up 1 0.9223 0.9120 0.9046 0.8437 

 
 

  
 

Fig. 2. Performance and scalability comparison of the Linux kernel using 1-12 active CPU cores (2GHz, left side) and FD.io VPP using one or two workers executed 
by the specified CPU cores (1.2GHz, right side) of a Dell PowerEdge R620 server with two 6-core Intel Xeon E5-2620 processors. 
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Further on, the performance of the 8-core system compared 
to a 4-core system is only 1.8297 times higher, and the 
comparison of performance of the 12-core system and the 6-
core system shows only a 1.732 times increase. There may 
already be other reasons for this degraded increase, such as the 
fact that all CPU cores share the same network interfaces and, 
as their number increases, they are already interfering with each 
other to some extent by competing for the access to the network 
interfaces.  

In conclusion, we observed that the performance of the 
system scaled up well: the throughput of the 12-core system 
instead the 1-core system increased from 442,782 fps to 
3,923,150 fps, which means an 8.86 times increase. 

The results of the throughput measurements for the IPv6 
packet forwarding performance of the Linux kernel are shown 
in Table II. These results are essentially highly similar to those 
in Table I. There are two striking differences: 

 The dispersion values are remarkably larger for 4 and 
6 CPU cores. This is because one of the tests at 
1,375,000 fps frame rate with 4 CPU cores and one of 
the tests at 2,000,000 fps frame rate with 6 CPU cores 
failed. These may be due to some relatively rare events 
in the system. The average is obviously affected by 
these outliers, which justifies our usage of median as 
summarizing function. 

 The IPv6 throughput is slightly lower than the IPv4 
throughput. There are two possible root causes for this: 
firstly, the frame size was larger for the IPv6 
measurements, and secondly, the IPv6 addresses are 
four times as long as IPv4 addresses. 

B. FD.io VPP Packet Forwarding Performance of R620 
In order to measure the throughput of the FD.io VPP IPv4 

and IPv6 packet forwarding, we used the CPU core 2 as the 
main core and 1 or 2 workers running on CPU cores with even 
or odd serial numbers to examine the performance of the test 
system and to gain insight into its scalability. When the CPU 
cores with even serial numbers were used with a single worker, 

we tested both core 4 and core 6 to check if there was a 
difference. Then they both were used with two workers. In the 
case of CPU cores with the odd serial numbers, the same was 
done with core 3, core 5, and finally, with cores 3 and 5.  

At the time of our preliminary measurements using FD.io 
VPP with 2 workers, it was found that the Tester became the 
bottleneck, and thus we could not measure the true performance 
of the DUT. However, we considered it highly important to be 
able to measure the scalability of FD.io VPP at least up to two 
CPU cores. Therefore, the CPU clock frequency was set to 1.2 
GHz (instead of 2 GHz, the nominal clock frequency of the 
CPU) to be able to perform the measurements using two 
workers.  

The results of our throughput measurements of the IPv4 
packet forwarding performance of FD.io VPP are shown in 
Table III. Core 4 and core 6 show nearly identical performance, 
with frame rates of 2,091,964 fps and 2,096,376 fps, 
respectively. When two workers were used across both cores 
the median frame rate roughly doubled to 4,187,904 fps. This 
indicates that the system scales efficiently, maximizing 
processing capacity without significant bottlenecks.  The same 
can be said for the CPU cores with odd serial numbers. 
However, for those cores, the median value was more than 18% 
lower, which is clearly due to using the different NUMA node. 

As for the quality of the results, with a single worker thread, 
the dispersion is always below 0.3%, so the results are highly 
stable. With two worker threads, the dispersion increased 
significantly, but still remained below 2%.  

The results of our throughput measurements characterizing 
the performance of the FD.io VPP IPv6 packet forwarding are 
shown in Table IV. These results are basically very similar to 
the results in Table III. There is one visible difference: the IPv6 
throughput is slightly lower than the IPv4 throughput. The 
possible reasons for this were explained in section A. 

C. Comparison of the Performance of the Linux kernel and 
FD.io VPP using an R620 Server as DUT 

The performance and scalability of the Linux kernel and 
 
 

TABLE III 
THROUGHPUT OF IPV4 PACKET FORWARDING OF THE FD.IO VPP AS A FUNCTION OF THE NUMBER AND INSTANCE OF THE ACTIVE CPU CORES, E5-2620 @ 1.2GHZ 

Used CPU cores 4th 6th 4th & 6th 3rd 5th 3rd & 5th 
Number of workers 1 1 2 1 1 2 
median (fps) 2,091,964 2,096,376 4,187,904 1,700,940 1,697,002 3,432,319 
minimum (fps) 2,089,688 2,093,309 4,183,576 1,699,461 1,695,153 3,390,624 
maximum (fps) 2,093,880 2,099,060 4,238,282 1,702,287 1,698,181 3,448,609 
average (fps) 2,091,944 2,096,289 4,191,721 1,700,981 1,696,889 3,431,086 
standard deviation 1,501.18 1,721.36 12,034.38 849.40 726.75 13,274.60 
dispersion (%) 0.20 0.27 1.31 0.17 0.18 1.69 

 
 

TABLE IV 
THROUGHPUT OF IPV6 PACKET FORWARDING OF THE FD.IO VPP AS A FUNCTION OF THE NUMBER AND INSTANCE OF THE ACTIVE CPU CORES, E5-2620 @ 1.2GHZ 

Used CPU cores 4th 6th 4th & 6th 3rd 5th 3rd & 5th 
Number of workers 1 1 2 1 1 2 
median (fps) 1,919,142 1,926,082 3,876,009 1,526,365 1,587,369 3,188,186 
minimum (fps) 1,916,951 1,923,811 3,866,209 1,517,536 1,585,936 3,124,999 
maximum (fps) 1,921,052 1,928,529 3,908,204 1,528,194 1,588,904 3,195,313 
average (fps) 1,918,898 1,926,321 3,878,199 1,525,300 1,587,528 3,185,315 
standard deviation 1,120.34 1,119.19 10,495.01 3,163.36 746.77 14,657.38 
dispersion (%) 0.21 0.24 1.08 0.70 0.19 2.21 
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FD.io VPP using a Dell PowerEdge R620 as the DUT is 
compared in Fig. 2. When considering their results, it is 
important to note that while the performance of the Linux kernel 
was measured at 2 GHz, the performance of FD.io VPP was 
measured at 1.2 GHz. Despite this disadvantage, FD.io VPP 
seriously outperformed the Linux kernel. While the Linux 
kernel on 1 CPU core delivered 442,782 fps IPv4 packet 
forwarding and 425,782 fps IPv6 packet forwarding 
performance, the FD.io VPP on 1 worker thread delivered more 
than 2 million IPv4 packets and more than 1.9 million IPv6 
packets. Even when using CPU cores belonging to a different 
NUMA node than the NIC, the performance was still around 
1.7 Mfps and 1.5 Mfps, for IPv4 and IPv6, respectively. 

When the Linux system used all 12 CPU cores at the nominal 
2 GHz clock frequency of the CPU, the performance was still 
only 3.92 Mfps and 3.77 Mfps for IPv4 and IPv6 packet 
forwarding, respectively. In contrast, FD.io VPP, using only 2 
CPU cores (4 and 6), achieved more than 4.18 Mfps and 3.87 
Mfps performance for IPv4 and IPv6 packet forwarding, 
respectively, at a clock frequency of 1.2 GHz. Our results prove 
that FD.io VPP is indeed a high-performance solution for IP 

packet forwarding. 

D. Linux Kernel Packet Forwarding Performance on R730 
The appropriate settings have been made using the methods 

described above. The same measurement parameters were used. 
Each R730 server had 16 CPU cores, therefore we were able 

to set the active core numbers by the power of two (1, 2, 4, 8, 
16). Our tests were performed using both 3.2 GHz and 1.2 GHz 
as the CPU clock frequency. 

The IPv4 packet forwarding performance of the Linux kernel 
as a function of the number of active CPU cores at 3.2 GHz is 
shown in Table V. Using 2 CPU cores instead of 1 did not 
double system performance; it increased by only 1.7387 times. 
This phenomenon was discussed earlier. When we used 4 active 
CPU cores instead of 2, the performance doubled by a very 
good approximation (1.9293 times). The performance 
improvement of an 8-core system compared to 4 cores is now 
1.9414 times. However, the performance increase at 16 cores 
was only 1.3374 times compared to that of an 8-core system. 
We contend that the main reason for this degradation was the 
insufficient performance of the NIC. To prove this, we repeated 

 
 

TABLE V 
THROUGHPUT OF IPV4 PACKET FORWARDING OF THE LINUX KERNEL AS A FUNCTION OF THE NUMBER OF ACTIVE CPU CORES, E5-2667 V4 @ 3.2 GHZ 

Number of CPU cores 1 2 4 8 16 
median (fps) 746,706 1,298,271 2,504,729 4,862,591 6,503,402 
minimum (fps) 744,141 1,249,991 2,499,022 4,808,590 6,492,093 
maximum (fps) 750,001 1,301,758 2,509,173 4,880,386 6,516,618 
average (fps) 746,678 1,295,252 2,503,804 4,859,680 6,504,297 
standard deviation 1,239 10,875 3,477 21,168 7,033 
dispersion (%) 0.78 3.99 0.41 1.48 0.38 
relative to half as many cores -- 1.7387 1.9293 1.9414 1.3374 
relative scale-up 1 0.8693 0.8386 0.8140 0.5443 

 
TABLE VI 

THROUGHPUT OF IPV4 PACKET FORWARDING OF THE LINUX KERNEL AS A FUNCTION OF THE NUMBER OF ACTIVE CPU CORES, E5-2667 V4 @ 1.2 GHZ 
Number of CPU cores 1 2 4 8 16 
median (fps) 299,758 552,915 1,093,546 2,169,302 4,046,615 
minimum (fps) 298,741 548,765 1,085,934 2,160,155 4,030,760 
maximum (fps) 300,659 554,762 1,095,856 2,172,245 4,056,641 
average (fps) 299,694 552,454 1,093,201 2,168,249 4,045,039 
standard deviation 622 1,954 1,988 3,546 6,120 
dispersion (%) 0.64 1.08 0.91 0.56 0.64 
relative to half as many cores -- 1.8445 1.9778 1.9837 1.8654 
relative scale-up 1 0.9223 0.9120 0.9046 0.8437 

 
 

  
 

Fig. 2. Performance and scalability comparison of the Linux kernel using 1-12 active CPU cores (2GHz, left side) and FD.io VPP using one or two workers executed 
by the specified CPU cores (1.2GHz, right side) of a Dell PowerEdge R620 server with two 6-core Intel Xeon E5-2620 processors. 
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FD.io VPP using a Dell PowerEdge R620 as the DUT is 
compared in Fig. 2. When considering their results, it is 
important to note that while the performance of the Linux kernel 
was measured at 2 GHz, the performance of FD.io VPP was 
measured at 1.2 GHz. Despite this disadvantage, FD.io VPP 
seriously outperformed the Linux kernel. While the Linux 
kernel on 1 CPU core delivered 442,782 fps IPv4 packet 
forwarding and 425,782 fps IPv6 packet forwarding 
performance, the FD.io VPP on 1 worker thread delivered more 
than 2 million IPv4 packets and more than 1.9 million IPv6 
packets. Even when using CPU cores belonging to a different 
NUMA node than the NIC, the performance was still around 
1.7 Mfps and 1.5 Mfps, for IPv4 and IPv6, respectively. 

When the Linux system used all 12 CPU cores at the nominal 
2 GHz clock frequency of the CPU, the performance was still 
only 3.92 Mfps and 3.77 Mfps for IPv4 and IPv6 packet 
forwarding, respectively. In contrast, FD.io VPP, using only 2 
CPU cores (4 and 6), achieved more than 4.18 Mfps and 3.87 
Mfps performance for IPv4 and IPv6 packet forwarding, 
respectively, at a clock frequency of 1.2 GHz. Our results prove 
that FD.io VPP is indeed a high-performance solution for IP 

packet forwarding. 

D. Linux Kernel Packet Forwarding Performance on R730 
The appropriate settings have been made using the methods 

described above. The same measurement parameters were used. 
Each R730 server had 16 CPU cores, therefore we were able 

to set the active core numbers by the power of two (1, 2, 4, 8, 
16). Our tests were performed using both 3.2 GHz and 1.2 GHz 
as the CPU clock frequency. 

The IPv4 packet forwarding performance of the Linux kernel 
as a function of the number of active CPU cores at 3.2 GHz is 
shown in Table V. Using 2 CPU cores instead of 1 did not 
double system performance; it increased by only 1.7387 times. 
This phenomenon was discussed earlier. When we used 4 active 
CPU cores instead of 2, the performance doubled by a very 
good approximation (1.9293 times). The performance 
improvement of an 8-core system compared to 4 cores is now 
1.9414 times. However, the performance increase at 16 cores 
was only 1.3374 times compared to that of an 8-core system. 
We contend that the main reason for this degradation was the 
insufficient performance of the NIC. To prove this, we repeated 

 
 

TABLE V 
THROUGHPUT OF IPV4 PACKET FORWARDING OF THE LINUX KERNEL AS A FUNCTION OF THE NUMBER OF ACTIVE CPU CORES, E5-2667 V4 @ 3.2 GHZ 

Number of CPU cores 1 2 4 8 16 
median (fps) 746,706 1,298,271 2,504,729 4,862,591 6,503,402 
minimum (fps) 744,141 1,249,991 2,499,022 4,808,590 6,492,093 
maximum (fps) 750,001 1,301,758 2,509,173 4,880,386 6,516,618 
average (fps) 746,678 1,295,252 2,503,804 4,859,680 6,504,297 
standard deviation 1,239 10,875 3,477 21,168 7,033 
dispersion (%) 0.78 3.99 0.41 1.48 0.38 
relative to half as many cores -- 1.7387 1.9293 1.9414 1.3374 
relative scale-up 1 0.8693 0.8386 0.8140 0.5443 
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the tests by setting the CPU clock frequency to 1.2 GHz (the 
lowest possible value). 

The IPv4 packet forwarding performance of the Linux kernel 
as a function of the number of active CPU cores using 1.2 GHz 
CPU clock frequency is shown in Table VI. The results show 
that the performance of the DUT scaled up well with the 
increase in the number of active CPU cores in the entire range. 
With a 16-core system, we can observe a 1.8654 times increase 
compared to 8 cores. On one hand, this is certainly an 
improvement (especially compared to 1.3374); however, it is 
still lower than the increases seen when scaling from 2 to 4 or 
from 4 to 8 cores in the same test series, despite the NIC 
capacity being higher than the measured throughput. We 
attribute this small degradation to the fact that the 16 cores were 
competing to access the NIC. Overall, the system performance 
scaled up well: when using 16 CPU cores instead of 1 CPU 
core, the throughput increased from 299,758 fps to 4,046,615 
fps by a factor of 13.5. 

The IPv6 packet forwarding performance of the Linux kernel 
as a function of the number of active CPU cores using 3.2 GHz 
CPU clock frequency is shown in Table VII. These results are 
basically very similar to those in Table V with the difference 
that IPv6 throughput is slightly lower than IPv4 throughput. 

Although IPv6 throughput is generally slightly lower than 
IPv4, the median values for 16 CPU cores are very similar 
(6,503,402 fps for IPv6 and 6,505,859 fps for IPv4). This 
suggests a hardware limitation, likely the network interface, in 
this case. 

The IPv6 packet forwarding performance of the Linux kernel 
as a function of the number of active CPU cores using 1.2 GHz 
CPU clock frequency is shown in Table VIII. Overall, the 
system performance scaled well: when using 16 CPU cores 
instead of 1 CPU core, the throughput increased from 288,704 
fps to 3,861,507 fps by a factor of 13.4. 

E. FD.io VPP Packet Forwarding Performance on R730 
The appropriate settings have been made using the methods 

described above. The measurement parameters used so far were 
also used for these measurements. 

In order to measure the throughput of the FD.io VPP IPv4 
and IPv6 packet forwarding, we used the CPU core 2 as the 
main core and 1 or 2 workers running on CPU cores with even 
serial numbers to examine the performance of the test system 
and to gain insight into its scalability. Previously, we also used 
CPU cores with odd serial numbers to examine the test system's 
performance. However, as discussed, there were no relevant 
differences in the results, aside from being lower due to their 
association with a different NUMA node than the NIC. This 
time, we focused on providing a clear comparison between 
different clock speeds (3.2 GHz and 1.2 GHz) and omitted the 
use of CPU cores with odd serial numbers.  

The results of our throughput measurements of the IPv4 
packet forwarding performance of FD.io VPP are shown in 
Table IX. Examining core 4 and core 6 at 3.2 GHz, we see that 
there is no significant difference in performance (6,947,546 fps 
and 6,960,875 fps) but compared to the results measured at 1.2 
GHz (2,886,634 fps and 2,887,674 fps), there is a nearly 2.5-
fold increase. For two workers, we can say that our results 
approximately doubled when comparing the single worker and 
the two worker results at 1.2 GHz.  

As for the quality of the results, they are highly stable and 
consistent because all of the dispersions are below 1%. 

The results of the throughput measurements of the IPv6 
packet forwarding performance of FD.io VPP are shown in 
Table X. These results are basically very similar to the results 
in Table IX with the difference that IPv6 throughput is slightly 
lower than IPv4 throughput. Overall, we have highly stable 
results because all of the dispersions are below 1%. 

It is salient that the results with FD.io VPP are more stable 
than those with the Linux kernel. The reason behind this is the 
following: during FD.io VPP measurements, the CPUs used for 
executing the workers were isolated (using the isolcpus 
kernel command line parameter). This means that no other task 

TABLE VII 
THROUGHPUT OF IPV6 PACKET FORWARDING OF THE LINUX KERNEL AS A FUNCTION OF THE NUMBER OF ACTIVE CPU CORES, E5-2667 V4 @ 3.2 GHZ 

Number of CPU cores 1 2 4 8 16 
median (fps) 728,805 1,144,471 2,233,474 4,420,087 6,505,859 
minimum (fps) 718,749 1,140,602 2,124,968 4,374,999 6,374,999 
maximum (fps) 730,621 1,148,438 2,239,532 4,437,501 6,562,577 
average (fps) 728,192 1,143,963 2,226,907 4,417,140 6,505,697 
standard deviation 2,588 2,104 2,4466 1,4143 4,0059 
dispersion (%) 1,63 0,68 5,13 1,41 2,88 
relative to half as many cores -- 1.5703 1.9515 1.9790 1.4719 
relative scale-up 1 0.7852 0.7661 0.7581 0.5579 

 
 

TABLE VIII 
THROUGHPUT OF IPV6 PACKET FORWARDING OF THE LINUX KERNEL AS A FUNCTION OF THE NUMBER OF ACTIVE CPU CORES, E5-2667 V4 @ 1.2 GHZ 

Number of CPU cores 1 2 4 8 16 
median (fps) 288,704 511,763 1,017,832 1,990,212 3,861,507 
minimum (fps) 281,249 499,999 1,007,688 1,937,483 3,749,999 
maximum (fps) 289,093 512,894 1,019,907 1,996,223 3,875,001 
average (fps) 288,348 511,299 1,016,904 1,988,055 3,856,157 
standard deviation 1,685 2,693 3,329 12,125 25,856 
dispersion (%) 2.72 2.52 1.20 2.95 3.24 
relative to half as many cores -- 1.7726 1.9889 1.9553 1.9402 
relative scale-up 1 0.8863 0.8814 0.8617 0.8360 
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FD.io VPP using a Dell PowerEdge R620 as the DUT is 
compared in Fig. 2. When considering their results, it is 
important to note that while the performance of the Linux kernel 
was measured at 2 GHz, the performance of FD.io VPP was 
measured at 1.2 GHz. Despite this disadvantage, FD.io VPP 
seriously outperformed the Linux kernel. While the Linux 
kernel on 1 CPU core delivered 442,782 fps IPv4 packet 
forwarding and 425,782 fps IPv6 packet forwarding 
performance, the FD.io VPP on 1 worker thread delivered more 
than 2 million IPv4 packets and more than 1.9 million IPv6 
packets. Even when using CPU cores belonging to a different 
NUMA node than the NIC, the performance was still around 
1.7 Mfps and 1.5 Mfps, for IPv4 and IPv6, respectively. 

When the Linux system used all 12 CPU cores at the nominal 
2 GHz clock frequency of the CPU, the performance was still 
only 3.92 Mfps and 3.77 Mfps for IPv4 and IPv6 packet 
forwarding, respectively. In contrast, FD.io VPP, using only 2 
CPU cores (4 and 6), achieved more than 4.18 Mfps and 3.87 
Mfps performance for IPv4 and IPv6 packet forwarding, 
respectively, at a clock frequency of 1.2 GHz. Our results prove 
that FD.io VPP is indeed a high-performance solution for IP 

packet forwarding. 

D. Linux Kernel Packet Forwarding Performance on R730 
The appropriate settings have been made using the methods 

described above. The same measurement parameters were used. 
Each R730 server had 16 CPU cores, therefore we were able 

to set the active core numbers by the power of two (1, 2, 4, 8, 
16). Our tests were performed using both 3.2 GHz and 1.2 GHz 
as the CPU clock frequency. 

The IPv4 packet forwarding performance of the Linux kernel 
as a function of the number of active CPU cores at 3.2 GHz is 
shown in Table V. Using 2 CPU cores instead of 1 did not 
double system performance; it increased by only 1.7387 times. 
This phenomenon was discussed earlier. When we used 4 active 
CPU cores instead of 2, the performance doubled by a very 
good approximation (1.9293 times). The performance 
improvement of an 8-core system compared to 4 cores is now 
1.9414 times. However, the performance increase at 16 cores 
was only 1.3374 times compared to that of an 8-core system. 
We contend that the main reason for this degradation was the 
insufficient performance of the NIC. To prove this, we repeated 

 
 

TABLE V 
THROUGHPUT OF IPV4 PACKET FORWARDING OF THE LINUX KERNEL AS A FUNCTION OF THE NUMBER OF ACTIVE CPU CORES, E5-2667 V4 @ 3.2 GHZ 

Number of CPU cores 1 2 4 8 16 
median (fps) 746,706 1,298,271 2,504,729 4,862,591 6,503,402 
minimum (fps) 744,141 1,249,991 2,499,022 4,808,590 6,492,093 
maximum (fps) 750,001 1,301,758 2,509,173 4,880,386 6,516,618 
average (fps) 746,678 1,295,252 2,503,804 4,859,680 6,504,297 
standard deviation 1,239 10,875 3,477 21,168 7,033 
dispersion (%) 0.78 3.99 0.41 1.48 0.38 
relative to half as many cores -- 1.7387 1.9293 1.9414 1.3374 
relative scale-up 1 0.8693 0.8386 0.8140 0.5443 
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median (fps) 299,758 552,915 1,093,546 2,169,302 4,046,615 
minimum (fps) 298,741 548,765 1,085,934 2,160,155 4,030,760 
maximum (fps) 300,659 554,762 1,095,856 2,172,245 4,056,641 
average (fps) 299,694 552,454 1,093,201 2,168,249 4,045,039 
standard deviation 622 1,954 1,988 3,546 6,120 
dispersion (%) 0.64 1.08 0.91 0.56 0.64 
relative to half as many cores -- 1.8445 1.9778 1.9837 1.8654 
relative scale-up 1 0.9223 0.9120 0.9046 0.8437 
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FD.io VPP using a Dell PowerEdge R620 as the DUT is 
compared in Fig. 2. When considering their results, it is 
important to note that while the performance of the Linux kernel 
was measured at 2 GHz, the performance of FD.io VPP was 
measured at 1.2 GHz. Despite this disadvantage, FD.io VPP 
seriously outperformed the Linux kernel. While the Linux 
kernel on 1 CPU core delivered 442,782 fps IPv4 packet 
forwarding and 425,782 fps IPv6 packet forwarding 
performance, the FD.io VPP on 1 worker thread delivered more 
than 2 million IPv4 packets and more than 1.9 million IPv6 
packets. Even when using CPU cores belonging to a different 
NUMA node than the NIC, the performance was still around 
1.7 Mfps and 1.5 Mfps, for IPv4 and IPv6, respectively. 

When the Linux system used all 12 CPU cores at the nominal 
2 GHz clock frequency of the CPU, the performance was still 
only 3.92 Mfps and 3.77 Mfps for IPv4 and IPv6 packet 
forwarding, respectively. In contrast, FD.io VPP, using only 2 
CPU cores (4 and 6), achieved more than 4.18 Mfps and 3.87 
Mfps performance for IPv4 and IPv6 packet forwarding, 
respectively, at a clock frequency of 1.2 GHz. Our results prove 
that FD.io VPP is indeed a high-performance solution for IP 

packet forwarding. 

D. Linux Kernel Packet Forwarding Performance on R730 
The appropriate settings have been made using the methods 

described above. The same measurement parameters were used. 
Each R730 server had 16 CPU cores, therefore we were able 

to set the active core numbers by the power of two (1, 2, 4, 8, 
16). Our tests were performed using both 3.2 GHz and 1.2 GHz 
as the CPU clock frequency. 

The IPv4 packet forwarding performance of the Linux kernel 
as a function of the number of active CPU cores at 3.2 GHz is 
shown in Table V. Using 2 CPU cores instead of 1 did not 
double system performance; it increased by only 1.7387 times. 
This phenomenon was discussed earlier. When we used 4 active 
CPU cores instead of 2, the performance doubled by a very 
good approximation (1.9293 times). The performance 
improvement of an 8-core system compared to 4 cores is now 
1.9414 times. However, the performance increase at 16 cores 
was only 1.3374 times compared to that of an 8-core system. 
We contend that the main reason for this degradation was the 
insufficient performance of the NIC. To prove this, we repeated 
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median (fps) 746,706 1,298,271 2,504,729 4,862,591 6,503,402 
minimum (fps) 744,141 1,249,991 2,499,022 4,808,590 6,492,093 
maximum (fps) 750,001 1,301,758 2,509,173 4,880,386 6,516,618 
average (fps) 746,678 1,295,252 2,503,804 4,859,680 6,504,297 
standard deviation 1,239 10,875 3,477 21,168 7,033 
dispersion (%) 0.78 3.99 0.41 1.48 0.38 
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FD.io VPP using a Dell PowerEdge R620 as the DUT is 
compared in Fig. 2. When considering their results, it is 
important to note that while the performance of the Linux kernel 
was measured at 2 GHz, the performance of FD.io VPP was 
measured at 1.2 GHz. Despite this disadvantage, FD.io VPP 
seriously outperformed the Linux kernel. While the Linux 
kernel on 1 CPU core delivered 442,782 fps IPv4 packet 
forwarding and 425,782 fps IPv6 packet forwarding 
performance, the FD.io VPP on 1 worker thread delivered more 
than 2 million IPv4 packets and more than 1.9 million IPv6 
packets. Even when using CPU cores belonging to a different 
NUMA node than the NIC, the performance was still around 
1.7 Mfps and 1.5 Mfps, for IPv4 and IPv6, respectively. 

When the Linux system used all 12 CPU cores at the nominal 
2 GHz clock frequency of the CPU, the performance was still 
only 3.92 Mfps and 3.77 Mfps for IPv4 and IPv6 packet 
forwarding, respectively. In contrast, FD.io VPP, using only 2 
CPU cores (4 and 6), achieved more than 4.18 Mfps and 3.87 
Mfps performance for IPv4 and IPv6 packet forwarding, 
respectively, at a clock frequency of 1.2 GHz. Our results prove 
that FD.io VPP is indeed a high-performance solution for IP 

packet forwarding. 

D. Linux Kernel Packet Forwarding Performance on R730 
The appropriate settings have been made using the methods 

described above. The same measurement parameters were used. 
Each R730 server had 16 CPU cores, therefore we were able 

to set the active core numbers by the power of two (1, 2, 4, 8, 
16). Our tests were performed using both 3.2 GHz and 1.2 GHz 
as the CPU clock frequency. 

The IPv4 packet forwarding performance of the Linux kernel 
as a function of the number of active CPU cores at 3.2 GHz is 
shown in Table V. Using 2 CPU cores instead of 1 did not 
double system performance; it increased by only 1.7387 times. 
This phenomenon was discussed earlier. When we used 4 active 
CPU cores instead of 2, the performance doubled by a very 
good approximation (1.9293 times). The performance 
improvement of an 8-core system compared to 4 cores is now 
1.9414 times. However, the performance increase at 16 cores 
was only 1.3374 times compared to that of an 8-core system. 
We contend that the main reason for this degradation was the 
insufficient performance of the NIC. To prove this, we repeated 

 
 

TABLE V 
THROUGHPUT OF IPV4 PACKET FORWARDING OF THE LINUX KERNEL AS A FUNCTION OF THE NUMBER OF ACTIVE CPU CORES, E5-2667 V4 @ 3.2 GHZ 

Number of CPU cores 1 2 4 8 16 
median (fps) 746,706 1,298,271 2,504,729 4,862,591 6,503,402 
minimum (fps) 744,141 1,249,991 2,499,022 4,808,590 6,492,093 
maximum (fps) 750,001 1,301,758 2,509,173 4,880,386 6,516,618 
average (fps) 746,678 1,295,252 2,503,804 4,859,680 6,504,297 
standard deviation 1,239 10,875 3,477 21,168 7,033 
dispersion (%) 0.78 3.99 0.41 1.48 0.38 
relative to half as many cores -- 1.7387 1.9293 1.9414 1.3374 
relative scale-up 1 0.8693 0.8386 0.8140 0.5443 

 
TABLE VI 

THROUGHPUT OF IPV4 PACKET FORWARDING OF THE LINUX KERNEL AS A FUNCTION OF THE NUMBER OF ACTIVE CPU CORES, E5-2667 V4 @ 1.2 GHZ 
Number of CPU cores 1 2 4 8 16 
median (fps) 299,758 552,915 1,093,546 2,169,302 4,046,615 
minimum (fps) 298,741 548,765 1,085,934 2,160,155 4,030,760 
maximum (fps) 300,659 554,762 1,095,856 2,172,245 4,056,641 
average (fps) 299,694 552,454 1,093,201 2,168,249 4,045,039 
standard deviation 622 1,954 1,988 3,546 6,120 
dispersion (%) 0.64 1.08 0.91 0.56 0.64 
relative to half as many cores -- 1.8445 1.9778 1.9837 1.8654 
relative scale-up 1 0.9223 0.9120 0.9046 0.8437 

 
 

  
 

Fig. 2. Performance and scalability comparison of the Linux kernel using 1-12 active CPU cores (2GHz, left side) and FD.io VPP using one or two workers executed 
by the specified CPU cores (1.2GHz, right side) of a Dell PowerEdge R620 server with two 6-core Intel Xeon E5-2620 processors. 
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the tests by setting the CPU clock frequency to 1.2 GHz (the 
lowest possible value). 

The IPv4 packet forwarding performance of the Linux kernel 
as a function of the number of active CPU cores using 1.2 GHz 
CPU clock frequency is shown in Table VI. The results show 
that the performance of the DUT scaled up well with the 
increase in the number of active CPU cores in the entire range. 
With a 16-core system, we can observe a 1.8654 times increase 
compared to 8 cores. On one hand, this is certainly an 
improvement (especially compared to 1.3374); however, it is 
still lower than the increases seen when scaling from 2 to 4 or 
from 4 to 8 cores in the same test series, despite the NIC 
capacity being higher than the measured throughput. We 
attribute this small degradation to the fact that the 16 cores were 
competing to access the NIC. Overall, the system performance 
scaled up well: when using 16 CPU cores instead of 1 CPU 
core, the throughput increased from 299,758 fps to 4,046,615 
fps by a factor of 13.5. 

The IPv6 packet forwarding performance of the Linux kernel 
as a function of the number of active CPU cores using 3.2 GHz 
CPU clock frequency is shown in Table VII. These results are 
basically very similar to those in Table V with the difference 
that IPv6 throughput is slightly lower than IPv4 throughput. 

Although IPv6 throughput is generally slightly lower than 
IPv4, the median values for 16 CPU cores are very similar 
(6,503,402 fps for IPv6 and 6,505,859 fps for IPv4). This 
suggests a hardware limitation, likely the network interface, in 
this case. 

The IPv6 packet forwarding performance of the Linux kernel 
as a function of the number of active CPU cores using 1.2 GHz 
CPU clock frequency is shown in Table VIII. Overall, the 
system performance scaled well: when using 16 CPU cores 
instead of 1 CPU core, the throughput increased from 288,704 
fps to 3,861,507 fps by a factor of 13.4. 

E. FD.io VPP Packet Forwarding Performance on R730 
The appropriate settings have been made using the methods 

described above. The measurement parameters used so far were 
also used for these measurements. 

In order to measure the throughput of the FD.io VPP IPv4 
and IPv6 packet forwarding, we used the CPU core 2 as the 
main core and 1 or 2 workers running on CPU cores with even 
serial numbers to examine the performance of the test system 
and to gain insight into its scalability. Previously, we also used 
CPU cores with odd serial numbers to examine the test system's 
performance. However, as discussed, there were no relevant 
differences in the results, aside from being lower due to their 
association with a different NUMA node than the NIC. This 
time, we focused on providing a clear comparison between 
different clock speeds (3.2 GHz and 1.2 GHz) and omitted the 
use of CPU cores with odd serial numbers.  

The results of our throughput measurements of the IPv4 
packet forwarding performance of FD.io VPP are shown in 
Table IX. Examining core 4 and core 6 at 3.2 GHz, we see that 
there is no significant difference in performance (6,947,546 fps 
and 6,960,875 fps) but compared to the results measured at 1.2 
GHz (2,886,634 fps and 2,887,674 fps), there is a nearly 2.5-
fold increase. For two workers, we can say that our results 
approximately doubled when comparing the single worker and 
the two worker results at 1.2 GHz.  

As for the quality of the results, they are highly stable and 
consistent because all of the dispersions are below 1%. 

The results of the throughput measurements of the IPv6 
packet forwarding performance of FD.io VPP are shown in 
Table X. These results are basically very similar to the results 
in Table IX with the difference that IPv6 throughput is slightly 
lower than IPv4 throughput. Overall, we have highly stable 
results because all of the dispersions are below 1%. 

It is salient that the results with FD.io VPP are more stable 
than those with the Linux kernel. The reason behind this is the 
following: during FD.io VPP measurements, the CPUs used for 
executing the workers were isolated (using the isolcpus 
kernel command line parameter). This means that no other task 

TABLE VII 
THROUGHPUT OF IPV6 PACKET FORWARDING OF THE LINUX KERNEL AS A FUNCTION OF THE NUMBER OF ACTIVE CPU CORES, E5-2667 V4 @ 3.2 GHZ 

Number of CPU cores 1 2 4 8 16 
median (fps) 728,805 1,144,471 2,233,474 4,420,087 6,505,859 
minimum (fps) 718,749 1,140,602 2,124,968 4,374,999 6,374,999 
maximum (fps) 730,621 1,148,438 2,239,532 4,437,501 6,562,577 
average (fps) 728,192 1,143,963 2,226,907 4,417,140 6,505,697 
standard deviation 2,588 2,104 2,4466 1,4143 4,0059 
dispersion (%) 1,63 0,68 5,13 1,41 2,88 
relative to half as many cores -- 1.5703 1.9515 1.9790 1.4719 
relative scale-up 1 0.7852 0.7661 0.7581 0.5579 

 
 

TABLE VIII 
THROUGHPUT OF IPV6 PACKET FORWARDING OF THE LINUX KERNEL AS A FUNCTION OF THE NUMBER OF ACTIVE CPU CORES, E5-2667 V4 @ 1.2 GHZ 

Number of CPU cores 1 2 4 8 16 
median (fps) 288,704 511,763 1,017,832 1,990,212 3,861,507 
minimum (fps) 281,249 499,999 1,007,688 1,937,483 3,749,999 
maximum (fps) 289,093 512,894 1,019,907 1,996,223 3,875,001 
average (fps) 288,348 511,299 1,016,904 1,988,055 3,856,157 
standard deviation 1,685 2,693 3,329 12,125 25,856 
dispersion (%) 2.72 2.52 1.20 2.95 3.24 
relative to half as many cores -- 1.7726 1.9889 1.9553 1.9402 
relative scale-up 1 0.8863 0.8814 0.8617 0.8360 
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the tests by setting the CPU clock frequency to 1.2 GHz (the 
lowest possible value). 

The IPv4 packet forwarding performance of the Linux kernel 
as a function of the number of active CPU cores using 1.2 GHz 
CPU clock frequency is shown in Table VI. The results show 
that the performance of the DUT scaled up well with the 
increase in the number of active CPU cores in the entire range. 
With a 16-core system, we can observe a 1.8654 times increase 
compared to 8 cores. On one hand, this is certainly an 
improvement (especially compared to 1.3374); however, it is 
still lower than the increases seen when scaling from 2 to 4 or 
from 4 to 8 cores in the same test series, despite the NIC 
capacity being higher than the measured throughput. We 
attribute this small degradation to the fact that the 16 cores were 
competing to access the NIC. Overall, the system performance 
scaled up well: when using 16 CPU cores instead of 1 CPU 
core, the throughput increased from 299,758 fps to 4,046,615 
fps by a factor of 13.5. 

The IPv6 packet forwarding performance of the Linux kernel 
as a function of the number of active CPU cores using 3.2 GHz 
CPU clock frequency is shown in Table VII. These results are 
basically very similar to those in Table V with the difference 
that IPv6 throughput is slightly lower than IPv4 throughput. 

Although IPv6 throughput is generally slightly lower than 
IPv4, the median values for 16 CPU cores are very similar 
(6,503,402 fps for IPv6 and 6,505,859 fps for IPv4). This 
suggests a hardware limitation, likely the network interface, in 
this case. 

The IPv6 packet forwarding performance of the Linux kernel 
as a function of the number of active CPU cores using 1.2 GHz 
CPU clock frequency is shown in Table VIII. Overall, the 
system performance scaled well: when using 16 CPU cores 
instead of 1 CPU core, the throughput increased from 288,704 
fps to 3,861,507 fps by a factor of 13.4. 

E. FD.io VPP Packet Forwarding Performance on R730 
The appropriate settings have been made using the methods 

described above. The measurement parameters used so far were 
also used for these measurements. 

In order to measure the throughput of the FD.io VPP IPv4 
and IPv6 packet forwarding, we used the CPU core 2 as the 
main core and 1 or 2 workers running on CPU cores with even 
serial numbers to examine the performance of the test system 
and to gain insight into its scalability. Previously, we also used 
CPU cores with odd serial numbers to examine the test system's 
performance. However, as discussed, there were no relevant 
differences in the results, aside from being lower due to their 
association with a different NUMA node than the NIC. This 
time, we focused on providing a clear comparison between 
different clock speeds (3.2 GHz and 1.2 GHz) and omitted the 
use of CPU cores with odd serial numbers.  

The results of our throughput measurements of the IPv4 
packet forwarding performance of FD.io VPP are shown in 
Table IX. Examining core 4 and core 6 at 3.2 GHz, we see that 
there is no significant difference in performance (6,947,546 fps 
and 6,960,875 fps) but compared to the results measured at 1.2 
GHz (2,886,634 fps and 2,887,674 fps), there is a nearly 2.5-
fold increase. For two workers, we can say that our results 
approximately doubled when comparing the single worker and 
the two worker results at 1.2 GHz.  

As for the quality of the results, they are highly stable and 
consistent because all of the dispersions are below 1%. 

The results of the throughput measurements of the IPv6 
packet forwarding performance of FD.io VPP are shown in 
Table X. These results are basically very similar to the results 
in Table IX with the difference that IPv6 throughput is slightly 
lower than IPv4 throughput. Overall, we have highly stable 
results because all of the dispersions are below 1%. 

It is salient that the results with FD.io VPP are more stable 
than those with the Linux kernel. The reason behind this is the 
following: during FD.io VPP measurements, the CPUs used for 
executing the workers were isolated (using the isolcpus 
kernel command line parameter). This means that no other task 

TABLE VII 
THROUGHPUT OF IPV6 PACKET FORWARDING OF THE LINUX KERNEL AS A FUNCTION OF THE NUMBER OF ACTIVE CPU CORES, E5-2667 V4 @ 3.2 GHZ 

Number of CPU cores 1 2 4 8 16 
median (fps) 728,805 1,144,471 2,233,474 4,420,087 6,505,859 
minimum (fps) 718,749 1,140,602 2,124,968 4,374,999 6,374,999 
maximum (fps) 730,621 1,148,438 2,239,532 4,437,501 6,562,577 
average (fps) 728,192 1,143,963 2,226,907 4,417,140 6,505,697 
standard deviation 2,588 2,104 2,4466 1,4143 4,0059 
dispersion (%) 1,63 0,68 5,13 1,41 2,88 
relative to half as many cores -- 1.5703 1.9515 1.9790 1.4719 
relative scale-up 1 0.7852 0.7661 0.7581 0.5579 

 
 

TABLE VIII 
THROUGHPUT OF IPV6 PACKET FORWARDING OF THE LINUX KERNEL AS A FUNCTION OF THE NUMBER OF ACTIVE CPU CORES, E5-2667 V4 @ 1.2 GHZ 

Number of CPU cores 1 2 4 8 16 
median (fps) 288,704 511,763 1,017,832 1,990,212 3,861,507 
minimum (fps) 281,249 499,999 1,007,688 1,937,483 3,749,999 
maximum (fps) 289,093 512,894 1,019,907 1,996,223 3,875,001 
average (fps) 288,348 511,299 1,016,904 1,988,055 3,856,157 
standard deviation 1,685 2,693 3,329 12,125 25,856 
dispersion (%) 2.72 2.52 1.20 2.95 3.24 
relative to half as many cores -- 1.7726 1.9889 1.9553 1.9402 
relative scale-up 1 0.8863 0.8814 0.8617 0.8360 
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the tests by setting the CPU clock frequency to 1.2 GHz (the 
lowest possible value). 

The IPv4 packet forwarding performance of the Linux kernel 
as a function of the number of active CPU cores using 1.2 GHz 
CPU clock frequency is shown in Table VI. The results show 
that the performance of the DUT scaled up well with the 
increase in the number of active CPU cores in the entire range. 
With a 16-core system, we can observe a 1.8654 times increase 
compared to 8 cores. On one hand, this is certainly an 
improvement (especially compared to 1.3374); however, it is 
still lower than the increases seen when scaling from 2 to 4 or 
from 4 to 8 cores in the same test series, despite the NIC 
capacity being higher than the measured throughput. We 
attribute this small degradation to the fact that the 16 cores were 
competing to access the NIC. Overall, the system performance 
scaled up well: when using 16 CPU cores instead of 1 CPU 
core, the throughput increased from 299,758 fps to 4,046,615 
fps by a factor of 13.5. 

The IPv6 packet forwarding performance of the Linux kernel 
as a function of the number of active CPU cores using 3.2 GHz 
CPU clock frequency is shown in Table VII. These results are 
basically very similar to those in Table V with the difference 
that IPv6 throughput is slightly lower than IPv4 throughput. 

Although IPv6 throughput is generally slightly lower than 
IPv4, the median values for 16 CPU cores are very similar 
(6,503,402 fps for IPv6 and 6,505,859 fps for IPv4). This 
suggests a hardware limitation, likely the network interface, in 
this case. 

The IPv6 packet forwarding performance of the Linux kernel 
as a function of the number of active CPU cores using 1.2 GHz 
CPU clock frequency is shown in Table VIII. Overall, the 
system performance scaled well: when using 16 CPU cores 
instead of 1 CPU core, the throughput increased from 288,704 
fps to 3,861,507 fps by a factor of 13.4. 

E. FD.io VPP Packet Forwarding Performance on R730 
The appropriate settings have been made using the methods 

described above. The measurement parameters used so far were 
also used for these measurements. 

In order to measure the throughput of the FD.io VPP IPv4 
and IPv6 packet forwarding, we used the CPU core 2 as the 
main core and 1 or 2 workers running on CPU cores with even 
serial numbers to examine the performance of the test system 
and to gain insight into its scalability. Previously, we also used 
CPU cores with odd serial numbers to examine the test system's 
performance. However, as discussed, there were no relevant 
differences in the results, aside from being lower due to their 
association with a different NUMA node than the NIC. This 
time, we focused on providing a clear comparison between 
different clock speeds (3.2 GHz and 1.2 GHz) and omitted the 
use of CPU cores with odd serial numbers.  

The results of our throughput measurements of the IPv4 
packet forwarding performance of FD.io VPP are shown in 
Table IX. Examining core 4 and core 6 at 3.2 GHz, we see that 
there is no significant difference in performance (6,947,546 fps 
and 6,960,875 fps) but compared to the results measured at 1.2 
GHz (2,886,634 fps and 2,887,674 fps), there is a nearly 2.5-
fold increase. For two workers, we can say that our results 
approximately doubled when comparing the single worker and 
the two worker results at 1.2 GHz.  

As for the quality of the results, they are highly stable and 
consistent because all of the dispersions are below 1%. 

The results of the throughput measurements of the IPv6 
packet forwarding performance of FD.io VPP are shown in 
Table X. These results are basically very similar to the results 
in Table IX with the difference that IPv6 throughput is slightly 
lower than IPv4 throughput. Overall, we have highly stable 
results because all of the dispersions are below 1%. 

It is salient that the results with FD.io VPP are more stable 
than those with the Linux kernel. The reason behind this is the 
following: during FD.io VPP measurements, the CPUs used for 
executing the workers were isolated (using the isolcpus 
kernel command line parameter). This means that no other task 

TABLE VII 
THROUGHPUT OF IPV6 PACKET FORWARDING OF THE LINUX KERNEL AS A FUNCTION OF THE NUMBER OF ACTIVE CPU CORES, E5-2667 V4 @ 3.2 GHZ 

Number of CPU cores 1 2 4 8 16 
median (fps) 728,805 1,144,471 2,233,474 4,420,087 6,505,859 
minimum (fps) 718,749 1,140,602 2,124,968 4,374,999 6,374,999 
maximum (fps) 730,621 1,148,438 2,239,532 4,437,501 6,562,577 
average (fps) 728,192 1,143,963 2,226,907 4,417,140 6,505,697 
standard deviation 2,588 2,104 2,4466 1,4143 4,0059 
dispersion (%) 1,63 0,68 5,13 1,41 2,88 
relative to half as many cores -- 1.5703 1.9515 1.9790 1.4719 
relative scale-up 1 0.7852 0.7661 0.7581 0.5579 

 
 

TABLE VIII 
THROUGHPUT OF IPV6 PACKET FORWARDING OF THE LINUX KERNEL AS A FUNCTION OF THE NUMBER OF ACTIVE CPU CORES, E5-2667 V4 @ 1.2 GHZ 

Number of CPU cores 1 2 4 8 16 
median (fps) 288,704 511,763 1,017,832 1,990,212 3,861,507 
minimum (fps) 281,249 499,999 1,007,688 1,937,483 3,749,999 
maximum (fps) 289,093 512,894 1,019,907 1,996,223 3,875,001 
average (fps) 288,348 511,299 1,016,904 1,988,055 3,856,157 
standard deviation 1,685 2,693 3,329 12,125 25,856 
dispersion (%) 2.72 2.52 1.20 2.95 3.24 
relative to half as many cores -- 1.7726 1.9889 1.9553 1.9402 
relative scale-up 1 0.8863 0.8814 0.8617 0.8360 
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the tests by setting the CPU clock frequency to 1.2 GHz (the 
lowest possible value). 

The IPv4 packet forwarding performance of the Linux kernel 
as a function of the number of active CPU cores using 1.2 GHz 
CPU clock frequency is shown in Table VI. The results show 
that the performance of the DUT scaled up well with the 
increase in the number of active CPU cores in the entire range. 
With a 16-core system, we can observe a 1.8654 times increase 
compared to 8 cores. On one hand, this is certainly an 
improvement (especially compared to 1.3374); however, it is 
still lower than the increases seen when scaling from 2 to 4 or 
from 4 to 8 cores in the same test series, despite the NIC 
capacity being higher than the measured throughput. We 
attribute this small degradation to the fact that the 16 cores were 
competing to access the NIC. Overall, the system performance 
scaled up well: when using 16 CPU cores instead of 1 CPU 
core, the throughput increased from 299,758 fps to 4,046,615 
fps by a factor of 13.5. 

The IPv6 packet forwarding performance of the Linux kernel 
as a function of the number of active CPU cores using 3.2 GHz 
CPU clock frequency is shown in Table VII. These results are 
basically very similar to those in Table V with the difference 
that IPv6 throughput is slightly lower than IPv4 throughput. 

Although IPv6 throughput is generally slightly lower than 
IPv4, the median values for 16 CPU cores are very similar 
(6,503,402 fps for IPv6 and 6,505,859 fps for IPv4). This 
suggests a hardware limitation, likely the network interface, in 
this case. 

The IPv6 packet forwarding performance of the Linux kernel 
as a function of the number of active CPU cores using 1.2 GHz 
CPU clock frequency is shown in Table VIII. Overall, the 
system performance scaled well: when using 16 CPU cores 
instead of 1 CPU core, the throughput increased from 288,704 
fps to 3,861,507 fps by a factor of 13.4. 

E. FD.io VPP Packet Forwarding Performance on R730 
The appropriate settings have been made using the methods 

described above. The measurement parameters used so far were 
also used for these measurements. 

In order to measure the throughput of the FD.io VPP IPv4 
and IPv6 packet forwarding, we used the CPU core 2 as the 
main core and 1 or 2 workers running on CPU cores with even 
serial numbers to examine the performance of the test system 
and to gain insight into its scalability. Previously, we also used 
CPU cores with odd serial numbers to examine the test system's 
performance. However, as discussed, there were no relevant 
differences in the results, aside from being lower due to their 
association with a different NUMA node than the NIC. This 
time, we focused on providing a clear comparison between 
different clock speeds (3.2 GHz and 1.2 GHz) and omitted the 
use of CPU cores with odd serial numbers.  

The results of our throughput measurements of the IPv4 
packet forwarding performance of FD.io VPP are shown in 
Table IX. Examining core 4 and core 6 at 3.2 GHz, we see that 
there is no significant difference in performance (6,947,546 fps 
and 6,960,875 fps) but compared to the results measured at 1.2 
GHz (2,886,634 fps and 2,887,674 fps), there is a nearly 2.5-
fold increase. For two workers, we can say that our results 
approximately doubled when comparing the single worker and 
the two worker results at 1.2 GHz.  

As for the quality of the results, they are highly stable and 
consistent because all of the dispersions are below 1%. 

The results of the throughput measurements of the IPv6 
packet forwarding performance of FD.io VPP are shown in 
Table X. These results are basically very similar to the results 
in Table IX with the difference that IPv6 throughput is slightly 
lower than IPv4 throughput. Overall, we have highly stable 
results because all of the dispersions are below 1%. 

It is salient that the results with FD.io VPP are more stable 
than those with the Linux kernel. The reason behind this is the 
following: during FD.io VPP measurements, the CPUs used for 
executing the workers were isolated (using the isolcpus 
kernel command line parameter). This means that no other task 

TABLE VII 
THROUGHPUT OF IPV6 PACKET FORWARDING OF THE LINUX KERNEL AS A FUNCTION OF THE NUMBER OF ACTIVE CPU CORES, E5-2667 V4 @ 3.2 GHZ 

Number of CPU cores 1 2 4 8 16 
median (fps) 728,805 1,144,471 2,233,474 4,420,087 6,505,859 
minimum (fps) 718,749 1,140,602 2,124,968 4,374,999 6,374,999 
maximum (fps) 730,621 1,148,438 2,239,532 4,437,501 6,562,577 
average (fps) 728,192 1,143,963 2,226,907 4,417,140 6,505,697 
standard deviation 2,588 2,104 2,4466 1,4143 4,0059 
dispersion (%) 1,63 0,68 5,13 1,41 2,88 
relative to half as many cores -- 1.5703 1.9515 1.9790 1.4719 
relative scale-up 1 0.7852 0.7661 0.7581 0.5579 

 
 

TABLE VIII 
THROUGHPUT OF IPV6 PACKET FORWARDING OF THE LINUX KERNEL AS A FUNCTION OF THE NUMBER OF ACTIVE CPU CORES, E5-2667 V4 @ 1.2 GHZ 

Number of CPU cores 1 2 4 8 16 
median (fps) 288,704 511,763 1,017,832 1,990,212 3,861,507 
minimum (fps) 281,249 499,999 1,007,688 1,937,483 3,749,999 
maximum (fps) 289,093 512,894 1,019,907 1,996,223 3,875,001 
average (fps) 288,348 511,299 1,016,904 1,988,055 3,856,157 
standard deviation 1,685 2,693 3,329 12,125 25,856 
dispersion (%) 2.72 2.52 1.20 2.95 3.24 
relative to half as many cores -- 1.7726 1.9889 1.9553 1.9402 
relative scale-up 1 0.8863 0.8814 0.8617 0.8360 
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the tests by setting the CPU clock frequency to 1.2 GHz (the 
lowest possible value). 

The IPv4 packet forwarding performance of the Linux kernel 
as a function of the number of active CPU cores using 1.2 GHz 
CPU clock frequency is shown in Table VI. The results show 
that the performance of the DUT scaled up well with the 
increase in the number of active CPU cores in the entire range. 
With a 16-core system, we can observe a 1.8654 times increase 
compared to 8 cores. On one hand, this is certainly an 
improvement (especially compared to 1.3374); however, it is 
still lower than the increases seen when scaling from 2 to 4 or 
from 4 to 8 cores in the same test series, despite the NIC 
capacity being higher than the measured throughput. We 
attribute this small degradation to the fact that the 16 cores were 
competing to access the NIC. Overall, the system performance 
scaled up well: when using 16 CPU cores instead of 1 CPU 
core, the throughput increased from 299,758 fps to 4,046,615 
fps by a factor of 13.5. 

The IPv6 packet forwarding performance of the Linux kernel 
as a function of the number of active CPU cores using 3.2 GHz 
CPU clock frequency is shown in Table VII. These results are 
basically very similar to those in Table V with the difference 
that IPv6 throughput is slightly lower than IPv4 throughput. 

Although IPv6 throughput is generally slightly lower than 
IPv4, the median values for 16 CPU cores are very similar 
(6,503,402 fps for IPv6 and 6,505,859 fps for IPv4). This 
suggests a hardware limitation, likely the network interface, in 
this case. 

The IPv6 packet forwarding performance of the Linux kernel 
as a function of the number of active CPU cores using 1.2 GHz 
CPU clock frequency is shown in Table VIII. Overall, the 
system performance scaled well: when using 16 CPU cores 
instead of 1 CPU core, the throughput increased from 288,704 
fps to 3,861,507 fps by a factor of 13.4. 

E. FD.io VPP Packet Forwarding Performance on R730 
The appropriate settings have been made using the methods 

described above. The measurement parameters used so far were 
also used for these measurements. 

In order to measure the throughput of the FD.io VPP IPv4 
and IPv6 packet forwarding, we used the CPU core 2 as the 
main core and 1 or 2 workers running on CPU cores with even 
serial numbers to examine the performance of the test system 
and to gain insight into its scalability. Previously, we also used 
CPU cores with odd serial numbers to examine the test system's 
performance. However, as discussed, there were no relevant 
differences in the results, aside from being lower due to their 
association with a different NUMA node than the NIC. This 
time, we focused on providing a clear comparison between 
different clock speeds (3.2 GHz and 1.2 GHz) and omitted the 
use of CPU cores with odd serial numbers.  

The results of our throughput measurements of the IPv4 
packet forwarding performance of FD.io VPP are shown in 
Table IX. Examining core 4 and core 6 at 3.2 GHz, we see that 
there is no significant difference in performance (6,947,546 fps 
and 6,960,875 fps) but compared to the results measured at 1.2 
GHz (2,886,634 fps and 2,887,674 fps), there is a nearly 2.5-
fold increase. For two workers, we can say that our results 
approximately doubled when comparing the single worker and 
the two worker results at 1.2 GHz.  

As for the quality of the results, they are highly stable and 
consistent because all of the dispersions are below 1%. 

The results of the throughput measurements of the IPv6 
packet forwarding performance of FD.io VPP are shown in 
Table X. These results are basically very similar to the results 
in Table IX with the difference that IPv6 throughput is slightly 
lower than IPv4 throughput. Overall, we have highly stable 
results because all of the dispersions are below 1%. 

It is salient that the results with FD.io VPP are more stable 
than those with the Linux kernel. The reason behind this is the 
following: during FD.io VPP measurements, the CPUs used for 
executing the workers were isolated (using the isolcpus 
kernel command line parameter). This means that no other task 

TABLE VII 
THROUGHPUT OF IPV6 PACKET FORWARDING OF THE LINUX KERNEL AS A FUNCTION OF THE NUMBER OF ACTIVE CPU CORES, E5-2667 V4 @ 3.2 GHZ 

Number of CPU cores 1 2 4 8 16 
median (fps) 728,805 1,144,471 2,233,474 4,420,087 6,505,859 
minimum (fps) 718,749 1,140,602 2,124,968 4,374,999 6,374,999 
maximum (fps) 730,621 1,148,438 2,239,532 4,437,501 6,562,577 
average (fps) 728,192 1,143,963 2,226,907 4,417,140 6,505,697 
standard deviation 2,588 2,104 2,4466 1,4143 4,0059 
dispersion (%) 1,63 0,68 5,13 1,41 2,88 
relative to half as many cores -- 1.5703 1.9515 1.9790 1.4719 
relative scale-up 1 0.7852 0.7661 0.7581 0.5579 

 
 

TABLE VIII 
THROUGHPUT OF IPV6 PACKET FORWARDING OF THE LINUX KERNEL AS A FUNCTION OF THE NUMBER OF ACTIVE CPU CORES, E5-2667 V4 @ 1.2 GHZ 

Number of CPU cores 1 2 4 8 16 
median (fps) 288,704 511,763 1,017,832 1,990,212 3,861,507 
minimum (fps) 281,249 499,999 1,007,688 1,937,483 3,749,999 
maximum (fps) 289,093 512,894 1,019,907 1,996,223 3,875,001 
average (fps) 288,348 511,299 1,016,904 1,988,055 3,856,157 
standard deviation 1,685 2,693 3,329 12,125 25,856 
dispersion (%) 2.72 2.52 1.20 2.95 3.24 
relative to half as many cores -- 1.7726 1.9889 1.9553 1.9402 
relative scale-up 1 0.8863 0.8814 0.8617 0.8360 
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could be scheduled to the isolated CPU cores by the kernel. 
Conversely, the Linux kernel used all CPU cores for packet 
forwarding and the scheduler occasionally assigned them other 
tasks, as well. 

F. Comparison of the performance of the Linux kernel and 
FD.io VPP using an R730 Server as DUT 

Unlike in the case of the R620 test system, the results of the 
Linux kernel and the FD.io VPP using the same CPU clock 
frequency on the R730 test system are directly comparable. 

First, we compare the results produced using 1.2 GHz CPU 
clock frequency. The results are shown in Fig. 3. Whereas the 
Linux kernel on 1 CPU core delivered 299,758 fps IPv4 packet 
forwarding and 288,704 fps IPv6 packet forwarding 
performance, the FD.io VPP with 1 worker thread delivered 
more than 2.8 million IPv4 packets and more than 2.5 million 
IPv6 packets. When the Linux system used all 16 CPU cores of 
the CPU, the performance was only 4.05 Mfps and 3.86 Mfps 
for IPv4 and IPv6 packet forwarding, respectively. In contrast, 
FD.io VPP, using only 2 CPU cores (4 and 6), achieved 5.87 
Mfps and 5.22 Mfps performance for IPv4 and IPv6 packet 

forwarding, respectively. 
The 3.2 GHz results are compared in Fig. 4. The single core 

system of Linux kernel delivered 746,706 fps IPv4 packet 
forwarding and 728,805 fps IPv6 packet forwarding 
performance, whereas the FD.io VPP on 1 worker thread 
delivered more than 6.95 million IPv4 packets and more than 
6.25 million IPv6 packets. Our results prove that FD.io VPP is 
indeed a high-performance solution for IP packet forwarding. 

G. Comparison of the results of the R620 and R730 Servers 
When comparing the two types of servers, it is important to 

note that the nominal CPU clock frequencies of the R620 and 
R730 servers are 2 GHz and 3.2 GHz, respectively. 

When comparing the median values of their Linux kernel 
IPv4 packet forwarding results measured at their nominal CPU 
frequencies, a single CPU core of the R730 server outperformed 
the single CPU core of the R620 server with a factor of 1.6864 
(746,706 fps vs. 442,782 fps) and similar statements can be 
made regarding their performances from 2 to 8 CPU cores. 
Alternatively, it can be noted that the performance of a single 
core of the E5-2667 v4 CPU at 3.2 GHz (746,706 fps) is nearly 

TABLE IX 
THROUGHPUT OF IPV4 PACKET FORWARDING OF THE FD.IO VPP AS A FUNCTION OF THE NUMBER AND INSTANCE OF THE ACTIVE CPU CORES, E5-2667 V4 

Used CPU cores 4th 6th 4th 6th 4th & 6th 
Number of workers 1 1 1 1 2 
CPU clock frequency 3.2 GHz 3.2GHz 1.2 GHz 1.2 GHz 1.2 GHz 
median (fps) 6,947,546 6,960,875 2,886,634 2,887,674 5,866,613 
minimum (fps) 6,942,869 6,937,499 2,874,999 2,885,736 5,859,374 
maximum (fps) 6,953,156 6,968,751 2,887,939 2,888,488 5,869,027 
average (fps) 6,948,498 6,959,671 2,886,116 2,887,500 5,866,099 
standard deviation 3,077 6,674 2,906 747 2,680 
dispersion (%) 0.15 0.45 0.45 0.10 0.16 

 
 

TABLE X 
THROUGHPUT OF IPV6 PACKET FORWARDING OF THE FD.IO VPP AS A FUNCTION OF THE NUMBER AND INSTANCE OF THE ACTIVE CPU CORES, E5-2667 V4 

Used CPU cores 4th 6th 4th 6th 4th & 6th 
Number of workers 1 1 1 1 2 
CPU clock frequency 3.2 GHz 3.2GHz 1.2 GHz 1.2 GHz 1.2 GHz 
median (fps) 6,250,366 6,253,601 2,559,248 2,555,627 5,215,632 
minimum (fps) 6,218,749 6,240,721 2,546,874 2,554,662 5,187,499 
maximum (fps) 6,258,057 6,264,577 2,559,815 2,556,732 5,220,337 
average (fps) 6,251,035 6,252,592 2,558,535 2,555,526 5,213,860 
standard deviation 3,195 4,308 3,023 666 3,670 
dispersion (%) 0.63 0.38 0.51 0.08 0.63 

 
 

 
 

  

Fig. 3. Performance and scalability comparison of the Linux kernel using 1-16 active CPU cores (left side) and FD.io VPP using one or two workers executed by the 
specified CPU cores (right side) of a Dell PowerEdge R730 server with two 8-core Intel Xeon E5-2667 v4 processors @ 1.2GHz. 
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the tests by setting the CPU clock frequency to 1.2 GHz (the 
lowest possible value). 

The IPv4 packet forwarding performance of the Linux kernel 
as a function of the number of active CPU cores using 1.2 GHz 
CPU clock frequency is shown in Table VI. The results show 
that the performance of the DUT scaled up well with the 
increase in the number of active CPU cores in the entire range. 
With a 16-core system, we can observe a 1.8654 times increase 
compared to 8 cores. On one hand, this is certainly an 
improvement (especially compared to 1.3374); however, it is 
still lower than the increases seen when scaling from 2 to 4 or 
from 4 to 8 cores in the same test series, despite the NIC 
capacity being higher than the measured throughput. We 
attribute this small degradation to the fact that the 16 cores were 
competing to access the NIC. Overall, the system performance 
scaled up well: when using 16 CPU cores instead of 1 CPU 
core, the throughput increased from 299,758 fps to 4,046,615 
fps by a factor of 13.5. 

The IPv6 packet forwarding performance of the Linux kernel 
as a function of the number of active CPU cores using 3.2 GHz 
CPU clock frequency is shown in Table VII. These results are 
basically very similar to those in Table V with the difference 
that IPv6 throughput is slightly lower than IPv4 throughput. 

Although IPv6 throughput is generally slightly lower than 
IPv4, the median values for 16 CPU cores are very similar 
(6,503,402 fps for IPv6 and 6,505,859 fps for IPv4). This 
suggests a hardware limitation, likely the network interface, in 
this case. 

The IPv6 packet forwarding performance of the Linux kernel 
as a function of the number of active CPU cores using 1.2 GHz 
CPU clock frequency is shown in Table VIII. Overall, the 
system performance scaled well: when using 16 CPU cores 
instead of 1 CPU core, the throughput increased from 288,704 
fps to 3,861,507 fps by a factor of 13.4. 

E. FD.io VPP Packet Forwarding Performance on R730 
The appropriate settings have been made using the methods 

described above. The measurement parameters used so far were 
also used for these measurements. 

In order to measure the throughput of the FD.io VPP IPv4 
and IPv6 packet forwarding, we used the CPU core 2 as the 
main core and 1 or 2 workers running on CPU cores with even 
serial numbers to examine the performance of the test system 
and to gain insight into its scalability. Previously, we also used 
CPU cores with odd serial numbers to examine the test system's 
performance. However, as discussed, there were no relevant 
differences in the results, aside from being lower due to their 
association with a different NUMA node than the NIC. This 
time, we focused on providing a clear comparison between 
different clock speeds (3.2 GHz and 1.2 GHz) and omitted the 
use of CPU cores with odd serial numbers.  

The results of our throughput measurements of the IPv4 
packet forwarding performance of FD.io VPP are shown in 
Table IX. Examining core 4 and core 6 at 3.2 GHz, we see that 
there is no significant difference in performance (6,947,546 fps 
and 6,960,875 fps) but compared to the results measured at 1.2 
GHz (2,886,634 fps and 2,887,674 fps), there is a nearly 2.5-
fold increase. For two workers, we can say that our results 
approximately doubled when comparing the single worker and 
the two worker results at 1.2 GHz.  

As for the quality of the results, they are highly stable and 
consistent because all of the dispersions are below 1%. 

The results of the throughput measurements of the IPv6 
packet forwarding performance of FD.io VPP are shown in 
Table X. These results are basically very similar to the results 
in Table IX with the difference that IPv6 throughput is slightly 
lower than IPv4 throughput. Overall, we have highly stable 
results because all of the dispersions are below 1%. 

It is salient that the results with FD.io VPP are more stable 
than those with the Linux kernel. The reason behind this is the 
following: during FD.io VPP measurements, the CPUs used for 
executing the workers were isolated (using the isolcpus 
kernel command line parameter). This means that no other task 

TABLE VII 
THROUGHPUT OF IPV6 PACKET FORWARDING OF THE LINUX KERNEL AS A FUNCTION OF THE NUMBER OF ACTIVE CPU CORES, E5-2667 V4 @ 3.2 GHZ 

Number of CPU cores 1 2 4 8 16 
median (fps) 728,805 1,144,471 2,233,474 4,420,087 6,505,859 
minimum (fps) 718,749 1,140,602 2,124,968 4,374,999 6,374,999 
maximum (fps) 730,621 1,148,438 2,239,532 4,437,501 6,562,577 
average (fps) 728,192 1,143,963 2,226,907 4,417,140 6,505,697 
standard deviation 2,588 2,104 2,4466 1,4143 4,0059 
dispersion (%) 1,63 0,68 5,13 1,41 2,88 
relative to half as many cores -- 1.5703 1.9515 1.9790 1.4719 
relative scale-up 1 0.7852 0.7661 0.7581 0.5579 

 
 

TABLE VIII 
THROUGHPUT OF IPV6 PACKET FORWARDING OF THE LINUX KERNEL AS A FUNCTION OF THE NUMBER OF ACTIVE CPU CORES, E5-2667 V4 @ 1.2 GHZ 

Number of CPU cores 1 2 4 8 16 
median (fps) 288,704 511,763 1,017,832 1,990,212 3,861,507 
minimum (fps) 281,249 499,999 1,007,688 1,937,483 3,749,999 
maximum (fps) 289,093 512,894 1,019,907 1,996,223 3,875,001 
average (fps) 288,348 511,299 1,016,904 1,988,055 3,856,157 
standard deviation 1,685 2,693 3,329 12,125 25,856 
dispersion (%) 2.72 2.52 1.20 2.95 3.24 
relative to half as many cores -- 1.7726 1.9889 1.9553 1.9402 
relative scale-up 1 0.8863 0.8814 0.8617 0.8360 
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could be scheduled to the isolated CPU cores by the kernel. 
Conversely, the Linux kernel used all CPU cores for packet 
forwarding and the scheduler occasionally assigned them other 
tasks, as well. 

F. Comparison of the performance of the Linux kernel and 
FD.io VPP using an R730 Server as DUT 

Unlike in the case of the R620 test system, the results of the 
Linux kernel and the FD.io VPP using the same CPU clock 
frequency on the R730 test system are directly comparable. 

First, we compare the results produced using 1.2 GHz CPU 
clock frequency. The results are shown in Fig. 3. Whereas the 
Linux kernel on 1 CPU core delivered 299,758 fps IPv4 packet 
forwarding and 288,704 fps IPv6 packet forwarding 
performance, the FD.io VPP with 1 worker thread delivered 
more than 2.8 million IPv4 packets and more than 2.5 million 
IPv6 packets. When the Linux system used all 16 CPU cores of 
the CPU, the performance was only 4.05 Mfps and 3.86 Mfps 
for IPv4 and IPv6 packet forwarding, respectively. In contrast, 
FD.io VPP, using only 2 CPU cores (4 and 6), achieved 5.87 
Mfps and 5.22 Mfps performance for IPv4 and IPv6 packet 

forwarding, respectively. 
The 3.2 GHz results are compared in Fig. 4. The single core 

system of Linux kernel delivered 746,706 fps IPv4 packet 
forwarding and 728,805 fps IPv6 packet forwarding 
performance, whereas the FD.io VPP on 1 worker thread 
delivered more than 6.95 million IPv4 packets and more than 
6.25 million IPv6 packets. Our results prove that FD.io VPP is 
indeed a high-performance solution for IP packet forwarding. 

G. Comparison of the results of the R620 and R730 Servers 
When comparing the two types of servers, it is important to 

note that the nominal CPU clock frequencies of the R620 and 
R730 servers are 2 GHz and 3.2 GHz, respectively. 

When comparing the median values of their Linux kernel 
IPv4 packet forwarding results measured at their nominal CPU 
frequencies, a single CPU core of the R730 server outperformed 
the single CPU core of the R620 server with a factor of 1.6864 
(746,706 fps vs. 442,782 fps) and similar statements can be 
made regarding their performances from 2 to 8 CPU cores. 
Alternatively, it can be noted that the performance of a single 
core of the E5-2667 v4 CPU at 3.2 GHz (746,706 fps) is nearly 

TABLE IX 
THROUGHPUT OF IPV4 PACKET FORWARDING OF THE FD.IO VPP AS A FUNCTION OF THE NUMBER AND INSTANCE OF THE ACTIVE CPU CORES, E5-2667 V4 

Used CPU cores 4th 6th 4th 6th 4th & 6th 
Number of workers 1 1 1 1 2 
CPU clock frequency 3.2 GHz 3.2GHz 1.2 GHz 1.2 GHz 1.2 GHz 
median (fps) 6,947,546 6,960,875 2,886,634 2,887,674 5,866,613 
minimum (fps) 6,942,869 6,937,499 2,874,999 2,885,736 5,859,374 
maximum (fps) 6,953,156 6,968,751 2,887,939 2,888,488 5,869,027 
average (fps) 6,948,498 6,959,671 2,886,116 2,887,500 5,866,099 
standard deviation 3,077 6,674 2,906 747 2,680 
dispersion (%) 0.15 0.45 0.45 0.10 0.16 

 
 

TABLE X 
THROUGHPUT OF IPV6 PACKET FORWARDING OF THE FD.IO VPP AS A FUNCTION OF THE NUMBER AND INSTANCE OF THE ACTIVE CPU CORES, E5-2667 V4 

Used CPU cores 4th 6th 4th 6th 4th & 6th 
Number of workers 1 1 1 1 2 
CPU clock frequency 3.2 GHz 3.2GHz 1.2 GHz 1.2 GHz 1.2 GHz 
median (fps) 6,250,366 6,253,601 2,559,248 2,555,627 5,215,632 
minimum (fps) 6,218,749 6,240,721 2,546,874 2,554,662 5,187,499 
maximum (fps) 6,258,057 6,264,577 2,559,815 2,556,732 5,220,337 
average (fps) 6,251,035 6,252,592 2,558,535 2,555,526 5,213,860 
standard deviation 3,195 4,308 3,023 666 3,670 
dispersion (%) 0.63 0.38 0.51 0.08 0.63 

 
 

 
 

  

Fig. 3. Performance and scalability comparison of the Linux kernel using 1-16 active CPU cores (left side) and FD.io VPP using one or two workers executed by the 
specified CPU cores (right side) of a Dell PowerEdge R730 server with two 8-core Intel Xeon E5-2667 v4 processors @ 1.2GHz. 
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could be scheduled to the isolated CPU cores by the kernel. 
Conversely, the Linux kernel used all CPU cores for packet 
forwarding and the scheduler occasionally assigned them other 
tasks, as well. 

F. Comparison of the performance of the Linux kernel and 
FD.io VPP using an R730 Server as DUT 

Unlike in the case of the R620 test system, the results of the 
Linux kernel and the FD.io VPP using the same CPU clock 
frequency on the R730 test system are directly comparable. 

First, we compare the results produced using 1.2 GHz CPU 
clock frequency. The results are shown in Fig. 3. Whereas the 
Linux kernel on 1 CPU core delivered 299,758 fps IPv4 packet 
forwarding and 288,704 fps IPv6 packet forwarding 
performance, the FD.io VPP with 1 worker thread delivered 
more than 2.8 million IPv4 packets and more than 2.5 million 
IPv6 packets. When the Linux system used all 16 CPU cores of 
the CPU, the performance was only 4.05 Mfps and 3.86 Mfps 
for IPv4 and IPv6 packet forwarding, respectively. In contrast, 
FD.io VPP, using only 2 CPU cores (4 and 6), achieved 5.87 
Mfps and 5.22 Mfps performance for IPv4 and IPv6 packet 

forwarding, respectively. 
The 3.2 GHz results are compared in Fig. 4. The single core 

system of Linux kernel delivered 746,706 fps IPv4 packet 
forwarding and 728,805 fps IPv6 packet forwarding 
performance, whereas the FD.io VPP on 1 worker thread 
delivered more than 6.95 million IPv4 packets and more than 
6.25 million IPv6 packets. Our results prove that FD.io VPP is 
indeed a high-performance solution for IP packet forwarding. 

G. Comparison of the results of the R620 and R730 Servers 
When comparing the two types of servers, it is important to 

note that the nominal CPU clock frequencies of the R620 and 
R730 servers are 2 GHz and 3.2 GHz, respectively. 

When comparing the median values of their Linux kernel 
IPv4 packet forwarding results measured at their nominal CPU 
frequencies, a single CPU core of the R730 server outperformed 
the single CPU core of the R620 server with a factor of 1.6864 
(746,706 fps vs. 442,782 fps) and similar statements can be 
made regarding their performances from 2 to 8 CPU cores. 
Alternatively, it can be noted that the performance of a single 
core of the E5-2667 v4 CPU at 3.2 GHz (746,706 fps) is nearly 

TABLE IX 
THROUGHPUT OF IPV4 PACKET FORWARDING OF THE FD.IO VPP AS A FUNCTION OF THE NUMBER AND INSTANCE OF THE ACTIVE CPU CORES, E5-2667 V4 

Used CPU cores 4th 6th 4th 6th 4th & 6th 
Number of workers 1 1 1 1 2 
CPU clock frequency 3.2 GHz 3.2GHz 1.2 GHz 1.2 GHz 1.2 GHz 
median (fps) 6,947,546 6,960,875 2,886,634 2,887,674 5,866,613 
minimum (fps) 6,942,869 6,937,499 2,874,999 2,885,736 5,859,374 
maximum (fps) 6,953,156 6,968,751 2,887,939 2,888,488 5,869,027 
average (fps) 6,948,498 6,959,671 2,886,116 2,887,500 5,866,099 
standard deviation 3,077 6,674 2,906 747 2,680 
dispersion (%) 0.15 0.45 0.45 0.10 0.16 

 
 

TABLE X 
THROUGHPUT OF IPV6 PACKET FORWARDING OF THE FD.IO VPP AS A FUNCTION OF THE NUMBER AND INSTANCE OF THE ACTIVE CPU CORES, E5-2667 V4 

Used CPU cores 4th 6th 4th 6th 4th & 6th 
Number of workers 1 1 1 1 2 
CPU clock frequency 3.2 GHz 3.2GHz 1.2 GHz 1.2 GHz 1.2 GHz 
median (fps) 6,250,366 6,253,601 2,559,248 2,555,627 5,215,632 
minimum (fps) 6,218,749 6,240,721 2,546,874 2,554,662 5,187,499 
maximum (fps) 6,258,057 6,264,577 2,559,815 2,556,732 5,220,337 
average (fps) 6,251,035 6,252,592 2,558,535 2,555,526 5,213,860 
standard deviation 3,195 4,308 3,023 666 3,670 
dispersion (%) 0.63 0.38 0.51 0.08 0.63 

 
 

 
 

  

Fig. 3. Performance and scalability comparison of the Linux kernel using 1-16 active CPU cores (left side) and FD.io VPP using one or two workers executed by the 
specified CPU cores (right side) of a Dell PowerEdge R730 server with two 8-core Intel Xeon E5-2667 v4 processors @ 1.2GHz. 
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could be scheduled to the isolated CPU cores by the kernel. 
Conversely, the Linux kernel used all CPU cores for packet 
forwarding and the scheduler occasionally assigned them other 
tasks, as well. 

F. Comparison of the performance of the Linux kernel and 
FD.io VPP using an R730 Server as DUT 

Unlike in the case of the R620 test system, the results of the 
Linux kernel and the FD.io VPP using the same CPU clock 
frequency on the R730 test system are directly comparable. 

First, we compare the results produced using 1.2 GHz CPU 
clock frequency. The results are shown in Fig. 3. Whereas the 
Linux kernel on 1 CPU core delivered 299,758 fps IPv4 packet 
forwarding and 288,704 fps IPv6 packet forwarding 
performance, the FD.io VPP with 1 worker thread delivered 
more than 2.8 million IPv4 packets and more than 2.5 million 
IPv6 packets. When the Linux system used all 16 CPU cores of 
the CPU, the performance was only 4.05 Mfps and 3.86 Mfps 
for IPv4 and IPv6 packet forwarding, respectively. In contrast, 
FD.io VPP, using only 2 CPU cores (4 and 6), achieved 5.87 
Mfps and 5.22 Mfps performance for IPv4 and IPv6 packet 

forwarding, respectively. 
The 3.2 GHz results are compared in Fig. 4. The single core 

system of Linux kernel delivered 746,706 fps IPv4 packet 
forwarding and 728,805 fps IPv6 packet forwarding 
performance, whereas the FD.io VPP on 1 worker thread 
delivered more than 6.95 million IPv4 packets and more than 
6.25 million IPv6 packets. Our results prove that FD.io VPP is 
indeed a high-performance solution for IP packet forwarding. 

G. Comparison of the results of the R620 and R730 Servers 
When comparing the two types of servers, it is important to 

note that the nominal CPU clock frequencies of the R620 and 
R730 servers are 2 GHz and 3.2 GHz, respectively. 

When comparing the median values of their Linux kernel 
IPv4 packet forwarding results measured at their nominal CPU 
frequencies, a single CPU core of the R730 server outperformed 
the single CPU core of the R620 server with a factor of 1.6864 
(746,706 fps vs. 442,782 fps) and similar statements can be 
made regarding their performances from 2 to 8 CPU cores. 
Alternatively, it can be noted that the performance of a single 
core of the E5-2667 v4 CPU at 3.2 GHz (746,706 fps) is nearly 

TABLE IX 
THROUGHPUT OF IPV4 PACKET FORWARDING OF THE FD.IO VPP AS A FUNCTION OF THE NUMBER AND INSTANCE OF THE ACTIVE CPU CORES, E5-2667 V4 

Used CPU cores 4th 6th 4th 6th 4th & 6th 
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maximum (fps) 6,953,156 6,968,751 2,887,939 2,888,488 5,869,027 
average (fps) 6,948,498 6,959,671 2,886,116 2,887,500 5,866,099 
standard deviation 3,077 6,674 2,906 747 2,680 
dispersion (%) 0.15 0.45 0.45 0.10 0.16 
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could be scheduled to the isolated CPU cores by the kernel. 
Conversely, the Linux kernel used all CPU cores for packet 
forwarding and the scheduler occasionally assigned them other 
tasks, as well. 

F. Comparison of the performance of the Linux kernel and 
FD.io VPP using an R730 Server as DUT 

Unlike in the case of the R620 test system, the results of the 
Linux kernel and the FD.io VPP using the same CPU clock 
frequency on the R730 test system are directly comparable. 

First, we compare the results produced using 1.2 GHz CPU 
clock frequency. The results are shown in Fig. 3. Whereas the 
Linux kernel on 1 CPU core delivered 299,758 fps IPv4 packet 
forwarding and 288,704 fps IPv6 packet forwarding 
performance, the FD.io VPP with 1 worker thread delivered 
more than 2.8 million IPv4 packets and more than 2.5 million 
IPv6 packets. When the Linux system used all 16 CPU cores of 
the CPU, the performance was only 4.05 Mfps and 3.86 Mfps 
for IPv4 and IPv6 packet forwarding, respectively. In contrast, 
FD.io VPP, using only 2 CPU cores (4 and 6), achieved 5.87 
Mfps and 5.22 Mfps performance for IPv4 and IPv6 packet 

forwarding, respectively. 
The 3.2 GHz results are compared in Fig. 4. The single core 

system of Linux kernel delivered 746,706 fps IPv4 packet 
forwarding and 728,805 fps IPv6 packet forwarding 
performance, whereas the FD.io VPP on 1 worker thread 
delivered more than 6.95 million IPv4 packets and more than 
6.25 million IPv6 packets. Our results prove that FD.io VPP is 
indeed a high-performance solution for IP packet forwarding. 

G. Comparison of the results of the R620 and R730 Servers 
When comparing the two types of servers, it is important to 

note that the nominal CPU clock frequencies of the R620 and 
R730 servers are 2 GHz and 3.2 GHz, respectively. 

When comparing the median values of their Linux kernel 
IPv4 packet forwarding results measured at their nominal CPU 
frequencies, a single CPU core of the R730 server outperformed 
the single CPU core of the R620 server with a factor of 1.6864 
(746,706 fps vs. 442,782 fps) and similar statements can be 
made regarding their performances from 2 to 8 CPU cores. 
Alternatively, it can be noted that the performance of a single 
core of the E5-2667 v4 CPU at 3.2 GHz (746,706 fps) is nearly 
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Number of workers 1 1 1 1 2 
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maximum (fps) 6,953,156 6,968,751 2,887,939 2,888,488 5,869,027 
average (fps) 6,948,498 6,959,671 2,886,116 2,887,500 5,866,099 
standard deviation 3,077 6,674 2,906 747 2,680 
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could be scheduled to the isolated CPU cores by the kernel. 
Conversely, the Linux kernel used all CPU cores for packet 
forwarding and the scheduler occasionally assigned them other 
tasks, as well. 

F. Comparison of the performance of the Linux kernel and 
FD.io VPP using an R730 Server as DUT 

Unlike in the case of the R620 test system, the results of the 
Linux kernel and the FD.io VPP using the same CPU clock 
frequency on the R730 test system are directly comparable. 

First, we compare the results produced using 1.2 GHz CPU 
clock frequency. The results are shown in Fig. 3. Whereas the 
Linux kernel on 1 CPU core delivered 299,758 fps IPv4 packet 
forwarding and 288,704 fps IPv6 packet forwarding 
performance, the FD.io VPP with 1 worker thread delivered 
more than 2.8 million IPv4 packets and more than 2.5 million 
IPv6 packets. When the Linux system used all 16 CPU cores of 
the CPU, the performance was only 4.05 Mfps and 3.86 Mfps 
for IPv4 and IPv6 packet forwarding, respectively. In contrast, 
FD.io VPP, using only 2 CPU cores (4 and 6), achieved 5.87 
Mfps and 5.22 Mfps performance for IPv4 and IPv6 packet 

forwarding, respectively. 
The 3.2 GHz results are compared in Fig. 4. The single core 

system of Linux kernel delivered 746,706 fps IPv4 packet 
forwarding and 728,805 fps IPv6 packet forwarding 
performance, whereas the FD.io VPP on 1 worker thread 
delivered more than 6.95 million IPv4 packets and more than 
6.25 million IPv6 packets. Our results prove that FD.io VPP is 
indeed a high-performance solution for IP packet forwarding. 

G. Comparison of the results of the R620 and R730 Servers 
When comparing the two types of servers, it is important to 

note that the nominal CPU clock frequencies of the R620 and 
R730 servers are 2 GHz and 3.2 GHz, respectively. 

When comparing the median values of their Linux kernel 
IPv4 packet forwarding results measured at their nominal CPU 
frequencies, a single CPU core of the R730 server outperformed 
the single CPU core of the R620 server with a factor of 1.6864 
(746,706 fps vs. 442,782 fps) and similar statements can be 
made regarding their performances from 2 to 8 CPU cores. 
Alternatively, it can be noted that the performance of a single 
core of the E5-2667 v4 CPU at 3.2 GHz (746,706 fps) is nearly 

TABLE IX 
THROUGHPUT OF IPV4 PACKET FORWARDING OF THE FD.IO VPP AS A FUNCTION OF THE NUMBER AND INSTANCE OF THE ACTIVE CPU CORES, E5-2667 V4 

Used CPU cores 4th 6th 4th 6th 4th & 6th 
Number of workers 1 1 1 1 2 
CPU clock frequency 3.2 GHz 3.2GHz 1.2 GHz 1.2 GHz 1.2 GHz 
median (fps) 6,947,546 6,960,875 2,886,634 2,887,674 5,866,613 
minimum (fps) 6,942,869 6,937,499 2,874,999 2,885,736 5,859,374 
maximum (fps) 6,953,156 6,968,751 2,887,939 2,888,488 5,869,027 
average (fps) 6,948,498 6,959,671 2,886,116 2,887,500 5,866,099 
standard deviation 3,077 6,674 2,906 747 2,680 
dispersion (%) 0.15 0.45 0.45 0.10 0.16 
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could be scheduled to the isolated CPU cores by the kernel. 
Conversely, the Linux kernel used all CPU cores for packet 
forwarding and the scheduler occasionally assigned them other 
tasks, as well. 

F. Comparison of the performance of the Linux kernel and 
FD.io VPP using an R730 Server as DUT 

Unlike in the case of the R620 test system, the results of the 
Linux kernel and the FD.io VPP using the same CPU clock 
frequency on the R730 test system are directly comparable. 

First, we compare the results produced using 1.2 GHz CPU 
clock frequency. The results are shown in Fig. 3. Whereas the 
Linux kernel on 1 CPU core delivered 299,758 fps IPv4 packet 
forwarding and 288,704 fps IPv6 packet forwarding 
performance, the FD.io VPP with 1 worker thread delivered 
more than 2.8 million IPv4 packets and more than 2.5 million 
IPv6 packets. When the Linux system used all 16 CPU cores of 
the CPU, the performance was only 4.05 Mfps and 3.86 Mfps 
for IPv4 and IPv6 packet forwarding, respectively. In contrast, 
FD.io VPP, using only 2 CPU cores (4 and 6), achieved 5.87 
Mfps and 5.22 Mfps performance for IPv4 and IPv6 packet 

forwarding, respectively. 
The 3.2 GHz results are compared in Fig. 4. The single core 

system of Linux kernel delivered 746,706 fps IPv4 packet 
forwarding and 728,805 fps IPv6 packet forwarding 
performance, whereas the FD.io VPP on 1 worker thread 
delivered more than 6.95 million IPv4 packets and more than 
6.25 million IPv6 packets. Our results prove that FD.io VPP is 
indeed a high-performance solution for IP packet forwarding. 

G. Comparison of the results of the R620 and R730 Servers 
When comparing the two types of servers, it is important to 

note that the nominal CPU clock frequencies of the R620 and 
R730 servers are 2 GHz and 3.2 GHz, respectively. 

When comparing the median values of their Linux kernel 
IPv4 packet forwarding results measured at their nominal CPU 
frequencies, a single CPU core of the R730 server outperformed 
the single CPU core of the R620 server with a factor of 1.6864 
(746,706 fps vs. 442,782 fps) and similar statements can be 
made regarding their performances from 2 to 8 CPU cores. 
Alternatively, it can be noted that the performance of a single 
core of the E5-2667 v4 CPU at 3.2 GHz (746,706 fps) is nearly 

TABLE IX 
THROUGHPUT OF IPV4 PACKET FORWARDING OF THE FD.IO VPP AS A FUNCTION OF THE NUMBER AND INSTANCE OF THE ACTIVE CPU CORES, E5-2667 V4 

Used CPU cores 4th 6th 4th 6th 4th & 6th 
Number of workers 1 1 1 1 2 
CPU clock frequency 3.2 GHz 3.2GHz 1.2 GHz 1.2 GHz 1.2 GHz 
median (fps) 6,947,546 6,960,875 2,886,634 2,887,674 5,866,613 
minimum (fps) 6,942,869 6,937,499 2,874,999 2,885,736 5,859,374 
maximum (fps) 6,953,156 6,968,751 2,887,939 2,888,488 5,869,027 
average (fps) 6,948,498 6,959,671 2,886,116 2,887,500 5,866,099 
standard deviation 3,077 6,674 2,906 747 2,680 
dispersion (%) 0.15 0.45 0.45 0.10 0.16 
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could be scheduled to the isolated CPU cores by the kernel. 
Conversely, the Linux kernel used all CPU cores for packet 
forwarding and the scheduler occasionally assigned them other 
tasks, as well. 

F. Comparison of the performance of the Linux kernel and 
FD.io VPP using an R730 Server as DUT 

Unlike in the case of the R620 test system, the results of the 
Linux kernel and the FD.io VPP using the same CPU clock 
frequency on the R730 test system are directly comparable. 

First, we compare the results produced using 1.2 GHz CPU 
clock frequency. The results are shown in Fig. 3. Whereas the 
Linux kernel on 1 CPU core delivered 299,758 fps IPv4 packet 
forwarding and 288,704 fps IPv6 packet forwarding 
performance, the FD.io VPP with 1 worker thread delivered 
more than 2.8 million IPv4 packets and more than 2.5 million 
IPv6 packets. When the Linux system used all 16 CPU cores of 
the CPU, the performance was only 4.05 Mfps and 3.86 Mfps 
for IPv4 and IPv6 packet forwarding, respectively. In contrast, 
FD.io VPP, using only 2 CPU cores (4 and 6), achieved 5.87 
Mfps and 5.22 Mfps performance for IPv4 and IPv6 packet 

forwarding, respectively. 
The 3.2 GHz results are compared in Fig. 4. The single core 

system of Linux kernel delivered 746,706 fps IPv4 packet 
forwarding and 728,805 fps IPv6 packet forwarding 
performance, whereas the FD.io VPP on 1 worker thread 
delivered more than 6.95 million IPv4 packets and more than 
6.25 million IPv6 packets. Our results prove that FD.io VPP is 
indeed a high-performance solution for IP packet forwarding. 

G. Comparison of the results of the R620 and R730 Servers 
When comparing the two types of servers, it is important to 

note that the nominal CPU clock frequencies of the R620 and 
R730 servers are 2 GHz and 3.2 GHz, respectively. 

When comparing the median values of their Linux kernel 
IPv4 packet forwarding results measured at their nominal CPU 
frequencies, a single CPU core of the R730 server outperformed 
the single CPU core of the R620 server with a factor of 1.6864 
(746,706 fps vs. 442,782 fps) and similar statements can be 
made regarding their performances from 2 to 8 CPU cores. 
Alternatively, it can be noted that the performance of a single 
core of the E5-2667 v4 CPU at 3.2 GHz (746,706 fps) is nearly 
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minimum (fps) 6,942,869 6,937,499 2,874,999 2,885,736 5,859,374 
maximum (fps) 6,953,156 6,968,751 2,887,939 2,888,488 5,869,027 
average (fps) 6,948,498 6,959,671 2,886,116 2,887,500 5,866,099 
standard deviation 3,077 6,674 2,906 747 2,680 
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equivalent to the performance of two cores of the E5-2620 CPU 
at 2 GHz (765,223 fps). 

As for the FD.io VPP results of the two types of CPUs, those 
measured at 1.2 GHz are directly comparable. The 2.89 Mfps 
single core IPv4 throughput of the E5-2667 v4 CPU @ 1.2 GHz 
shows a 1.38-fold increase compared to the 2.09 Mfps single 
core IPv4 throughput of the E5-2620 CPU @ 1.2 GHz. The 
higher nominal clock frequency of the newer CPU further 
amplifies this difference. 

VII. DISCUSSION AND FUTURE RESEARCH 
In our research group's previous benchmarking effort, the 

number of CPU cores in the test system was equal to powers of 
2 (see [19]). This approach allowed us to consistently double 
the number of active CPU cores in each iteration and fully 
utilize all available CPU cores in the final test. During our first 
attempt to compare the performance of the Linux kernel and 
FD.io VPP, only servers with 12 CPU cores were available for 
the task. For this reason, we also conducted tests using 6 cores 
to provide a basis for comparison with the tests with 12 cores. 
Building on the success of our initial effort [6], we decided to 
repeat our experiments with 16-core servers, too. 

Our current measurements only included throughput tests. In 
the future, we also plan to examine the latency. Since latency is 
measured at the frame rate previously determined by the 
throughput tests, our hypothesis is that FD.io VPP will exhibit 
higher latency. This is due to its vector packet processing 
mechanism, where a substantial number of frames are first 
accumulated into a vector before being processed together as 
they traverse the nodes of the packet processing graph. The 
latency results will complement the throughput results to give a 
more comprehensive view of the performance of the tested IP 
packet forwarding solutions. 

Since both FD.io VPP and siitperf use DPDK, and siitperf 
only uses one core for sending and one core for receiving in 
each direction, we could evaluate the performance of FD.io 
VPP only up to two working threads. This remains the case even 
when using the trick of lowering the CPU clock frequency of 
the DUT. To be able to work with a significantly higher number 
of workers (4, 8, etc.) a more powerful Tester would be needed. 
The long-term plan of our research group includes the building 

of an FPGA-based tester that implements the functionalities of 
siitperf.  

Another interesting research direction could be to evaluate 
the performance of the Linux kernel when using NAPI polling 
mode [20]. 

It would also be worth comparing the performance of FD.io 
VPP to that of Open vSwitch with DPDK (OvS DPDK) and 
eXpress Data Path (XDP). 

Our results will encourage network operators to use FD.io 
VPP in production networks for IPv4 and IPv6 packet 
forwarding. Exhibiting high performance when running on 
commodity servers and being free software, FD.io VPP can be 
a good alternative to commercial routers. However, high 
performance and low cost are only two aspects. Network 
operators must consider at least two other ones: security and 
support. FD.io VPP runs on Linux, a general-purpose and 
widely used operating system. It is crucial to ensure the secure 
operation of the host machine. To that end, it must be carefully 
configured, and security updates must be regularly installed. 
Major version upgrades to the operating system could involve 
issues when DPDK and FD.io versions are upgraded. 
Fortunately, Debian and Ubuntu have long-term support (LTS) 
versions; thus, they can be operated for several years without 
changing the major version. Router vendors also provide 
support. As free software is basically provided “as is” without 
support, network operators either need to employ experts or buy 
support from a company that employs experts in Linux, DPDK 
and FD.io VPP. 

VIII. CONCLUSION 
We measured the performance of IPv4 and IPv6 packet 

forwarding of the Linux kernel and FD.io VPP. Regardless of 
the IP version, the Linux kernel’s packet forwarding 
performance showed a good scale-up with the increasing 
number of CPU cores, although minor performance variations 
were observed when utilizing different NUMA nodes. In 
contrast, FD.io VPP tests demonstrated exceptionally high 
performance with perfect scalability from 1 to 2 workers. 

When a Dell PowerEdge R620 server with two 6-core E5-
2620 CPUs was used as the DUT, FD.io VPP, using 2 workers 
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could be scheduled to the isolated CPU cores by the kernel. 
Conversely, the Linux kernel used all CPU cores for packet 
forwarding and the scheduler occasionally assigned them other 
tasks, as well. 

F. Comparison of the performance of the Linux kernel and 
FD.io VPP using an R730 Server as DUT 

Unlike in the case of the R620 test system, the results of the 
Linux kernel and the FD.io VPP using the same CPU clock 
frequency on the R730 test system are directly comparable. 

First, we compare the results produced using 1.2 GHz CPU 
clock frequency. The results are shown in Fig. 3. Whereas the 
Linux kernel on 1 CPU core delivered 299,758 fps IPv4 packet 
forwarding and 288,704 fps IPv6 packet forwarding 
performance, the FD.io VPP with 1 worker thread delivered 
more than 2.8 million IPv4 packets and more than 2.5 million 
IPv6 packets. When the Linux system used all 16 CPU cores of 
the CPU, the performance was only 4.05 Mfps and 3.86 Mfps 
for IPv4 and IPv6 packet forwarding, respectively. In contrast, 
FD.io VPP, using only 2 CPU cores (4 and 6), achieved 5.87 
Mfps and 5.22 Mfps performance for IPv4 and IPv6 packet 

forwarding, respectively. 
The 3.2 GHz results are compared in Fig. 4. The single core 

system of Linux kernel delivered 746,706 fps IPv4 packet 
forwarding and 728,805 fps IPv6 packet forwarding 
performance, whereas the FD.io VPP on 1 worker thread 
delivered more than 6.95 million IPv4 packets and more than 
6.25 million IPv6 packets. Our results prove that FD.io VPP is 
indeed a high-performance solution for IP packet forwarding. 

G. Comparison of the results of the R620 and R730 Servers 
When comparing the two types of servers, it is important to 

note that the nominal CPU clock frequencies of the R620 and 
R730 servers are 2 GHz and 3.2 GHz, respectively. 

When comparing the median values of their Linux kernel 
IPv4 packet forwarding results measured at their nominal CPU 
frequencies, a single CPU core of the R730 server outperformed 
the single CPU core of the R620 server with a factor of 1.6864 
(746,706 fps vs. 442,782 fps) and similar statements can be 
made regarding their performances from 2 to 8 CPU cores. 
Alternatively, it can be noted that the performance of a single 
core of the E5-2667 v4 CPU at 3.2 GHz (746,706 fps) is nearly 

TABLE IX 
THROUGHPUT OF IPV4 PACKET FORWARDING OF THE FD.IO VPP AS A FUNCTION OF THE NUMBER AND INSTANCE OF THE ACTIVE CPU CORES, E5-2667 V4 

Used CPU cores 4th 6th 4th 6th 4th & 6th 
Number of workers 1 1 1 1 2 
CPU clock frequency 3.2 GHz 3.2GHz 1.2 GHz 1.2 GHz 1.2 GHz 
median (fps) 6,947,546 6,960,875 2,886,634 2,887,674 5,866,613 
minimum (fps) 6,942,869 6,937,499 2,874,999 2,885,736 5,859,374 
maximum (fps) 6,953,156 6,968,751 2,887,939 2,888,488 5,869,027 
average (fps) 6,948,498 6,959,671 2,886,116 2,887,500 5,866,099 
standard deviation 3,077 6,674 2,906 747 2,680 
dispersion (%) 0.15 0.45 0.45 0.10 0.16 

 
 

TABLE X 
THROUGHPUT OF IPV6 PACKET FORWARDING OF THE FD.IO VPP AS A FUNCTION OF THE NUMBER AND INSTANCE OF THE ACTIVE CPU CORES, E5-2667 V4 

Used CPU cores 4th 6th 4th 6th 4th & 6th 
Number of workers 1 1 1 1 2 
CPU clock frequency 3.2 GHz 3.2GHz 1.2 GHz 1.2 GHz 1.2 GHz 
median (fps) 6,250,366 6,253,601 2,559,248 2,555,627 5,215,632 
minimum (fps) 6,218,749 6,240,721 2,546,874 2,554,662 5,187,499 
maximum (fps) 6,258,057 6,264,577 2,559,815 2,556,732 5,220,337 
average (fps) 6,251,035 6,252,592 2,558,535 2,555,526 5,213,860 
standard deviation 3,195 4,308 3,023 666 3,670 
dispersion (%) 0.63 0.38 0.51 0.08 0.63 

 
 

 
 

  

Fig. 3. Performance and scalability comparison of the Linux kernel using 1-16 active CPU cores (left side) and FD.io VPP using one or two workers executed by the 
specified CPU cores (right side) of a Dell PowerEdge R730 server with two 8-core Intel Xeon E5-2667 v4 processors @ 1.2GHz. 
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equivalent to the performance of two cores of the E5-2620 CPU 
at 2 GHz (765,223 fps). 

As for the FD.io VPP results of the two types of CPUs, those 
measured at 1.2 GHz are directly comparable. The 2.89 Mfps 
single core IPv4 throughput of the E5-2667 v4 CPU @ 1.2 GHz 
shows a 1.38-fold increase compared to the 2.09 Mfps single 
core IPv4 throughput of the E5-2620 CPU @ 1.2 GHz. The 
higher nominal clock frequency of the newer CPU further 
amplifies this difference. 

VII. DISCUSSION AND FUTURE RESEARCH 
In our research group's previous benchmarking effort, the 

number of CPU cores in the test system was equal to powers of 
2 (see [19]). This approach allowed us to consistently double 
the number of active CPU cores in each iteration and fully 
utilize all available CPU cores in the final test. During our first 
attempt to compare the performance of the Linux kernel and 
FD.io VPP, only servers with 12 CPU cores were available for 
the task. For this reason, we also conducted tests using 6 cores 
to provide a basis for comparison with the tests with 12 cores. 
Building on the success of our initial effort [6], we decided to 
repeat our experiments with 16-core servers, too. 

Our current measurements only included throughput tests. In 
the future, we also plan to examine the latency. Since latency is 
measured at the frame rate previously determined by the 
throughput tests, our hypothesis is that FD.io VPP will exhibit 
higher latency. This is due to its vector packet processing 
mechanism, where a substantial number of frames are first 
accumulated into a vector before being processed together as 
they traverse the nodes of the packet processing graph. The 
latency results will complement the throughput results to give a 
more comprehensive view of the performance of the tested IP 
packet forwarding solutions. 

Since both FD.io VPP and siitperf use DPDK, and siitperf 
only uses one core for sending and one core for receiving in 
each direction, we could evaluate the performance of FD.io 
VPP only up to two working threads. This remains the case even 
when using the trick of lowering the CPU clock frequency of 
the DUT. To be able to work with a significantly higher number 
of workers (4, 8, etc.) a more powerful Tester would be needed. 
The long-term plan of our research group includes the building 

of an FPGA-based tester that implements the functionalities of 
siitperf.  

Another interesting research direction could be to evaluate 
the performance of the Linux kernel when using NAPI polling 
mode [20]. 

It would also be worth comparing the performance of FD.io 
VPP to that of Open vSwitch with DPDK (OvS DPDK) and 
eXpress Data Path (XDP). 

Our results will encourage network operators to use FD.io 
VPP in production networks for IPv4 and IPv6 packet 
forwarding. Exhibiting high performance when running on 
commodity servers and being free software, FD.io VPP can be 
a good alternative to commercial routers. However, high 
performance and low cost are only two aspects. Network 
operators must consider at least two other ones: security and 
support. FD.io VPP runs on Linux, a general-purpose and 
widely used operating system. It is crucial to ensure the secure 
operation of the host machine. To that end, it must be carefully 
configured, and security updates must be regularly installed. 
Major version upgrades to the operating system could involve 
issues when DPDK and FD.io versions are upgraded. 
Fortunately, Debian and Ubuntu have long-term support (LTS) 
versions; thus, they can be operated for several years without 
changing the major version. Router vendors also provide 
support. As free software is basically provided “as is” without 
support, network operators either need to employ experts or buy 
support from a company that employs experts in Linux, DPDK 
and FD.io VPP. 

VIII. CONCLUSION 
We measured the performance of IPv4 and IPv6 packet 

forwarding of the Linux kernel and FD.io VPP. Regardless of 
the IP version, the Linux kernel’s packet forwarding 
performance showed a good scale-up with the increasing 
number of CPU cores, although minor performance variations 
were observed when utilizing different NUMA nodes. In 
contrast, FD.io VPP tests demonstrated exceptionally high 
performance with perfect scalability from 1 to 2 workers. 

When a Dell PowerEdge R620 server with two 6-core E5-
2620 CPUs was used as the DUT, FD.io VPP, using 2 workers 
executed by two CPU cores running at 1.2 GHz, outperformed 
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equivalent to the performance of two cores of the E5-2620 CPU 
at 2 GHz (765,223 fps). 

As for the FD.io VPP results of the two types of CPUs, those 
measured at 1.2 GHz are directly comparable. The 2.89 Mfps 
single core IPv4 throughput of the E5-2667 v4 CPU @ 1.2 GHz 
shows a 1.38-fold increase compared to the 2.09 Mfps single 
core IPv4 throughput of the E5-2620 CPU @ 1.2 GHz. The 
higher nominal clock frequency of the newer CPU further 
amplifies this difference. 

VII. DISCUSSION AND FUTURE RESEARCH 
In our research group's previous benchmarking effort, the 

number of CPU cores in the test system was equal to powers of 
2 (see [19]). This approach allowed us to consistently double 
the number of active CPU cores in each iteration and fully 
utilize all available CPU cores in the final test. During our first 
attempt to compare the performance of the Linux kernel and 
FD.io VPP, only servers with 12 CPU cores were available for 
the task. For this reason, we also conducted tests using 6 cores 
to provide a basis for comparison with the tests with 12 cores. 
Building on the success of our initial effort [6], we decided to 
repeat our experiments with 16-core servers, too. 

Our current measurements only included throughput tests. In 
the future, we also plan to examine the latency. Since latency is 
measured at the frame rate previously determined by the 
throughput tests, our hypothesis is that FD.io VPP will exhibit 
higher latency. This is due to its vector packet processing 
mechanism, where a substantial number of frames are first 
accumulated into a vector before being processed together as 
they traverse the nodes of the packet processing graph. The 
latency results will complement the throughput results to give a 
more comprehensive view of the performance of the tested IP 
packet forwarding solutions. 

Since both FD.io VPP and siitperf use DPDK, and siitperf 
only uses one core for sending and one core for receiving in 
each direction, we could evaluate the performance of FD.io 
VPP only up to two working threads. This remains the case even 
when using the trick of lowering the CPU clock frequency of 
the DUT. To be able to work with a significantly higher number 
of workers (4, 8, etc.) a more powerful Tester would be needed. 
The long-term plan of our research group includes the building 

of an FPGA-based tester that implements the functionalities of 
siitperf.  

Another interesting research direction could be to evaluate 
the performance of the Linux kernel when using NAPI polling 
mode [20]. 

It would also be worth comparing the performance of FD.io 
VPP to that of Open vSwitch with DPDK (OvS DPDK) and 
eXpress Data Path (XDP). 

Our results will encourage network operators to use FD.io 
VPP in production networks for IPv4 and IPv6 packet 
forwarding. Exhibiting high performance when running on 
commodity servers and being free software, FD.io VPP can be 
a good alternative to commercial routers. However, high 
performance and low cost are only two aspects. Network 
operators must consider at least two other ones: security and 
support. FD.io VPP runs on Linux, a general-purpose and 
widely used operating system. It is crucial to ensure the secure 
operation of the host machine. To that end, it must be carefully 
configured, and security updates must be regularly installed. 
Major version upgrades to the operating system could involve 
issues when DPDK and FD.io versions are upgraded. 
Fortunately, Debian and Ubuntu have long-term support (LTS) 
versions; thus, they can be operated for several years without 
changing the major version. Router vendors also provide 
support. As free software is basically provided “as is” without 
support, network operators either need to employ experts or buy 
support from a company that employs experts in Linux, DPDK 
and FD.io VPP. 

VIII. CONCLUSION 
We measured the performance of IPv4 and IPv6 packet 

forwarding of the Linux kernel and FD.io VPP. Regardless of 
the IP version, the Linux kernel’s packet forwarding 
performance showed a good scale-up with the increasing 
number of CPU cores, although minor performance variations 
were observed when utilizing different NUMA nodes. In 
contrast, FD.io VPP tests demonstrated exceptionally high 
performance with perfect scalability from 1 to 2 workers. 

When a Dell PowerEdge R620 server with two 6-core E5-
2620 CPUs was used as the DUT, FD.io VPP, using 2 workers 
executed by two CPU cores running at 1.2 GHz, outperformed 
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equivalent to the performance of two cores of the E5-2620 CPU 
at 2 GHz (765,223 fps). 

As for the FD.io VPP results of the two types of CPUs, those 
measured at 1.2 GHz are directly comparable. The 2.89 Mfps 
single core IPv4 throughput of the E5-2667 v4 CPU @ 1.2 GHz 
shows a 1.38-fold increase compared to the 2.09 Mfps single 
core IPv4 throughput of the E5-2620 CPU @ 1.2 GHz. The 
higher nominal clock frequency of the newer CPU further 
amplifies this difference. 

VII. DISCUSSION AND FUTURE RESEARCH 
In our research group's previous benchmarking effort, the 

number of CPU cores in the test system was equal to powers of 
2 (see [19]). This approach allowed us to consistently double 
the number of active CPU cores in each iteration and fully 
utilize all available CPU cores in the final test. During our first 
attempt to compare the performance of the Linux kernel and 
FD.io VPP, only servers with 12 CPU cores were available for 
the task. For this reason, we also conducted tests using 6 cores 
to provide a basis for comparison with the tests with 12 cores. 
Building on the success of our initial effort [6], we decided to 
repeat our experiments with 16-core servers, too. 

Our current measurements only included throughput tests. In 
the future, we also plan to examine the latency. Since latency is 
measured at the frame rate previously determined by the 
throughput tests, our hypothesis is that FD.io VPP will exhibit 
higher latency. This is due to its vector packet processing 
mechanism, where a substantial number of frames are first 
accumulated into a vector before being processed together as 
they traverse the nodes of the packet processing graph. The 
latency results will complement the throughput results to give a 
more comprehensive view of the performance of the tested IP 
packet forwarding solutions. 

Since both FD.io VPP and siitperf use DPDK, and siitperf 
only uses one core for sending and one core for receiving in 
each direction, we could evaluate the performance of FD.io 
VPP only up to two working threads. This remains the case even 
when using the trick of lowering the CPU clock frequency of 
the DUT. To be able to work with a significantly higher number 
of workers (4, 8, etc.) a more powerful Tester would be needed. 
The long-term plan of our research group includes the building 

of an FPGA-based tester that implements the functionalities of 
siitperf.  

Another interesting research direction could be to evaluate 
the performance of the Linux kernel when using NAPI polling 
mode [20]. 

It would also be worth comparing the performance of FD.io 
VPP to that of Open vSwitch with DPDK (OvS DPDK) and 
eXpress Data Path (XDP). 

Our results will encourage network operators to use FD.io 
VPP in production networks for IPv4 and IPv6 packet 
forwarding. Exhibiting high performance when running on 
commodity servers and being free software, FD.io VPP can be 
a good alternative to commercial routers. However, high 
performance and low cost are only two aspects. Network 
operators must consider at least two other ones: security and 
support. FD.io VPP runs on Linux, a general-purpose and 
widely used operating system. It is crucial to ensure the secure 
operation of the host machine. To that end, it must be carefully 
configured, and security updates must be regularly installed. 
Major version upgrades to the operating system could involve 
issues when DPDK and FD.io versions are upgraded. 
Fortunately, Debian and Ubuntu have long-term support (LTS) 
versions; thus, they can be operated for several years without 
changing the major version. Router vendors also provide 
support. As free software is basically provided “as is” without 
support, network operators either need to employ experts or buy 
support from a company that employs experts in Linux, DPDK 
and FD.io VPP. 

VIII. CONCLUSION 
We measured the performance of IPv4 and IPv6 packet 

forwarding of the Linux kernel and FD.io VPP. Regardless of 
the IP version, the Linux kernel’s packet forwarding 
performance showed a good scale-up with the increasing 
number of CPU cores, although minor performance variations 
were observed when utilizing different NUMA nodes. In 
contrast, FD.io VPP tests demonstrated exceptionally high 
performance with perfect scalability from 1 to 2 workers. 

When a Dell PowerEdge R620 server with two 6-core E5-
2620 CPUs was used as the DUT, FD.io VPP, using 2 workers 
executed by two CPU cores running at 1.2 GHz, outperformed 
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equivalent to the performance of two cores of the E5-2620 CPU 
at 2 GHz (765,223 fps). 

As for the FD.io VPP results of the two types of CPUs, those 
measured at 1.2 GHz are directly comparable. The 2.89 Mfps 
single core IPv4 throughput of the E5-2667 v4 CPU @ 1.2 GHz 
shows a 1.38-fold increase compared to the 2.09 Mfps single 
core IPv4 throughput of the E5-2620 CPU @ 1.2 GHz. The 
higher nominal clock frequency of the newer CPU further 
amplifies this difference. 

VII. DISCUSSION AND FUTURE RESEARCH 
In our research group's previous benchmarking effort, the 

number of CPU cores in the test system was equal to powers of 
2 (see [19]). This approach allowed us to consistently double 
the number of active CPU cores in each iteration and fully 
utilize all available CPU cores in the final test. During our first 
attempt to compare the performance of the Linux kernel and 
FD.io VPP, only servers with 12 CPU cores were available for 
the task. For this reason, we also conducted tests using 6 cores 
to provide a basis for comparison with the tests with 12 cores. 
Building on the success of our initial effort [6], we decided to 
repeat our experiments with 16-core servers, too. 

Our current measurements only included throughput tests. In 
the future, we also plan to examine the latency. Since latency is 
measured at the frame rate previously determined by the 
throughput tests, our hypothesis is that FD.io VPP will exhibit 
higher latency. This is due to its vector packet processing 
mechanism, where a substantial number of frames are first 
accumulated into a vector before being processed together as 
they traverse the nodes of the packet processing graph. The 
latency results will complement the throughput results to give a 
more comprehensive view of the performance of the tested IP 
packet forwarding solutions. 

Since both FD.io VPP and siitperf use DPDK, and siitperf 
only uses one core for sending and one core for receiving in 
each direction, we could evaluate the performance of FD.io 
VPP only up to two working threads. This remains the case even 
when using the trick of lowering the CPU clock frequency of 
the DUT. To be able to work with a significantly higher number 
of workers (4, 8, etc.) a more powerful Tester would be needed. 
The long-term plan of our research group includes the building 

of an FPGA-based tester that implements the functionalities of 
siitperf.  

Another interesting research direction could be to evaluate 
the performance of the Linux kernel when using NAPI polling 
mode [20]. 

It would also be worth comparing the performance of FD.io 
VPP to that of Open vSwitch with DPDK (OvS DPDK) and 
eXpress Data Path (XDP). 

Our results will encourage network operators to use FD.io 
VPP in production networks for IPv4 and IPv6 packet 
forwarding. Exhibiting high performance when running on 
commodity servers and being free software, FD.io VPP can be 
a good alternative to commercial routers. However, high 
performance and low cost are only two aspects. Network 
operators must consider at least two other ones: security and 
support. FD.io VPP runs on Linux, a general-purpose and 
widely used operating system. It is crucial to ensure the secure 
operation of the host machine. To that end, it must be carefully 
configured, and security updates must be regularly installed. 
Major version upgrades to the operating system could involve 
issues when DPDK and FD.io versions are upgraded. 
Fortunately, Debian and Ubuntu have long-term support (LTS) 
versions; thus, they can be operated for several years without 
changing the major version. Router vendors also provide 
support. As free software is basically provided “as is” without 
support, network operators either need to employ experts or buy 
support from a company that employs experts in Linux, DPDK 
and FD.io VPP. 

VIII. CONCLUSION 
We measured the performance of IPv4 and IPv6 packet 

forwarding of the Linux kernel and FD.io VPP. Regardless of 
the IP version, the Linux kernel’s packet forwarding 
performance showed a good scale-up with the increasing 
number of CPU cores, although minor performance variations 
were observed when utilizing different NUMA nodes. In 
contrast, FD.io VPP tests demonstrated exceptionally high 
performance with perfect scalability from 1 to 2 workers. 

When a Dell PowerEdge R620 server with two 6-core E5-
2620 CPUs was used as the DUT, FD.io VPP, using 2 workers 
executed by two CPU cores running at 1.2 GHz, outperformed 
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equivalent to the performance of two cores of the E5-2620 CPU 
at 2 GHz (765,223 fps). 

As for the FD.io VPP results of the two types of CPUs, those 
measured at 1.2 GHz are directly comparable. The 2.89 Mfps 
single core IPv4 throughput of the E5-2667 v4 CPU @ 1.2 GHz 
shows a 1.38-fold increase compared to the 2.09 Mfps single 
core IPv4 throughput of the E5-2620 CPU @ 1.2 GHz. The 
higher nominal clock frequency of the newer CPU further 
amplifies this difference. 

VII. DISCUSSION AND FUTURE RESEARCH 
In our research group's previous benchmarking effort, the 

number of CPU cores in the test system was equal to powers of 
2 (see [19]). This approach allowed us to consistently double 
the number of active CPU cores in each iteration and fully 
utilize all available CPU cores in the final test. During our first 
attempt to compare the performance of the Linux kernel and 
FD.io VPP, only servers with 12 CPU cores were available for 
the task. For this reason, we also conducted tests using 6 cores 
to provide a basis for comparison with the tests with 12 cores. 
Building on the success of our initial effort [6], we decided to 
repeat our experiments with 16-core servers, too. 

Our current measurements only included throughput tests. In 
the future, we also plan to examine the latency. Since latency is 
measured at the frame rate previously determined by the 
throughput tests, our hypothesis is that FD.io VPP will exhibit 
higher latency. This is due to its vector packet processing 
mechanism, where a substantial number of frames are first 
accumulated into a vector before being processed together as 
they traverse the nodes of the packet processing graph. The 
latency results will complement the throughput results to give a 
more comprehensive view of the performance of the tested IP 
packet forwarding solutions. 

Since both FD.io VPP and siitperf use DPDK, and siitperf 
only uses one core for sending and one core for receiving in 
each direction, we could evaluate the performance of FD.io 
VPP only up to two working threads. This remains the case even 
when using the trick of lowering the CPU clock frequency of 
the DUT. To be able to work with a significantly higher number 
of workers (4, 8, etc.) a more powerful Tester would be needed. 
The long-term plan of our research group includes the building 

of an FPGA-based tester that implements the functionalities of 
siitperf.  

Another interesting research direction could be to evaluate 
the performance of the Linux kernel when using NAPI polling 
mode [20]. 

It would also be worth comparing the performance of FD.io 
VPP to that of Open vSwitch with DPDK (OvS DPDK) and 
eXpress Data Path (XDP). 

Our results will encourage network operators to use FD.io 
VPP in production networks for IPv4 and IPv6 packet 
forwarding. Exhibiting high performance when running on 
commodity servers and being free software, FD.io VPP can be 
a good alternative to commercial routers. However, high 
performance and low cost are only two aspects. Network 
operators must consider at least two other ones: security and 
support. FD.io VPP runs on Linux, a general-purpose and 
widely used operating system. It is crucial to ensure the secure 
operation of the host machine. To that end, it must be carefully 
configured, and security updates must be regularly installed. 
Major version upgrades to the operating system could involve 
issues when DPDK and FD.io versions are upgraded. 
Fortunately, Debian and Ubuntu have long-term support (LTS) 
versions; thus, they can be operated for several years without 
changing the major version. Router vendors also provide 
support. As free software is basically provided “as is” without 
support, network operators either need to employ experts or buy 
support from a company that employs experts in Linux, DPDK 
and FD.io VPP. 

VIII. CONCLUSION 
We measured the performance of IPv4 and IPv6 packet 

forwarding of the Linux kernel and FD.io VPP. Regardless of 
the IP version, the Linux kernel’s packet forwarding 
performance showed a good scale-up with the increasing 
number of CPU cores, although minor performance variations 
were observed when utilizing different NUMA nodes. In 
contrast, FD.io VPP tests demonstrated exceptionally high 
performance with perfect scalability from 1 to 2 workers. 

When a Dell PowerEdge R620 server with two 6-core E5-
2620 CPUs was used as the DUT, FD.io VPP, using 2 workers 
executed by two CPU cores running at 1.2 GHz, outperformed 

  

Fig. 4. Performance and scalability comparison of the Linux kernel using 1-16 active CPU cores (left side) and FD.io VPP using one worker executed by the specified 
CPU cores (right side) of a Dell PowerEdge R730 server with two 8-core Intel Xeon E5-2667 v4 processors @ 3.2GHz. 
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equivalent to the performance of two cores of the E5-2620 CPU 
at 2 GHz (765,223 fps). 

As for the FD.io VPP results of the two types of CPUs, those 
measured at 1.2 GHz are directly comparable. The 2.89 Mfps 
single core IPv4 throughput of the E5-2667 v4 CPU @ 1.2 GHz 
shows a 1.38-fold increase compared to the 2.09 Mfps single 
core IPv4 throughput of the E5-2620 CPU @ 1.2 GHz. The 
higher nominal clock frequency of the newer CPU further 
amplifies this difference. 

VII. DISCUSSION AND FUTURE RESEARCH 
In our research group's previous benchmarking effort, the 

number of CPU cores in the test system was equal to powers of 
2 (see [19]). This approach allowed us to consistently double 
the number of active CPU cores in each iteration and fully 
utilize all available CPU cores in the final test. During our first 
attempt to compare the performance of the Linux kernel and 
FD.io VPP, only servers with 12 CPU cores were available for 
the task. For this reason, we also conducted tests using 6 cores 
to provide a basis for comparison with the tests with 12 cores. 
Building on the success of our initial effort [6], we decided to 
repeat our experiments with 16-core servers, too. 

Our current measurements only included throughput tests. In 
the future, we also plan to examine the latency. Since latency is 
measured at the frame rate previously determined by the 
throughput tests, our hypothesis is that FD.io VPP will exhibit 
higher latency. This is due to its vector packet processing 
mechanism, where a substantial number of frames are first 
accumulated into a vector before being processed together as 
they traverse the nodes of the packet processing graph. The 
latency results will complement the throughput results to give a 
more comprehensive view of the performance of the tested IP 
packet forwarding solutions. 

Since both FD.io VPP and siitperf use DPDK, and siitperf 
only uses one core for sending and one core for receiving in 
each direction, we could evaluate the performance of FD.io 
VPP only up to two working threads. This remains the case even 
when using the trick of lowering the CPU clock frequency of 
the DUT. To be able to work with a significantly higher number 
of workers (4, 8, etc.) a more powerful Tester would be needed. 
The long-term plan of our research group includes the building 

of an FPGA-based tester that implements the functionalities of 
siitperf.  

Another interesting research direction could be to evaluate 
the performance of the Linux kernel when using NAPI polling 
mode [20]. 

It would also be worth comparing the performance of FD.io 
VPP to that of Open vSwitch with DPDK (OvS DPDK) and 
eXpress Data Path (XDP). 

Our results will encourage network operators to use FD.io 
VPP in production networks for IPv4 and IPv6 packet 
forwarding. Exhibiting high performance when running on 
commodity servers and being free software, FD.io VPP can be 
a good alternative to commercial routers. However, high 
performance and low cost are only two aspects. Network 
operators must consider at least two other ones: security and 
support. FD.io VPP runs on Linux, a general-purpose and 
widely used operating system. It is crucial to ensure the secure 
operation of the host machine. To that end, it must be carefully 
configured, and security updates must be regularly installed. 
Major version upgrades to the operating system could involve 
issues when DPDK and FD.io versions are upgraded. 
Fortunately, Debian and Ubuntu have long-term support (LTS) 
versions; thus, they can be operated for several years without 
changing the major version. Router vendors also provide 
support. As free software is basically provided “as is” without 
support, network operators either need to employ experts or buy 
support from a company that employs experts in Linux, DPDK 
and FD.io VPP. 

VIII. CONCLUSION 
We measured the performance of IPv4 and IPv6 packet 

forwarding of the Linux kernel and FD.io VPP. Regardless of 
the IP version, the Linux kernel’s packet forwarding 
performance showed a good scale-up with the increasing 
number of CPU cores, although minor performance variations 
were observed when utilizing different NUMA nodes. In 
contrast, FD.io VPP tests demonstrated exceptionally high 
performance with perfect scalability from 1 to 2 workers. 

When a Dell PowerEdge R620 server with two 6-core E5-
2620 CPUs was used as the DUT, FD.io VPP, using 2 workers 
executed by two CPU cores running at 1.2 GHz, outperformed 

  

Fig. 4. Performance and scalability comparison of the Linux kernel using 1-16 active CPU cores (left side) and FD.io VPP using one worker executed by the specified 
CPU cores (right side) of a Dell PowerEdge R730 server with two 8-core Intel Xeon E5-2667 v4 processors @ 3.2GHz. 
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the Linux kernel, using 12 CPU cores running at 2 GHz.  
When a Dell PowerEdge R730 server with two 8-core E5-

2667 v4 CPUs was used as the DUT, the same two CPU clock 
speeds were used for testing both solutions. At 1.2 GHz CPU 
clock frequency, the Linux kernel on 1 CPU core delivered 
299,758 fps IPv4 packet forwarding and 288,704 fps IPv6 
packet forwarding performance, and the FD.io VPP with 1 
worker thread delivered more than 2.8 million IPv4 packets and 
more than 2.5 million IPv6 packets. When the Linux system 
used all 16 CPU cores of the CPU, the performance was only 
4.05 Mfps and 3.86 Mfps for IPv4 and IPv6 packet forwarding, 
respectively. In contrast, FD.io VPP, using only 2 CPU cores (4 
and 6), achieved 5.87 Mfps and 5.22 Mfps performance for 
IPv4 and IPv6 packet forwarding, respectively. At a CPU clock 
frequency of 3.2 GHz, the Linux kernel's single-core system 
achieved an IPv4 packet forwarding performance of 746,706 
fps and an IPv6 performance of 728,805 fps. In comparison, 
FD.io VPP, using a single worker thread, delivered over 6.95 
million IPv4 packets and more than 6.25 million IPv6 packets. 
Our results confirm that FD.io VPP is indeed a high-
performance solution for IP packet forwarding.  
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Multipath Rate Control for Real-Time Media
Balázs Kreith and Árpád Drozdy

Abstract—In this paper, we present rate control algorithms
designed for real-time media transmission over multiple paths.
Our focus is on delivering media content simultaneously across
multiple paths while maximizing the network traffic utilization
on each path. The proposed algorithms ensure reduced network
delay fluctuations, more consistent transmission rates for media
content, and fairness to cross-traffic across all paths. To evaluate
their performance, the solution is implemented and tested in an
emulated networking environment under various test scenarios.
The results demonstrate that applying our algorithms leads to
reduced network delay fluctuations, improved structural similar-
ity of the received media content, and enhanced fairness toward
cross-traffic.

Index Terms—Multipath, RTP, Multimedia, Scheduling, Con-
gestion Control, Real-Time Media

I. INTRODUCTION

Web Real-time Communication (WebRTC) has enabled the
widespread deployment of real-time multimedia communi-
cations on the Internet. Today, videoconferencing platforms
(e.g., Google Meet, MS Teams, Discord) and cloud gaming
services (e.g., GeForce NOW) have become integral to daily
life. Most of these real-time communication (RTC) services
rely on WebRTC [1].

The rapid growth of network traffic has driven efforts to
improve transport protocols for multimedia systems, focusing
on maximizing bandwidth utilization while avoiding packet
losses caused by exceeding end-to-end path capacity.

Conversational multimedia communications impose strict
latency limits to maintain the recommended mouth-to-ear
delay of 150ms, ensuring fluent real-time conversations [2].
Unlike bulk data transfer, loss detection and retransmission
may not be feasible in these scenarios, as delayed packets risk
missing their playout deadlines at the receiver.

To address the challenges of reliable congestion control
for real-time multimedia, the Internet Engineering Task Force
(IETF) previously addressed this issue through the Real-Time
Protocol Media Congestion Avoidance Technique (RMCAT)
working group [3]. RMCAT introduced several congestion
control algorithms [4]–[6], primarily designed for single-path
delivery, with minimal focus on multipath scenarios.

Modern devices frequently feature multiple network in-
terfaces, enabling endpoints to communicate via multiple,
potentially disjoint paths. These paths can be leveraged for
load balancing, capacity aggregation, or failover in case of
path failures.

Balázs Kreith is with the Department of Telecommunications, University
of Debrecen, Debrecen, Hungary. E-mail: balazs@kreith.hu.
Árpád Drozdy is with Nokia, Budapest, Hungary. E-mail:
arp.drozdy@nokia.com.

The Real-time Transport Protocol (RTP) [7], widely used
for real-time media, is supported by the Real-time Trans-
port Control Protocol (RTCP) for exchanging performance
metrics. To extend RTP to multipath scenarios, Multipath
RTP (MPRTP) [8] was introduced. While MPRTP provides
mechanisms for shifting traffic between congested and non-
congested paths, it does not fully explore or maximize the
end-to-end path capacities. Achieving this requires individual
congestion control algorithms for each path and a mechanism
to coordinate them effectively.

In this paper, we propose a multipath rate control algorithm
designed to fully exploit multiple paths for real-time media.
Our solution achieves lower network delay fluctuations, im-
proved media content similarity, and fairness for cross-traffic.

We introduce an architecture that builds on existing RMCAT
congestion control algorithms enabling efficient multipath
utilization. The novelty of our approach lies in coupling
congestion control algorithms across paths to ensure fairness,
prevent traffic fading during rebalancing, and optimize real-
time media performance.

The remainder of this paper is organized as follows: Section
II outlines our design goals for a multipath rate controller.
Section III presents a high-level architecture compatible with
existing congestion control algorithms. Section IV details
our proposed algorithms, which are evaluated under various
scenarios in Section V. Section VI discusses implementation
considerations, Section VII reviews related work on congestion
control in multipath communication, and Section VIII con-
cludes the paper.

II. DESIGN GOALS

Our goal is to deliver real-time media over multiple paths
simultaneously. To achieve this, we introduce a rate control
mechanism that 1) distributes media content across multiple
paths simultaneously, and 2) maximizes the network traffic
sent over these paths.

A. Delivering media content over multiple paths simultane-
ously

In multi-path media transmission, packets are distributed
across subflows (paths) as shown in Figure 1. These paths may
have varying delays and jitter, requiring synchronization at the
receiver. To manage this, we designed a Multipath Packet
Processing Module (MPPM), which:
• Distributes packets based on allocated bitrates.
• Minimizes outbound traffic fluctuations to avoid self-

inflicted congestion.
• Prevents traffic fading, where traffic exceeds a path’s

capacity due to unsynchronized bitrate changes.
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Fig. 1. Two subflows are shown. At t1, congestion is detected on
Sbƒ o 1, and the allocated bitrate is reduced. The media encoder
adjusts to the new allocation, reaching the demanded bitrate at t2. Without
synchronization, Sbƒ o 2 would receive more traffic than its capacity
between t1 and t2.

The MPPM updates packet distribution ratios promptly but
must synchronize with the media encoder, which requires
time to adjust. This synchronization avoids congestion or
underutilization caused by temporary bitrate mismatches.

B. Maximizing the network traffic sent on paths

To maximize network utilization, a congestion control algo-
rithm estimates and adjusts bitrates for each path. In single-
path communication, the estimated bitrate equals the actual
bitrate. For multi-path communication, separate estimations
are needed for each path.

In our solution, the Multipath Rate Control Module
(MRCM) ensures fairness across paths, following the fairness
principles of MPTCP [9]. Fairness balances bandwidth across
all paths and flows. To achieve this, the MRCM 1) dynamically
adjusts bitrates when congestion is detected, and 2) increases
bitrates when higher capacity is estimated, while maintaining
fairness for cross-traffic.

Simulations and tests demonstrate how the MPPM avoids
traffic fading and how the MRCM achieves fairness and
efficiency in multi-path scenarios (see Sections V-A and V-B).
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Fig. 2. Architectural scheme for Media Systems using Multipath Rate Control.

We propose a layered architectural model for a complex
multimedia system (Figure 2), incorporating two modules to
implement the multipath rate control mechanism: the Multi-
path Rate Control Module (MRCM) and the Multipath Packet
Processing Module (MPPM). These modules operate between
the layers responsible for media content and network trans-
missions. Additionally, Subflow Monitor (SM) submodules
are applied to all subflows under MRCM’s control. Note
that the module implementations differ between the sender
and receiver sides. For sending and receiving real-time media
packets over multiple paths, we use Multipath Real-Time
Protocol (MPRTP) [8], with subflow reports exchanged via
Multipath Real-Time Control Protocol (MPRTCP).

To clarify the workings of the modules, we define the
key types of sending bitrates used throughout the paper. The
sending bitrate, representing the number of bits transmitted per
second on a path, directly impacts media quality. In multi-path
connections, the sender dynamically adjusts the sending bitrate
for each path based on capacity estimations. The modules
operate with the bitrate definitions presented in Table I as
shown in Figure 3.

Metric Notation Description

Estimated bitrate SRestmted Predicted bandwidth capacity of a
link.

Actual bitrate SRct The bitrate currently transmitted on
a path.

Allocated bitrate SRocted The bitrate calculated and assigned
to a path.

Stable bitrate SRstbe The achieved and maintained
bitrate by the media encoder.

Transient bitrate SRtrnsent A temporary bitrate during the en-
coders transition to a new alloca-
tion.

TABLE I
DEFINITIONS OF KEY BITRATE METRICS.
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Fig. 3. Different types of sending bitrates during a reduction phase.

A. Subflow Monitor Module

Subflows can have varying characteristics, such as jitter,
RTT, and bandwidth capacities, which may change during the
connection. Therefore, each subflow is monitored by a conges-
tion control algorithm, which evaluates the path characteristics
and calculates the SRestmted for the monitored subflow.
This information is forwarded to the MRCM on the sender
side.

2

t1

M
ed

ia
 R

at
e

time

Subflow 1

Subflow 2

Paths capacities

t2
Fig. 1. Two subflows are shown. At t1, congestion is detected on
Sbƒ o 1, and the allocated bitrate is reduced. The media encoder
adjusts to the new allocation, reaching the demanded bitrate at t2. Without
synchronization, Sbƒ o 2 would receive more traffic than its capacity
between t1 and t2.

The MPPM updates packet distribution ratios promptly but
must synchronize with the media encoder, which requires
time to adjust. This synchronization avoids congestion or
underutilization caused by temporary bitrate mismatches.

B. Maximizing the network traffic sent on paths

To maximize network utilization, a congestion control algo-
rithm estimates and adjusts bitrates for each path. In single-
path communication, the estimated bitrate equals the actual
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are needed for each path.
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all paths and flows. To achieve this, the MRCM 1) dynamically
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Simulations and tests demonstrate how the MPPM avoids
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Subflows can have varying characteristics, such as jitter,
RTT, and bandwidth capacities, which may change during the
connection. Therefore, each subflow is monitored by a conges-
tion control algorithm, which evaluates the path characteristics
and calculates the SRestmted for the monitored subflow.
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side.
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underutilization caused by temporary bitrate mismatches.

B. Maximizing the network traffic sent on paths

To maximize network utilization, a congestion control algo-
rithm estimates and adjusts bitrates for each path. In single-
path communication, the estimated bitrate equals the actual
bitrate. For multi-path communication, separate estimations
are needed for each path.

In our solution, the Multipath Rate Control Module
(MRCM) ensures fairness across paths, following the fairness
principles of MPTCP [9]. Fairness balances bandwidth across
all paths and flows. To achieve this, the MRCM 1) dynamically
adjusts bitrates when congestion is detected, and 2) increases
bitrates when higher capacity is estimated, while maintaining
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Simulations and tests demonstrate how the MPPM avoids
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A. Subflow Monitor Module

Subflows can have varying characteristics, such as jitter,
RTT, and bandwidth capacities, which may change during the
connection. Therefore, each subflow is monitored by a conges-
tion control algorithm, which evaluates the path characteristics
and calculates the SRestmted for the monitored subflow.
This information is forwarded to the MRCM on the sender
side.

TABLE I
definitions of Key bitrate Metrics.
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In addition to the SRestmted , the SM submodule
also informs the MRCM of the path state for each subflow.
The path state can be Congested, Stable, or Underused. The
MRCM uses this information to track the SRstbe when
the stable state is reported. This state information is also
utilized by the MPPM to avoid congested paths when possible.
Based on the path state, the MPPM may assign packets to
subflows, ensuring that, for example, I-Frame (reference points
for decoding subsequent frames) packets are not sent on paths
marked as Congested.

B. Multipath Rate Control Module

The MRCM operates only on the sender side. It sends
SRocted , SRstbe , and path states to the MPPM.
The MRCM calculates SRocted from the subflows’
SRestmted and SRstbe based on the following princi-
ples:

1) If SRestmted ≤ SRstbe for a subflow, the
algorithm assumes congestion and sets SRocted
equal to SRestmted .

2) If SRestmted > SRstbe the algorithm assumes
ramp-up and regulates SRocted to ensure fairness,
depending on how many subflows ramp-up simultane-
ously.

When a subflow reduces its SRestmted , SRocted is
set to the new estimation to end congestion. Conversely, during
ramp-up, SRocted is less than or equal to
SRestmted , depending on the number of subflows ramp-
ing up. If only one subflow ramps-up, SRocted equals
SRestmted . If multiple subflows ramp-up, SRocted is
reduced. If the total bitrate growth of all subflows does not
exceed the maximum achievable growth of a single-path flow,
fairness is ensured [9].

A key question is which subflows should determine the
bitrate growth. The MRCM selects one subflow at a time
and distributes its bitrate growth among all subflows. The
MRCM executes the fractional distribution algorithm when-
ever a new SRestmted is reported, calculating the updated
SRocted , which is sent to the MPPM with the SRstbe
and path state.

C. Multipath Packet Processing Module

At the sender side, the MPPM distributes incoming traffic
based on the information from the MRCM. This helps avoid
traffic fading, as discussed in section II. Additionally, the
MPPM considers real-time boundaries by selecting different
paths for I- and B-Frames when possible. To assign a subflow
to a packet, the MPPM runs the packet scheduler algorithm
upon receiving a packet.

The packet scheduler algorithm converts RTP packets to
MPRTP packets and assigns them to available subflows. It
selects only subflows with a path state of Stable or Underused.
Note that packet type information can be extracted only if the
packet is not encrypted at the time of receipt, as discussed in
section VI.

When subflows’ SRocted change, the media encoder
responds with a time lag. This lag must be considered to avoid

fluctuations that could lead to traffic fading. The scheduler
calculates a SRtrnsent for each subflow at every point
in time when a packet is mapped, ensuring the distribution
ratio is based on SRtrnsent to allow seamless bitrate
transitions. The packet scheduler algorithm is described in the
next section.

Note that packets should only be sent through a subset
of subflows if their SRct is smaller than SRtrnsent
. Otherwise, fluctuations around SRtrnsent are too high,
increasing the risk of traffic fading.

At the receiver side, incoming MPRTP packets from differ-
ent subflows are combined and played out to the Media Codec.
A dejitter buffer designed for MPRTP packets from multiple
subflows, as presented in [8], is used in our implementation.

IV. ALGORITHMS

To deliver media over multiple paths, algorithms are de-
veloped for the modules in section III. The MRCM uses the
fractional distribution algorithm to allocate sending-bitrates for
subflows, with each subflow monitored by a Subflow Monitor
(SM) applying a congestion control algorithm. The MPPM
uses the packet scheduler algorithm to map incoming packets
to subflows based on allocated bitrates.

A. Congestion Control Algorithm

Each subflow is monitored by its own SM, which applies the
FRACTaL [10] rate control algorithm. FRACTaL calculates
the sending-bitrate for the path, which is forwarded as the
SRestmted for the subflow. FRACTaL uses a state ma-
chine with REDUCE, KEEP, PROBE, and INCREASE states,
mapped by the SM to path states defined in section III. If the
inner state is REDUCE or INCREASE, the reported path state
is Congested or Underused, respectively. Otherwise, the state
is Stable, and the SRstbe is updated.

The SM sends the SRestmted , SRstbe , and path
state to the MRCM, which executes the fractional distribution
algorithm upon receiving new information from any SM.

B. Fractional Distribution Algorithm

Algorithm 1 Fractional Distribution for Each Subflow
Require: The tot rmp p rte bitrate must be distributed among the

subflows.
Require: An array of eghts contains a weight for each ramping-up

subflow.
Require: The tot eght, which is the sum of weights of all ramping-

up subflows.
M̂R← 0
sbƒ ostot ← en(sbƒ os)
for j = 1 → sbƒ ostot do

if ER[ j] ¡ AR[ j] then
AR[ j] ← ER[ j]

else
rmp p = tot rmp p× eghts[ j]/ tot eght
if SR[ j] ¡ AR[ j] then

rmp p = MN(AR[ j] − SR[ j], rmp p)
AR[ j] ← SR[ j] + rmp p

M̂R← M̂R + AR[ j]

The fractional distribution algorithm calculates
SRocted for each subflow, based on the principles
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from section III-B. It takes SRestmted , SRstbe ,
and path state from each subflow, reported by the Subflow
Monitors.

If SRestmted is less than or equal to SRstbe ,
SRocted is set to SRestmted . Otherwise, let ΔSR be
the positive difference between SRestmted and SRstbe
. The algorithm selects the subflow with the highest ΔSR ,
and sets the tot rmp p rte to the highest ΔSR .
The total rate increase of the ramping-up subflows should not
exceed this rate to ensure fairness for cross-traffic, as described
in section II.

A eghts array is computed, where each element is
the ratio of the subflows ΔSR and Round Trip Time
(RTT), allowing subflows with lower RTTs to ramp-up faster.
tot eght is the sum of the eghts. In practice, an
encoder may not provide a new SRocted immediately,
leading to potential overlap of multiple ramp-ups. If a new
SRocted for a ramping-up subflow is smaller than the
previous one, the smaller value is used.

The fractional distribution algorithm is shown in Algo-
rithm 1. Note that fairness across multiple paths depends on
each congestion control algorithm being fair on a single path, a
topic beyond the scope of this paper. FRACTaL is a proactive
congestion control algorithm that uses adaptive thresholds to
detect congestion and compete with loss-based algorithms.

C. Packet Scheduler Algorithm

Algorithm 2 Map a Subflow to a Packet
Require: The trget(oƒ ƒ ) value
Require: The seected sbƒ os array
seected← NULL
seected dƒ ƒ ← 0
for j = 1 → seected sbƒ ostot do

trget← AR[ j] × trget(oƒ ƒ ) + SR[ j] × (1 − trget(oƒ ƒ ))
dƒ ƒ ← trget − SentBtrte[ j]
if seected is NULL OR seected dƒ ƒ ¡ dƒ ƒ then

seected← sbƒ o
seected dƒ ƒ ← dƒ ƒ

return seected

The MPPM executes the packet scheduler algorithm each
time it receives a packet. It selects a subflow based on the
packet size, SRocted , SRstbe , and the path state
of each subflow. To avoid traffic fading, a SRtrnsent
is calculated as a weighted average of SRocted and
SRstbe , where the weight, trget(oƒ ƒ ), is determined by
how close MRct is to MRdemnded :

trget(oƒ ƒ ) = 1 −
�

�

�

�

MRdemnded − MRct
MRdemnded −

∑

SRstbe

�

�

�

�

(1)

When trget(oƒ ƒ ) is 0, MRct has reached
SRocted . The packet scheduler maps the subflow to a
packet with the largest difference between its SRtrnsent
and SRct . The packet scheduler algorithm is presented
in Algorithm 2.

Media
Source / 

Sink

Node 
Controller

Node
Controller

Node 
Controller

Media
Source /

Sink

Traffic
Shaper

Media
Source /

Sink

Media
Source /

Sink

Traffic
Shaper

Fig. 4. Performance Evaluation Setup.

V. PERFORMANCE EVALUATION

In this section, we evaluate the performance of our proposal
using multiple paths for real-time multimedia communications.
Our algorithms are implemented with Gstreamer [11] and
can be used with OpenWebRTC [12]. We test the algorithms
effectiveness in avoiding traffic fading and ensuring fairness
to cross-traffic.

Environment: The tests are conducted in a controlled
environment (Figure 4), where the sender and receiver run
on separate Linux machines connected via Ethernet. Network
conditions are emulated with Netem [13] and tbf [14]. Traffic
shapers set a 300 ms queue length with a drop-tail policy,
and network delays in bottleneck links are 100 ms. We
use the KristenAndSara [15] video sequence with VP8 [16],
simulating a camera source at a clock rate of 90000 and a
frame rate of 25 fps. Full details are available online1.

Metrics: We measure Goodput (GP), Packet Loss Rate
(LR), and Average Bandwidth Utilization (ABU). Queue Me-
dian Delay (QMD) is updated every 100 ms for packets sent
in the last second. We also define Rate Error ( RE ) to evaluate
traffic fading avoidance and use Jains fairness index [17] to
assess fairness. The RE is calculated as:

SRct − SRocted
SRocted

(2)

Jains fairness index is normalized by the total throughput
across all paths. We also measure video quality using SSIM
[18] and MS-SSIM [19] over 2000 rendered frames.

A. Micro benchmark

We perform micro-benchmarks to assess throughput aggre-
gation efficiency and the ability to avoid traffic fading.

Throughput Aggregations: In this scenario, we use one,
two, and five subflows across three sub-scenarios. The paths
mapped to subflows are disjoint, each with a 500 kbps bottle-
neck capacity. The test lasts for 120 s, and the subflows are
joined at the start. The measurement summary is shown in
Table II. FRACTaL starts conservatively, causing subflows to
ramp up slowly. The fractional distribution algorithm manages
the overall ramp-up, meaning that the media source using more
subflows reaches the bottleneck capacity later than one with
fewer subflows, resulting in a lower ABU in the short term
for scenarios with more subflows.

1https://github.com/balazskreith/docker-gst-mprtp
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Fig. 5. The sending bitrate and the queue delay for a single- and a multipath capable media sources sharing the same bottleneck link.

1 Subflow 2 Subflows 5 Subflows

GP [kbps] 286 ± 17 515 ± 21 1205 ± 37
ABU [%] 76% ± 2% 67% ± 2% 60% ± 1%
LR [%] 0% ± 0% 0% ± 0% 0% ± 0%
QMD [ms] 107.81 ± 1.25 103.98 ± 0.54 102.66 ± 0.38

TABLE II
SUMMARY OF THE MEASUREMENTS MEASURING THROUGHPUT

AGGREGATIONS.

Avoiding Fading Effect: In this scenario, we evaluate the
packet scheduler algorithm’s ability to mitigate traffic fading.
Two subscenarios are considered. In the first, one subflow uses
a path with a bottleneck capacity varying between 500 kbps
and 1000 kbps, with changes occurring every 25 s. In the
second, two subflows are used, each with a bottleneck capacity
varying between 500 kbps and 1000 kbps, but the aggregated
capacity is 1500 kbps. The Rate Error ( RE ) is calculated for
each subflow, and the results are summarized in Table III.
When the bottleneck capacity reduces on a path, FRAC-
TaL detects congestion and recalculates the SRestmted
for the subflow. The fractional distribution algorithm adjusts
the SRocted for each subflow. The MRCM requests a
new MRdemnded from the media source and forwards
the updated SRocted values to the MPPM. The MPPM
then uses the packet scheduler algorithm to calculate the
SRtrnsent , preventing traffic fading during the bitrate
change. Consequently, the subflows’ SRct fluctuates
around the SRtrnsent , avoiding traffic fading.

1 Subflow 2 Subflows

GP [kbps] 369 ± 29 621 ± 28
RE [%] 16% ± 1% 16% ± 1%
LR [%] 1% ± 0% 0% ± 0%
QMD [ms] 110.2 ± 3.54 103.5 ± 0.74

TABLE III
SUMMARY OF MEASUREMENTS TEST FADING EFFECT BETWEEN

SUBFLOWS

Quality of Transferred Media Content: In this scenario,
we compare the quality of the received media content with the
original. We measure SSIM [18] and MS-SSIM [19] scores for
the encoded media before sending and the decoded media after

receiving. We use one, two, and five subflows, with disjoint
paths and a total bottleneck capacity of 5000 kbps, divided
equally among the subflows. SSIM and MS-SSIM are averaged
over 2000 frames, with the average and standard deviation
calculated over 30 measurements. The results, summarized
in Table IV, show similar SSIM scores but better MS-SSIM
scores when using multiple paths.

1 subflow 2 subflows 5 subflows

SSIM 0.78 ± RUN 0.82 ± RUN 0.84 ± RUN
MSSIM 0.53 ± RUN 0.61 ± RUN 0.73 ± RUN

TABLE IV
SUMMARY OF MEASUREMENTS FOR SSIM AND MSSIM.

B. Fairness tests

We evaluate the fractional distribution algorithm’s fairness
by calculating Jain’s fairness index for media sources using
single and multiple paths. For a single path, fairness is the
congestion control algorithm’s ability to equally share the
bottleneck capacity between flows. For multiple paths, fairness
considers all flows across all paths.

Our test includes three scenarios: 1) A multipath source
competes with a single-path source on a shared bottleneck; 2)
A multipath source competes with a single-path source on a
shared bottleneck and uses a non-shared one; 3) Two multipath
sources compete over shared and non-shared bottleneck links.
One Bottleneck with Multiple Media Sources: We use two
media sources on a shared bottleneck link, with one using
two subflows and the other a single RTP flow. The shared
bottleneck has a capacity of 3000 kbit/s (Figure 5). A summary
of the measurements is shown in Table V.

Due to the fractional distribution algorithm, the multipath
source ramps up more slowly, reaching saturation later than
the single-path source. As a result, each subflow of the
multipath source uses less bandwidth than the single flow.
We calculated Jains index by normalizing throughputs with
the available bandwidth of the used path. The Jains fairness
index for this scenario is 0.97 ± 0.03. Due to FRACTaL’s
conservative nature around the bottleneck, its early congestion
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Fig. 5. The sending bitrate and the queue delay for a single- and a multipath capable media sources sharing the same bottleneck link.

1 Subflow 2 Subflows 5 Subflows

GP [kbps] 286 ± 17 515 ± 21 1205 ± 37
ABU [%] 76% ± 2% 67% ± 2% 60% ± 1%
LR [%] 0% ± 0% 0% ± 0% 0% ± 0%
QMD [ms] 107.81 ± 1.25 103.98 ± 0.54 102.66 ± 0.38

TABLE II
SUMMARY OF THE MEASUREMENTS MEASURING THROUGHPUT

AGGREGATIONS.

Avoiding Fading Effect: In this scenario, we evaluate the
packet scheduler algorithm’s ability to mitigate traffic fading.
Two subscenarios are considered. In the first, one subflow uses
a path with a bottleneck capacity varying between 500 kbps
and 1000 kbps, with changes occurring every 25 s. In the
second, two subflows are used, each with a bottleneck capacity
varying between 500 kbps and 1000 kbps, but the aggregated
capacity is 1500 kbps. The Rate Error ( RE ) is calculated for
each subflow, and the results are summarized in Table III.
When the bottleneck capacity reduces on a path, FRAC-
TaL detects congestion and recalculates the SRestmted
for the subflow. The fractional distribution algorithm adjusts
the SRocted for each subflow. The MRCM requests a
new MRdemnded from the media source and forwards
the updated SRocted values to the MPPM. The MPPM
then uses the packet scheduler algorithm to calculate the
SRtrnsent , preventing traffic fading during the bitrate
change. Consequently, the subflows’ SRct fluctuates
around the SRtrnsent , avoiding traffic fading.

1 Subflow 2 Subflows

GP [kbps] 369 ± 29 621 ± 28
RE [%] 16% ± 1% 16% ± 1%
LR [%] 1% ± 0% 0% ± 0%
QMD [ms] 110.2 ± 3.54 103.5 ± 0.74

TABLE III
SUMMARY OF MEASUREMENTS TEST FADING EFFECT BETWEEN

SUBFLOWS

Quality of Transferred Media Content: In this scenario,
we compare the quality of the received media content with the
original. We measure SSIM [18] and MS-SSIM [19] scores for
the encoded media before sending and the decoded media after

receiving. We use one, two, and five subflows, with disjoint
paths and a total bottleneck capacity of 5000 kbps, divided
equally among the subflows. SSIM and MS-SSIM are averaged
over 2000 frames, with the average and standard deviation
calculated over 30 measurements. The results, summarized
in Table IV, show similar SSIM scores but better MS-SSIM
scores when using multiple paths.

1 subflow 2 subflows 5 subflows

SSIM 0.78 ± RUN 0.82 ± RUN 0.84 ± RUN
MSSIM 0.53 ± RUN 0.61 ± RUN 0.73 ± RUN

TABLE IV
SUMMARY OF MEASUREMENTS FOR SSIM AND MSSIM.

B. Fairness tests

We evaluate the fractional distribution algorithm’s fairness
by calculating Jain’s fairness index for media sources using
single and multiple paths. For a single path, fairness is the
congestion control algorithm’s ability to equally share the
bottleneck capacity between flows. For multiple paths, fairness
considers all flows across all paths.

Our test includes three scenarios: 1) A multipath source
competes with a single-path source on a shared bottleneck; 2)
A multipath source competes with a single-path source on a
shared bottleneck and uses a non-shared one; 3) Two multipath
sources compete over shared and non-shared bottleneck links.
One Bottleneck with Multiple Media Sources: We use two
media sources on a shared bottleneck link, with one using
two subflows and the other a single RTP flow. The shared
bottleneck has a capacity of 3000 kbit/s (Figure 5). A summary
of the measurements is shown in Table V.

Due to the fractional distribution algorithm, the multipath
source ramps up more slowly, reaching saturation later than
the single-path source. As a result, each subflow of the
multipath source uses less bandwidth than the single flow.
We calculated Jains index by normalizing throughputs with
the available bandwidth of the used path. The Jains fairness
index for this scenario is 0.97 ± 0.03. Due to FRACTaL’s
conservative nature around the bottleneck, its early congestion
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Fig. 5. The sending bitrate and the queue delay for a single- and a multipath capable media sources sharing the same bottleneck link.

1 Subflow 2 Subflows 5 Subflows

GP [kbps] 286 ± 17 515 ± 21 1205 ± 37
ABU [%] 76% ± 2% 67% ± 2% 60% ± 1%
LR [%] 0% ± 0% 0% ± 0% 0% ± 0%
QMD [ms] 107.81 ± 1.25 103.98 ± 0.54 102.66 ± 0.38

TABLE II
SUMMARY OF THE MEASUREMENTS MEASURING THROUGHPUT

AGGREGATIONS.

Avoiding Fading Effect: In this scenario, we evaluate the
packet scheduler algorithm’s ability to mitigate traffic fading.
Two subscenarios are considered. In the first, one subflow uses
a path with a bottleneck capacity varying between 500 kbps
and 1000 kbps, with changes occurring every 25 s. In the
second, two subflows are used, each with a bottleneck capacity
varying between 500 kbps and 1000 kbps, but the aggregated
capacity is 1500 kbps. The Rate Error ( RE ) is calculated for
each subflow, and the results are summarized in Table III.
When the bottleneck capacity reduces on a path, FRAC-
TaL detects congestion and recalculates the SRestmted
for the subflow. The fractional distribution algorithm adjusts
the SRocted for each subflow. The MRCM requests a
new MRdemnded from the media source and forwards
the updated SRocted values to the MPPM. The MPPM
then uses the packet scheduler algorithm to calculate the
SRtrnsent , preventing traffic fading during the bitrate
change. Consequently, the subflows’ SRct fluctuates
around the SRtrnsent , avoiding traffic fading.

1 Subflow 2 Subflows

GP [kbps] 369 ± 29 621 ± 28
RE [%] 16% ± 1% 16% ± 1%
LR [%] 1% ± 0% 0% ± 0%
QMD [ms] 110.2 ± 3.54 103.5 ± 0.74

TABLE III
SUMMARY OF MEASUREMENTS TEST FADING EFFECT BETWEEN

SUBFLOWS

Quality of Transferred Media Content: In this scenario,
we compare the quality of the received media content with the
original. We measure SSIM [18] and MS-SSIM [19] scores for
the encoded media before sending and the decoded media after

receiving. We use one, two, and five subflows, with disjoint
paths and a total bottleneck capacity of 5000 kbps, divided
equally among the subflows. SSIM and MS-SSIM are averaged
over 2000 frames, with the average and standard deviation
calculated over 30 measurements. The results, summarized
in Table IV, show similar SSIM scores but better MS-SSIM
scores when using multiple paths.

1 subflow 2 subflows 5 subflows

SSIM 0.78 ± RUN 0.82 ± RUN 0.84 ± RUN
MSSIM 0.53 ± RUN 0.61 ± RUN 0.73 ± RUN

TABLE IV
SUMMARY OF MEASUREMENTS FOR SSIM AND MSSIM.

B. Fairness tests

We evaluate the fractional distribution algorithm’s fairness
by calculating Jain’s fairness index for media sources using
single and multiple paths. For a single path, fairness is the
congestion control algorithm’s ability to equally share the
bottleneck capacity between flows. For multiple paths, fairness
considers all flows across all paths.

Our test includes three scenarios: 1) A multipath source
competes with a single-path source on a shared bottleneck; 2)
A multipath source competes with a single-path source on a
shared bottleneck and uses a non-shared one; 3) Two multipath
sources compete over shared and non-shared bottleneck links.
One Bottleneck with Multiple Media Sources: We use two
media sources on a shared bottleneck link, with one using
two subflows and the other a single RTP flow. The shared
bottleneck has a capacity of 3000 kbit/s (Figure 5). A summary
of the measurements is shown in Table V.

Due to the fractional distribution algorithm, the multipath
source ramps up more slowly, reaching saturation later than
the single-path source. As a result, each subflow of the
multipath source uses less bandwidth than the single flow.
We calculated Jains index by normalizing throughputs with
the available bandwidth of the used path. The Jains fairness
index for this scenario is 0.97 ± 0.03. Due to FRACTaL’s
conservative nature around the bottleneck, its early congestion
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Fig. 5. The sending bitrate and the queue delay for a single- and a multipath capable media sources sharing the same bottleneck link.

1 Subflow 2 Subflows 5 Subflows

GP [kbps] 286 ± 17 515 ± 21 1205 ± 37
ABU [%] 76% ± 2% 67% ± 2% 60% ± 1%
LR [%] 0% ± 0% 0% ± 0% 0% ± 0%
QMD [ms] 107.81 ± 1.25 103.98 ± 0.54 102.66 ± 0.38

TABLE II
SUMMARY OF THE MEASUREMENTS MEASURING THROUGHPUT

AGGREGATIONS.

Avoiding Fading Effect: In this scenario, we evaluate the
packet scheduler algorithm’s ability to mitigate traffic fading.
Two subscenarios are considered. In the first, one subflow uses
a path with a bottleneck capacity varying between 500 kbps
and 1000 kbps, with changes occurring every 25 s. In the
second, two subflows are used, each with a bottleneck capacity
varying between 500 kbps and 1000 kbps, but the aggregated
capacity is 1500 kbps. The Rate Error ( RE ) is calculated for
each subflow, and the results are summarized in Table III.
When the bottleneck capacity reduces on a path, FRAC-
TaL detects congestion and recalculates the SRestmted
for the subflow. The fractional distribution algorithm adjusts
the SRocted for each subflow. The MRCM requests a
new MRdemnded from the media source and forwards
the updated SRocted values to the MPPM. The MPPM
then uses the packet scheduler algorithm to calculate the
SRtrnsent , preventing traffic fading during the bitrate
change. Consequently, the subflows’ SRct fluctuates
around the SRtrnsent , avoiding traffic fading.

1 Subflow 2 Subflows

GP [kbps] 369 ± 29 621 ± 28
RE [%] 16% ± 1% 16% ± 1%
LR [%] 1% ± 0% 0% ± 0%
QMD [ms] 110.2 ± 3.54 103.5 ± 0.74

TABLE III
SUMMARY OF MEASUREMENTS TEST FADING EFFECT BETWEEN

SUBFLOWS

Quality of Transferred Media Content: In this scenario,
we compare the quality of the received media content with the
original. We measure SSIM [18] and MS-SSIM [19] scores for
the encoded media before sending and the decoded media after

receiving. We use one, two, and five subflows, with disjoint
paths and a total bottleneck capacity of 5000 kbps, divided
equally among the subflows. SSIM and MS-SSIM are averaged
over 2000 frames, with the average and standard deviation
calculated over 30 measurements. The results, summarized
in Table IV, show similar SSIM scores but better MS-SSIM
scores when using multiple paths.

1 subflow 2 subflows 5 subflows

SSIM 0.78 ± RUN 0.82 ± RUN 0.84 ± RUN
MSSIM 0.53 ± RUN 0.61 ± RUN 0.73 ± RUN

TABLE IV
SUMMARY OF MEASUREMENTS FOR SSIM AND MSSIM.

B. Fairness tests

We evaluate the fractional distribution algorithm’s fairness
by calculating Jain’s fairness index for media sources using
single and multiple paths. For a single path, fairness is the
congestion control algorithm’s ability to equally share the
bottleneck capacity between flows. For multiple paths, fairness
considers all flows across all paths.

Our test includes three scenarios: 1) A multipath source
competes with a single-path source on a shared bottleneck; 2)
A multipath source competes with a single-path source on a
shared bottleneck and uses a non-shared one; 3) Two multipath
sources compete over shared and non-shared bottleneck links.
One Bottleneck with Multiple Media Sources: We use two
media sources on a shared bottleneck link, with one using
two subflows and the other a single RTP flow. The shared
bottleneck has a capacity of 3000 kbit/s (Figure 5). A summary
of the measurements is shown in Table V.

Due to the fractional distribution algorithm, the multipath
source ramps up more slowly, reaching saturation later than
the single-path source. As a result, each subflow of the
multipath source uses less bandwidth than the single flow.
We calculated Jains index by normalizing throughputs with
the available bandwidth of the used path. The Jains fairness
index for this scenario is 0.97 ± 0.03. Due to FRACTaL’s
conservative nature around the bottleneck, its early congestion
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1 Subflow 2 Subflows 5 Subflows

GP [kbps] 286 ± 17 515 ± 21 1205 ± 37
ABU [%] 76% ± 2% 67% ± 2% 60% ± 1%
LR [%] 0% ± 0% 0% ± 0% 0% ± 0%
QMD [ms] 107.81 ± 1.25 103.98 ± 0.54 102.66 ± 0.38

TABLE II
SUMMARY OF THE MEASUREMENTS MEASURING THROUGHPUT

AGGREGATIONS.

Avoiding Fading Effect: In this scenario, we evaluate the
packet scheduler algorithm’s ability to mitigate traffic fading.
Two subscenarios are considered. In the first, one subflow uses
a path with a bottleneck capacity varying between 500 kbps
and 1000 kbps, with changes occurring every 25 s. In the
second, two subflows are used, each with a bottleneck capacity
varying between 500 kbps and 1000 kbps, but the aggregated
capacity is 1500 kbps. The Rate Error ( RE ) is calculated for
each subflow, and the results are summarized in Table III.
When the bottleneck capacity reduces on a path, FRAC-
TaL detects congestion and recalculates the SRestmted
for the subflow. The fractional distribution algorithm adjusts
the SRocted for each subflow. The MRCM requests a
new MRdemnded from the media source and forwards
the updated SRocted values to the MPPM. The MPPM
then uses the packet scheduler algorithm to calculate the
SRtrnsent , preventing traffic fading during the bitrate
change. Consequently, the subflows’ SRct fluctuates
around the SRtrnsent , avoiding traffic fading.

1 Subflow 2 Subflows

GP [kbps] 369 ± 29 621 ± 28
RE [%] 16% ± 1% 16% ± 1%
LR [%] 1% ± 0% 0% ± 0%
QMD [ms] 110.2 ± 3.54 103.5 ± 0.74

TABLE III
SUMMARY OF MEASUREMENTS TEST FADING EFFECT BETWEEN

SUBFLOWS

Quality of Transferred Media Content: In this scenario,
we compare the quality of the received media content with the
original. We measure SSIM [18] and MS-SSIM [19] scores for
the encoded media before sending and the decoded media after

receiving. We use one, two, and five subflows, with disjoint
paths and a total bottleneck capacity of 5000 kbps, divided
equally among the subflows. SSIM and MS-SSIM are averaged
over 2000 frames, with the average and standard deviation
calculated over 30 measurements. The results, summarized
in Table IV, show similar SSIM scores but better MS-SSIM
scores when using multiple paths.

1 subflow 2 subflows 5 subflows

SSIM 0.78 ± RUN 0.82 ± RUN 0.84 ± RUN
MSSIM 0.53 ± RUN 0.61 ± RUN 0.73 ± RUN

TABLE IV
SUMMARY OF MEASUREMENTS FOR SSIM AND MSSIM.

B. Fairness tests

We evaluate the fractional distribution algorithm’s fairness
by calculating Jain’s fairness index for media sources using
single and multiple paths. For a single path, fairness is the
congestion control algorithm’s ability to equally share the
bottleneck capacity between flows. For multiple paths, fairness
considers all flows across all paths.

Our test includes three scenarios: 1) A multipath source
competes with a single-path source on a shared bottleneck; 2)
A multipath source competes with a single-path source on a
shared bottleneck and uses a non-shared one; 3) Two multipath
sources compete over shared and non-shared bottleneck links.
One Bottleneck with Multiple Media Sources: We use two
media sources on a shared bottleneck link, with one using
two subflows and the other a single RTP flow. The shared
bottleneck has a capacity of 3000 kbit/s (Figure 5). A summary
of the measurements is shown in Table V.

Due to the fractional distribution algorithm, the multipath
source ramps up more slowly, reaching saturation later than
the single-path source. As a result, each subflow of the
multipath source uses less bandwidth than the single flow.
We calculated Jains index by normalizing throughputs with
the available bandwidth of the used path. The Jains fairness
index for this scenario is 0.97 ± 0.03. Due to FRACTaL’s
conservative nature around the bottleneck, its early congestion
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Fig. 5. The sending bitrate and the queue delay for a single- and a multipath capable media sources sharing the same bottleneck link.

1 Subflow 2 Subflows 5 Subflows

GP [kbps] 286 ± 17 515 ± 21 1205 ± 37
ABU [%] 76% ± 2% 67% ± 2% 60% ± 1%
LR [%] 0% ± 0% 0% ± 0% 0% ± 0%
QMD [ms] 107.81 ± 1.25 103.98 ± 0.54 102.66 ± 0.38

TABLE II
SUMMARY OF THE MEASUREMENTS MEASURING THROUGHPUT

AGGREGATIONS.

Avoiding Fading Effect: In this scenario, we evaluate the
packet scheduler algorithm’s ability to mitigate traffic fading.
Two subscenarios are considered. In the first, one subflow uses
a path with a bottleneck capacity varying between 500 kbps
and 1000 kbps, with changes occurring every 25 s. In the
second, two subflows are used, each with a bottleneck capacity
varying between 500 kbps and 1000 kbps, but the aggregated
capacity is 1500 kbps. The Rate Error ( RE ) is calculated for
each subflow, and the results are summarized in Table III.
When the bottleneck capacity reduces on a path, FRAC-
TaL detects congestion and recalculates the SRestmted
for the subflow. The fractional distribution algorithm adjusts
the SRocted for each subflow. The MRCM requests a
new MRdemnded from the media source and forwards
the updated SRocted values to the MPPM. The MPPM
then uses the packet scheduler algorithm to calculate the
SRtrnsent , preventing traffic fading during the bitrate
change. Consequently, the subflows’ SRct fluctuates
around the SRtrnsent , avoiding traffic fading.

1 Subflow 2 Subflows

GP [kbps] 369 ± 29 621 ± 28
RE [%] 16% ± 1% 16% ± 1%
LR [%] 1% ± 0% 0% ± 0%
QMD [ms] 110.2 ± 3.54 103.5 ± 0.74

TABLE III
SUMMARY OF MEASUREMENTS TEST FADING EFFECT BETWEEN

SUBFLOWS

Quality of Transferred Media Content: In this scenario,
we compare the quality of the received media content with the
original. We measure SSIM [18] and MS-SSIM [19] scores for
the encoded media before sending and the decoded media after

receiving. We use one, two, and five subflows, with disjoint
paths and a total bottleneck capacity of 5000 kbps, divided
equally among the subflows. SSIM and MS-SSIM are averaged
over 2000 frames, with the average and standard deviation
calculated over 30 measurements. The results, summarized
in Table IV, show similar SSIM scores but better MS-SSIM
scores when using multiple paths.

1 subflow 2 subflows 5 subflows

SSIM 0.78 ± RUN 0.82 ± RUN 0.84 ± RUN
MSSIM 0.53 ± RUN 0.61 ± RUN 0.73 ± RUN

TABLE IV
SUMMARY OF MEASUREMENTS FOR SSIM AND MSSIM.

B. Fairness tests

We evaluate the fractional distribution algorithm’s fairness
by calculating Jain’s fairness index for media sources using
single and multiple paths. For a single path, fairness is the
congestion control algorithm’s ability to equally share the
bottleneck capacity between flows. For multiple paths, fairness
considers all flows across all paths.

Our test includes three scenarios: 1) A multipath source
competes with a single-path source on a shared bottleneck; 2)
A multipath source competes with a single-path source on a
shared bottleneck and uses a non-shared one; 3) Two multipath
sources compete over shared and non-shared bottleneck links.
One Bottleneck with Multiple Media Sources: We use two
media sources on a shared bottleneck link, with one using
two subflows and the other a single RTP flow. The shared
bottleneck has a capacity of 3000 kbit/s (Figure 5). A summary
of the measurements is shown in Table V.

Due to the fractional distribution algorithm, the multipath
source ramps up more slowly, reaching saturation later than
the single-path source. As a result, each subflow of the
multipath source uses less bandwidth than the single flow.
We calculated Jains index by normalizing throughputs with
the available bandwidth of the used path. The Jains fairness
index for this scenario is 0.97 ± 0.03. Due to FRACTaL’s
conservative nature around the bottleneck, its early congestion
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Fig. 5. The sending bitrate and the queue delay for a single- and a multipath capable media sources sharing the same bottleneck link.

1 Subflow 2 Subflows 5 Subflows

GP [kbps] 286 ± 17 515 ± 21 1205 ± 37
ABU [%] 76% ± 2% 67% ± 2% 60% ± 1%
LR [%] 0% ± 0% 0% ± 0% 0% ± 0%
QMD [ms] 107.81 ± 1.25 103.98 ± 0.54 102.66 ± 0.38

TABLE II
SUMMARY OF THE MEASUREMENTS MEASURING THROUGHPUT

AGGREGATIONS.

Avoiding Fading Effect: In this scenario, we evaluate the
packet scheduler algorithm’s ability to mitigate traffic fading.
Two subscenarios are considered. In the first, one subflow uses
a path with a bottleneck capacity varying between 500 kbps
and 1000 kbps, with changes occurring every 25 s. In the
second, two subflows are used, each with a bottleneck capacity
varying between 500 kbps and 1000 kbps, but the aggregated
capacity is 1500 kbps. The Rate Error ( RE ) is calculated for
each subflow, and the results are summarized in Table III.
When the bottleneck capacity reduces on a path, FRAC-
TaL detects congestion and recalculates the SRestmted
for the subflow. The fractional distribution algorithm adjusts
the SRocted for each subflow. The MRCM requests a
new MRdemnded from the media source and forwards
the updated SRocted values to the MPPM. The MPPM
then uses the packet scheduler algorithm to calculate the
SRtrnsent , preventing traffic fading during the bitrate
change. Consequently, the subflows’ SRct fluctuates
around the SRtrnsent , avoiding traffic fading.

1 Subflow 2 Subflows

GP [kbps] 369 ± 29 621 ± 28
RE [%] 16% ± 1% 16% ± 1%
LR [%] 1% ± 0% 0% ± 0%
QMD [ms] 110.2 ± 3.54 103.5 ± 0.74

TABLE III
SUMMARY OF MEASUREMENTS TEST FADING EFFECT BETWEEN

SUBFLOWS

Quality of Transferred Media Content: In this scenario,
we compare the quality of the received media content with the
original. We measure SSIM [18] and MS-SSIM [19] scores for
the encoded media before sending and the decoded media after

receiving. We use one, two, and five subflows, with disjoint
paths and a total bottleneck capacity of 5000 kbps, divided
equally among the subflows. SSIM and MS-SSIM are averaged
over 2000 frames, with the average and standard deviation
calculated over 30 measurements. The results, summarized
in Table IV, show similar SSIM scores but better MS-SSIM
scores when using multiple paths.

1 subflow 2 subflows 5 subflows

SSIM 0.78 ± RUN 0.82 ± RUN 0.84 ± RUN
MSSIM 0.53 ± RUN 0.61 ± RUN 0.73 ± RUN

TABLE IV
SUMMARY OF MEASUREMENTS FOR SSIM AND MSSIM.

B. Fairness tests

We evaluate the fractional distribution algorithm’s fairness
by calculating Jain’s fairness index for media sources using
single and multiple paths. For a single path, fairness is the
congestion control algorithm’s ability to equally share the
bottleneck capacity between flows. For multiple paths, fairness
considers all flows across all paths.

Our test includes three scenarios: 1) A multipath source
competes with a single-path source on a shared bottleneck; 2)
A multipath source competes with a single-path source on a
shared bottleneck and uses a non-shared one; 3) Two multipath
sources compete over shared and non-shared bottleneck links.
One Bottleneck with Multiple Media Sources: We use two
media sources on a shared bottleneck link, with one using
two subflows and the other a single RTP flow. The shared
bottleneck has a capacity of 3000 kbit/s (Figure 5). A summary
of the measurements is shown in Table V.

Due to the fractional distribution algorithm, the multipath
source ramps up more slowly, reaching saturation later than
the single-path source. As a result, each subflow of the
multipath source uses less bandwidth than the single flow.
We calculated Jains index by normalizing throughputs with
the available bandwidth of the used path. The Jains fairness
index for this scenario is 0.97 ± 0.03. Due to FRACTaL’s
conservative nature around the bottleneck, its early congestion
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Fig. 5. The sending bitrate and the queue delay for a single- and a multipath capable media sources sharing the same bottleneck link.

1 Subflow 2 Subflows 5 Subflows

GP [kbps] 286 ± 17 515 ± 21 1205 ± 37
ABU [%] 76% ± 2% 67% ± 2% 60% ± 1%
LR [%] 0% ± 0% 0% ± 0% 0% ± 0%
QMD [ms] 107.81 ± 1.25 103.98 ± 0.54 102.66 ± 0.38

TABLE II
SUMMARY OF THE MEASUREMENTS MEASURING THROUGHPUT

AGGREGATIONS.

Avoiding Fading Effect: In this scenario, we evaluate the
packet scheduler algorithm’s ability to mitigate traffic fading.
Two subscenarios are considered. In the first, one subflow uses
a path with a bottleneck capacity varying between 500 kbps
and 1000 kbps, with changes occurring every 25 s. In the
second, two subflows are used, each with a bottleneck capacity
varying between 500 kbps and 1000 kbps, but the aggregated
capacity is 1500 kbps. The Rate Error ( RE ) is calculated for
each subflow, and the results are summarized in Table III.
When the bottleneck capacity reduces on a path, FRAC-
TaL detects congestion and recalculates the SRestmted
for the subflow. The fractional distribution algorithm adjusts
the SRocted for each subflow. The MRCM requests a
new MRdemnded from the media source and forwards
the updated SRocted values to the MPPM. The MPPM
then uses the packet scheduler algorithm to calculate the
SRtrnsent , preventing traffic fading during the bitrate
change. Consequently, the subflows’ SRct fluctuates
around the SRtrnsent , avoiding traffic fading.

1 Subflow 2 Subflows

GP [kbps] 369 ± 29 621 ± 28
RE [%] 16% ± 1% 16% ± 1%
LR [%] 1% ± 0% 0% ± 0%
QMD [ms] 110.2 ± 3.54 103.5 ± 0.74

TABLE III
SUMMARY OF MEASUREMENTS TEST FADING EFFECT BETWEEN

SUBFLOWS

Quality of Transferred Media Content: In this scenario,
we compare the quality of the received media content with the
original. We measure SSIM [18] and MS-SSIM [19] scores for
the encoded media before sending and the decoded media after

receiving. We use one, two, and five subflows, with disjoint
paths and a total bottleneck capacity of 5000 kbps, divided
equally among the subflows. SSIM and MS-SSIM are averaged
over 2000 frames, with the average and standard deviation
calculated over 30 measurements. The results, summarized
in Table IV, show similar SSIM scores but better MS-SSIM
scores when using multiple paths.

1 subflow 2 subflows 5 subflows

SSIM 0.78 ± RUN 0.82 ± RUN 0.84 ± RUN
MSSIM 0.53 ± RUN 0.61 ± RUN 0.73 ± RUN

TABLE IV
SUMMARY OF MEASUREMENTS FOR SSIM AND MSSIM.

B. Fairness tests

We evaluate the fractional distribution algorithm’s fairness
by calculating Jain’s fairness index for media sources using
single and multiple paths. For a single path, fairness is the
congestion control algorithm’s ability to equally share the
bottleneck capacity between flows. For multiple paths, fairness
considers all flows across all paths.

Our test includes three scenarios: 1) A multipath source
competes with a single-path source on a shared bottleneck; 2)
A multipath source competes with a single-path source on a
shared bottleneck and uses a non-shared one; 3) Two multipath
sources compete over shared and non-shared bottleneck links.
One Bottleneck with Multiple Media Sources: We use two
media sources on a shared bottleneck link, with one using
two subflows and the other a single RTP flow. The shared
bottleneck has a capacity of 3000 kbit/s (Figure 5). A summary
of the measurements is shown in Table V.

Due to the fractional distribution algorithm, the multipath
source ramps up more slowly, reaching saturation later than
the single-path source. As a result, each subflow of the
multipath source uses less bandwidth than the single flow.
We calculated Jains index by normalizing throughputs with
the available bandwidth of the used path. The Jains fairness
index for this scenario is 0.97 ± 0.03. Due to FRACTaL’s
conservative nature around the bottleneck, its early congestion
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Fig. 5. The sending bitrate and the queue delay for a single- and a multipath capable media sources sharing the same bottleneck link.

1 Subflow 2 Subflows 5 Subflows

GP [kbps] 286 ± 17 515 ± 21 1205 ± 37
ABU [%] 76% ± 2% 67% ± 2% 60% ± 1%
LR [%] 0% ± 0% 0% ± 0% 0% ± 0%
QMD [ms] 107.81 ± 1.25 103.98 ± 0.54 102.66 ± 0.38

TABLE II
SUMMARY OF THE MEASUREMENTS MEASURING THROUGHPUT

AGGREGATIONS.

Avoiding Fading Effect: In this scenario, we evaluate the
packet scheduler algorithm’s ability to mitigate traffic fading.
Two subscenarios are considered. In the first, one subflow uses
a path with a bottleneck capacity varying between 500 kbps
and 1000 kbps, with changes occurring every 25 s. In the
second, two subflows are used, each with a bottleneck capacity
varying between 500 kbps and 1000 kbps, but the aggregated
capacity is 1500 kbps. The Rate Error ( RE ) is calculated for
each subflow, and the results are summarized in Table III.
When the bottleneck capacity reduces on a path, FRAC-
TaL detects congestion and recalculates the SRestmted
for the subflow. The fractional distribution algorithm adjusts
the SRocted for each subflow. The MRCM requests a
new MRdemnded from the media source and forwards
the updated SRocted values to the MPPM. The MPPM
then uses the packet scheduler algorithm to calculate the
SRtrnsent , preventing traffic fading during the bitrate
change. Consequently, the subflows’ SRct fluctuates
around the SRtrnsent , avoiding traffic fading.

1 Subflow 2 Subflows

GP [kbps] 369 ± 29 621 ± 28
RE [%] 16% ± 1% 16% ± 1%
LR [%] 1% ± 0% 0% ± 0%
QMD [ms] 110.2 ± 3.54 103.5 ± 0.74

TABLE III
SUMMARY OF MEASUREMENTS TEST FADING EFFECT BETWEEN

SUBFLOWS

Quality of Transferred Media Content: In this scenario,
we compare the quality of the received media content with the
original. We measure SSIM [18] and MS-SSIM [19] scores for
the encoded media before sending and the decoded media after

receiving. We use one, two, and five subflows, with disjoint
paths and a total bottleneck capacity of 5000 kbps, divided
equally among the subflows. SSIM and MS-SSIM are averaged
over 2000 frames, with the average and standard deviation
calculated over 30 measurements. The results, summarized
in Table IV, show similar SSIM scores but better MS-SSIM
scores when using multiple paths.

1 subflow 2 subflows 5 subflows

SSIM 0.78 ± RUN 0.82 ± RUN 0.84 ± RUN
MSSIM 0.53 ± RUN 0.61 ± RUN 0.73 ± RUN

TABLE IV
SUMMARY OF MEASUREMENTS FOR SSIM AND MSSIM.

B. Fairness tests

We evaluate the fractional distribution algorithm’s fairness
by calculating Jain’s fairness index for media sources using
single and multiple paths. For a single path, fairness is the
congestion control algorithm’s ability to equally share the
bottleneck capacity between flows. For multiple paths, fairness
considers all flows across all paths.

Our test includes three scenarios: 1) A multipath source
competes with a single-path source on a shared bottleneck; 2)
A multipath source competes with a single-path source on a
shared bottleneck and uses a non-shared one; 3) Two multipath
sources compete over shared and non-shared bottleneck links.
One Bottleneck with Multiple Media Sources: We use two
media sources on a shared bottleneck link, with one using
two subflows and the other a single RTP flow. The shared
bottleneck has a capacity of 3000 kbit/s (Figure 5). A summary
of the measurements is shown in Table V.

Due to the fractional distribution algorithm, the multipath
source ramps up more slowly, reaching saturation later than
the single-path source. As a result, each subflow of the
multipath source uses less bandwidth than the single flow.
We calculated Jains index by normalizing throughputs with
the available bandwidth of the used path. The Jains fairness
index for this scenario is 0.97 ± 0.03. Due to FRACTaL’s
conservative nature around the bottleneck, its early congestion

6

detection, and FEC protection during ramp-up, the flows do
not experience packet loss.

RTP flow MPRTP flow 1 MPRTP flow 2

GP [kbps] 954 ± 180 464 ± 139 616 ± 113
ABU [%] 37% ± 6% 19% ± 5% 24% ± 4%
LR [%] 0% ± 0% 0% ± 0% 0% ± 0%
QMD [ms] 113.6 ± 4.36 113.62 ± 4.34 113.82 ± 4.15

TABLE V
SUMMARY OF MEASUREMENTS EVALUATING FAIRNESS BETWEEN A

SINGLE- AND A MULTIPATH CAPABLE MEDIA SOURCE USING A SHARED
BOTTLENECK.
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Fig. 6. The sending rate and the queue delay for a single- and a multipath
capable media sources on different paths.

Two Bottlenecks with Two Media Sources: We use two
media sources on a shared bottleneck link, with one using two
subflows and the other a single RTP flow. Both paths have
a capacity of 2000 kbit/s, and the test duration is 120 s. A
summary of the measurements is shown in Table VI.

The multipath source ramps up slower than the single-flow
source, leading to the single-flow source occupying a larger
portion of the shared path. The Jains index is normalized by
the aggregated bandwidth for multipath flows and by the single
bandwidth capacity for single-path flows. The fairness index
for this scenario is 0.98 ± 0.03.

RTP flow MPRTP flow 1 MPRTP flow 2

GP [kbps] 783 ± 161 428 ± 85 975 ± 401
ABU [%] 47% ± 8% 26% ± 4% 57% ± 20%
LR [%] 0% ± 0% 0% ± 0% 0% ± 0%
QMD [ms] 106.9 ± 2.75 106.2 ± 2.53 102.48 ± 1.95

TABLE VI
SUMMARY OF MEASUREMENTS EVALUATING FAIRNESS BETWEEN A
SINGLE- AND A MULTIPATH CAPABLE MEDIA SOURCESS USING TWO

DISJOINT PATHS.

Two Bottlenecks with Three Media Sources: We use
three media sources on two shared bottleneck links, with one
multipath capable source using two subflows across both paths,
and one single-flow capable source on each path. Both paths
have a capacity of 2000 kbit/s, and the test duration is 120
s (Figure 6). A summary of the measurements is shown in
Table VII.

Due to the fractional distribution algorithm, the multipath
source ramps up slower than the single-flow sources, resulting

in a 2:1 bandwidth ratio in favor of the single-flow sources on
each path. However, using aggregated throughput, the Jains
index for this scenario is 0.95 ± 0.03.

RTP flow 1 RTP flow 2 MPRTP flows

GP [kbps] 537 ± 151 487 ± 120 994 ± 100
LR [%] 0% ± 0% 0% ± 0% 0% ± 0%
QMD [ms] 106.92 ± 1.73 104.9 ± 1.5 105.91 ± 0.61

TABLE VII
SUMMARY OF MEASUREMENTS EVALUATING FAIRNESS BETWEEN A

SINGLE- AND A MULTIPATH CAPABLE MEDIA SOURCE USE DIFFERENT
BOTTLENECK LINKS

Two Bottlenecks with Two Multipath Capable Media
Sources: We use two multipath capable media sources on
two shared bottleneck links, each with a capacity of 2000
kbit/s, and the test duration is 120 s. The summary of
the measurements is shown in Table VIII. The fractional
distribution algorithm regulates both sources, ensuring they
share bandwidth equally. The fairness index, calculated using
aggregated throughput, is 0.99 ± 0.01.

MPRTP Flows 1 MPRTP Flows 2

GP [kbps] 565 ± 69 559 ± 98
LR [%] 0% ± 0% 0% ± 0%
QMD [ms] 106.31 ± 2.65 107.28 ± 1.89

TABLE VIII
SUMMARY OF MEASUREMENTS EVALUATING FAIRNESS BETWEEN TWO

MULTIPATH CAPABLE SOURCES.

C. Summary

This section evaluated the performance of our proposed
algorithms: the packet scheduler and fractional distribution
algorithms. We measured the packet scheduler’s ability to
avoid traffic fading and aggregate throughput. Fairness tests
show that the fractional distribution algorithm ensures fairness
among subflows across all paths. Our evaluation demonstrated
that the packet scheduler algorithm successfully keeps the
SRct around the SRtrnsent , avoiding traffic fading
while aggregating path capacities. The fractional distribu-
tion algorithm regulates subflow ramp-up, leading to slower
increases, but maintaining fairness for multiple paths and
cross-traffic. No quality degradation was observed in video
measurements using single- and multiple-paths.

VI. SYSTEMS CONSIDERATIONS

In this section, we detail a multimedia system implement-
ing Multipath Rate Control using MPRTP [20]. The system
sets up and tears down sessions (using RTSP or SIP), en-
codes/decodes media (e.g., VP8, VP9, H.265), applies SRTP
encryption/decryption, and sends packets over multiple paths.
It also supports DTLS, STUN, and ICE protocols for NAT
traversal [21]. Figure 7 illustrates a component-based design
for such a system based on our proposal.

The system has several components: Media Source/Sink
(producing/consuming content), Media Encoder/Decoder (en-
coding/decoding RTP packets), packet sender/receiver, a dejit-
ter buffer (for correct packet order), and a packet scheduler/rate
controller (which maps RTP packets to subflows and controls
bitrates).

TABLE II
suMMary of the MeasureMents Measuring throughput  

aggregations.

TABLE IV
suMMary of MeasureMents for ssiM and MssiM.

TABLE III
suMMary of MeasureMents test fading effect  

between subflows
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Fig. 5. The sending bitrate and the queue delay for a single- and a multipath capable media sources sharing the same bottleneck link.

1 Subflow 2 Subflows 5 Subflows

GP [kbps] 286 ± 17 515 ± 21 1205 ± 37
ABU [%] 76% ± 2% 67% ± 2% 60% ± 1%
LR [%] 0% ± 0% 0% ± 0% 0% ± 0%
QMD [ms] 107.81 ± 1.25 103.98 ± 0.54 102.66 ± 0.38

TABLE II
SUMMARY OF THE MEASUREMENTS MEASURING THROUGHPUT

AGGREGATIONS.

Avoiding Fading Effect: In this scenario, we evaluate the
packet scheduler algorithm’s ability to mitigate traffic fading.
Two subscenarios are considered. In the first, one subflow uses
a path with a bottleneck capacity varying between 500 kbps
and 1000 kbps, with changes occurring every 25 s. In the
second, two subflows are used, each with a bottleneck capacity
varying between 500 kbps and 1000 kbps, but the aggregated
capacity is 1500 kbps. The Rate Error ( RE ) is calculated for
each subflow, and the results are summarized in Table III.
When the bottleneck capacity reduces on a path, FRAC-
TaL detects congestion and recalculates the SRestmted
for the subflow. The fractional distribution algorithm adjusts
the SRocted for each subflow. The MRCM requests a
new MRdemnded from the media source and forwards
the updated SRocted values to the MPPM. The MPPM
then uses the packet scheduler algorithm to calculate the
SRtrnsent , preventing traffic fading during the bitrate
change. Consequently, the subflows’ SRct fluctuates
around the SRtrnsent , avoiding traffic fading.

1 Subflow 2 Subflows

GP [kbps] 369 ± 29 621 ± 28
RE [%] 16% ± 1% 16% ± 1%
LR [%] 1% ± 0% 0% ± 0%
QMD [ms] 110.2 ± 3.54 103.5 ± 0.74

TABLE III
SUMMARY OF MEASUREMENTS TEST FADING EFFECT BETWEEN

SUBFLOWS

Quality of Transferred Media Content: In this scenario,
we compare the quality of the received media content with the
original. We measure SSIM [18] and MS-SSIM [19] scores for
the encoded media before sending and the decoded media after

receiving. We use one, two, and five subflows, with disjoint
paths and a total bottleneck capacity of 5000 kbps, divided
equally among the subflows. SSIM and MS-SSIM are averaged
over 2000 frames, with the average and standard deviation
calculated over 30 measurements. The results, summarized
in Table IV, show similar SSIM scores but better MS-SSIM
scores when using multiple paths.

1 subflow 2 subflows 5 subflows

SSIM 0.78 ± RUN 0.82 ± RUN 0.84 ± RUN
MSSIM 0.53 ± RUN 0.61 ± RUN 0.73 ± RUN

TABLE IV
SUMMARY OF MEASUREMENTS FOR SSIM AND MSSIM.

B. Fairness tests

We evaluate the fractional distribution algorithm’s fairness
by calculating Jain’s fairness index for media sources using
single and multiple paths. For a single path, fairness is the
congestion control algorithm’s ability to equally share the
bottleneck capacity between flows. For multiple paths, fairness
considers all flows across all paths.

Our test includes three scenarios: 1) A multipath source
competes with a single-path source on a shared bottleneck; 2)
A multipath source competes with a single-path source on a
shared bottleneck and uses a non-shared one; 3) Two multipath
sources compete over shared and non-shared bottleneck links.
One Bottleneck with Multiple Media Sources: We use two
media sources on a shared bottleneck link, with one using
two subflows and the other a single RTP flow. The shared
bottleneck has a capacity of 3000 kbit/s (Figure 5). A summary
of the measurements is shown in Table V.

Due to the fractional distribution algorithm, the multipath
source ramps up more slowly, reaching saturation later than
the single-path source. As a result, each subflow of the
multipath source uses less bandwidth than the single flow.
We calculated Jains index by normalizing throughputs with
the available bandwidth of the used path. The Jains fairness
index for this scenario is 0.97 ± 0.03. Due to FRACTaL’s
conservative nature around the bottleneck, its early congestion
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detection, and FEC protection during ramp-up, the flows do
not experience packet loss.

RTP flow MPRTP flow 1 MPRTP flow 2

GP [kbps] 954 ± 180 464 ± 139 616 ± 113
ABU [%] 37% ± 6% 19% ± 5% 24% ± 4%
LR [%] 0% ± 0% 0% ± 0% 0% ± 0%
QMD [ms] 113.6 ± 4.36 113.62 ± 4.34 113.82 ± 4.15

TABLE V
SUMMARY OF MEASUREMENTS EVALUATING FAIRNESS BETWEEN A

SINGLE- AND A MULTIPATH CAPABLE MEDIA SOURCE USING A SHARED
BOTTLENECK.
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Fig. 6. The sending rate and the queue delay for a single- and a multipath
capable media sources on different paths.

Two Bottlenecks with Two Media Sources: We use two
media sources on a shared bottleneck link, with one using two
subflows and the other a single RTP flow. Both paths have
a capacity of 2000 kbit/s, and the test duration is 120 s. A
summary of the measurements is shown in Table VI.

The multipath source ramps up slower than the single-flow
source, leading to the single-flow source occupying a larger
portion of the shared path. The Jains index is normalized by
the aggregated bandwidth for multipath flows and by the single
bandwidth capacity for single-path flows. The fairness index
for this scenario is 0.98 ± 0.03.

RTP flow MPRTP flow 1 MPRTP flow 2

GP [kbps] 783 ± 161 428 ± 85 975 ± 401
ABU [%] 47% ± 8% 26% ± 4% 57% ± 20%
LR [%] 0% ± 0% 0% ± 0% 0% ± 0%
QMD [ms] 106.9 ± 2.75 106.2 ± 2.53 102.48 ± 1.95

TABLE VI
SUMMARY OF MEASUREMENTS EVALUATING FAIRNESS BETWEEN A
SINGLE- AND A MULTIPATH CAPABLE MEDIA SOURCESS USING TWO

DISJOINT PATHS.

Two Bottlenecks with Three Media Sources: We use
three media sources on two shared bottleneck links, with one
multipath capable source using two subflows across both paths,
and one single-flow capable source on each path. Both paths
have a capacity of 2000 kbit/s, and the test duration is 120
s (Figure 6). A summary of the measurements is shown in
Table VII.

Due to the fractional distribution algorithm, the multipath
source ramps up slower than the single-flow sources, resulting

in a 2:1 bandwidth ratio in favor of the single-flow sources on
each path. However, using aggregated throughput, the Jains
index for this scenario is 0.95 ± 0.03.

RTP flow 1 RTP flow 2 MPRTP flows

GP [kbps] 537 ± 151 487 ± 120 994 ± 100
LR [%] 0% ± 0% 0% ± 0% 0% ± 0%
QMD [ms] 106.92 ± 1.73 104.9 ± 1.5 105.91 ± 0.61

TABLE VII
SUMMARY OF MEASUREMENTS EVALUATING FAIRNESS BETWEEN A

SINGLE- AND A MULTIPATH CAPABLE MEDIA SOURCE USE DIFFERENT
BOTTLENECK LINKS

Two Bottlenecks with Two Multipath Capable Media
Sources: We use two multipath capable media sources on
two shared bottleneck links, each with a capacity of 2000
kbit/s, and the test duration is 120 s. The summary of
the measurements is shown in Table VIII. The fractional
distribution algorithm regulates both sources, ensuring they
share bandwidth equally. The fairness index, calculated using
aggregated throughput, is 0.99 ± 0.01.

MPRTP Flows 1 MPRTP Flows 2

GP [kbps] 565 ± 69 559 ± 98
LR [%] 0% ± 0% 0% ± 0%
QMD [ms] 106.31 ± 2.65 107.28 ± 1.89

TABLE VIII
SUMMARY OF MEASUREMENTS EVALUATING FAIRNESS BETWEEN TWO

MULTIPATH CAPABLE SOURCES.

C. Summary

This section evaluated the performance of our proposed
algorithms: the packet scheduler and fractional distribution
algorithms. We measured the packet scheduler’s ability to
avoid traffic fading and aggregate throughput. Fairness tests
show that the fractional distribution algorithm ensures fairness
among subflows across all paths. Our evaluation demonstrated
that the packet scheduler algorithm successfully keeps the
SRct around the SRtrnsent , avoiding traffic fading
while aggregating path capacities. The fractional distribu-
tion algorithm regulates subflow ramp-up, leading to slower
increases, but maintaining fairness for multiple paths and
cross-traffic. No quality degradation was observed in video
measurements using single- and multiple-paths.

VI. SYSTEMS CONSIDERATIONS

In this section, we detail a multimedia system implement-
ing Multipath Rate Control using MPRTP [20]. The system
sets up and tears down sessions (using RTSP or SIP), en-
codes/decodes media (e.g., VP8, VP9, H.265), applies SRTP
encryption/decryption, and sends packets over multiple paths.
It also supports DTLS, STUN, and ICE protocols for NAT
traversal [21]. Figure 7 illustrates a component-based design
for such a system based on our proposal.

The system has several components: Media Source/Sink
(producing/consuming content), Media Encoder/Decoder (en-
coding/decoding RTP packets), packet sender/receiver, a dejit-
ter buffer (for correct packet order), and a packet scheduler/rate
controller (which maps RTP packets to subflows and controls
bitrates).
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detection, and FEC protection during ramp-up, the flows do
not experience packet loss.

RTP flow MPRTP flow 1 MPRTP flow 2

GP [kbps] 954 ± 180 464 ± 139 616 ± 113
ABU [%] 37% ± 6% 19% ± 5% 24% ± 4%
LR [%] 0% ± 0% 0% ± 0% 0% ± 0%
QMD [ms] 113.6 ± 4.36 113.62 ± 4.34 113.82 ± 4.15

TABLE V
SUMMARY OF MEASUREMENTS EVALUATING FAIRNESS BETWEEN A

SINGLE- AND A MULTIPATH CAPABLE MEDIA SOURCE USING A SHARED
BOTTLENECK.
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Fig. 6. The sending rate and the queue delay for a single- and a multipath
capable media sources on different paths.

Two Bottlenecks with Two Media Sources: We use two
media sources on a shared bottleneck link, with one using two
subflows and the other a single RTP flow. Both paths have
a capacity of 2000 kbit/s, and the test duration is 120 s. A
summary of the measurements is shown in Table VI.

The multipath source ramps up slower than the single-flow
source, leading to the single-flow source occupying a larger
portion of the shared path. The Jains index is normalized by
the aggregated bandwidth for multipath flows and by the single
bandwidth capacity for single-path flows. The fairness index
for this scenario is 0.98 ± 0.03.

RTP flow MPRTP flow 1 MPRTP flow 2

GP [kbps] 783 ± 161 428 ± 85 975 ± 401
ABU [%] 47% ± 8% 26% ± 4% 57% ± 20%
LR [%] 0% ± 0% 0% ± 0% 0% ± 0%
QMD [ms] 106.9 ± 2.75 106.2 ± 2.53 102.48 ± 1.95

TABLE VI
SUMMARY OF MEASUREMENTS EVALUATING FAIRNESS BETWEEN A
SINGLE- AND A MULTIPATH CAPABLE MEDIA SOURCESS USING TWO

DISJOINT PATHS.

Two Bottlenecks with Three Media Sources: We use
three media sources on two shared bottleneck links, with one
multipath capable source using two subflows across both paths,
and one single-flow capable source on each path. Both paths
have a capacity of 2000 kbit/s, and the test duration is 120
s (Figure 6). A summary of the measurements is shown in
Table VII.

Due to the fractional distribution algorithm, the multipath
source ramps up slower than the single-flow sources, resulting

in a 2:1 bandwidth ratio in favor of the single-flow sources on
each path. However, using aggregated throughput, the Jains
index for this scenario is 0.95 ± 0.03.

RTP flow 1 RTP flow 2 MPRTP flows

GP [kbps] 537 ± 151 487 ± 120 994 ± 100
LR [%] 0% ± 0% 0% ± 0% 0% ± 0%
QMD [ms] 106.92 ± 1.73 104.9 ± 1.5 105.91 ± 0.61

TABLE VII
SUMMARY OF MEASUREMENTS EVALUATING FAIRNESS BETWEEN A

SINGLE- AND A MULTIPATH CAPABLE MEDIA SOURCE USE DIFFERENT
BOTTLENECK LINKS

Two Bottlenecks with Two Multipath Capable Media
Sources: We use two multipath capable media sources on
two shared bottleneck links, each with a capacity of 2000
kbit/s, and the test duration is 120 s. The summary of
the measurements is shown in Table VIII. The fractional
distribution algorithm regulates both sources, ensuring they
share bandwidth equally. The fairness index, calculated using
aggregated throughput, is 0.99 ± 0.01.

MPRTP Flows 1 MPRTP Flows 2

GP [kbps] 565 ± 69 559 ± 98
LR [%] 0% ± 0% 0% ± 0%
QMD [ms] 106.31 ± 2.65 107.28 ± 1.89

TABLE VIII
SUMMARY OF MEASUREMENTS EVALUATING FAIRNESS BETWEEN TWO

MULTIPATH CAPABLE SOURCES.

C. Summary

This section evaluated the performance of our proposed
algorithms: the packet scheduler and fractional distribution
algorithms. We measured the packet scheduler’s ability to
avoid traffic fading and aggregate throughput. Fairness tests
show that the fractional distribution algorithm ensures fairness
among subflows across all paths. Our evaluation demonstrated
that the packet scheduler algorithm successfully keeps the
SRct around the SRtrnsent , avoiding traffic fading
while aggregating path capacities. The fractional distribu-
tion algorithm regulates subflow ramp-up, leading to slower
increases, but maintaining fairness for multiple paths and
cross-traffic. No quality degradation was observed in video
measurements using single- and multiple-paths.

VI. SYSTEMS CONSIDERATIONS

In this section, we detail a multimedia system implement-
ing Multipath Rate Control using MPRTP [20]. The system
sets up and tears down sessions (using RTSP or SIP), en-
codes/decodes media (e.g., VP8, VP9, H.265), applies SRTP
encryption/decryption, and sends packets over multiple paths.
It also supports DTLS, STUN, and ICE protocols for NAT
traversal [21]. Figure 7 illustrates a component-based design
for such a system based on our proposal.

The system has several components: Media Source/Sink
(producing/consuming content), Media Encoder/Decoder (en-
coding/decoding RTP packets), packet sender/receiver, a dejit-
ter buffer (for correct packet order), and a packet scheduler/rate
controller (which maps RTP packets to subflows and controls
bitrates).
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detection, and FEC protection during ramp-up, the flows do
not experience packet loss.

RTP flow MPRTP flow 1 MPRTP flow 2

GP [kbps] 954 ± 180 464 ± 139 616 ± 113
ABU [%] 37% ± 6% 19% ± 5% 24% ± 4%
LR [%] 0% ± 0% 0% ± 0% 0% ± 0%
QMD [ms] 113.6 ± 4.36 113.62 ± 4.34 113.82 ± 4.15

TABLE V
SUMMARY OF MEASUREMENTS EVALUATING FAIRNESS BETWEEN A

SINGLE- AND A MULTIPATH CAPABLE MEDIA SOURCE USING A SHARED
BOTTLENECK.
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Fig. 6. The sending rate and the queue delay for a single- and a multipath
capable media sources on different paths.

Two Bottlenecks with Two Media Sources: We use two
media sources on a shared bottleneck link, with one using two
subflows and the other a single RTP flow. Both paths have
a capacity of 2000 kbit/s, and the test duration is 120 s. A
summary of the measurements is shown in Table VI.

The multipath source ramps up slower than the single-flow
source, leading to the single-flow source occupying a larger
portion of the shared path. The Jains index is normalized by
the aggregated bandwidth for multipath flows and by the single
bandwidth capacity for single-path flows. The fairness index
for this scenario is 0.98 ± 0.03.

RTP flow MPRTP flow 1 MPRTP flow 2

GP [kbps] 783 ± 161 428 ± 85 975 ± 401
ABU [%] 47% ± 8% 26% ± 4% 57% ± 20%
LR [%] 0% ± 0% 0% ± 0% 0% ± 0%
QMD [ms] 106.9 ± 2.75 106.2 ± 2.53 102.48 ± 1.95

TABLE VI
SUMMARY OF MEASUREMENTS EVALUATING FAIRNESS BETWEEN A
SINGLE- AND A MULTIPATH CAPABLE MEDIA SOURCESS USING TWO

DISJOINT PATHS.

Two Bottlenecks with Three Media Sources: We use
three media sources on two shared bottleneck links, with one
multipath capable source using two subflows across both paths,
and one single-flow capable source on each path. Both paths
have a capacity of 2000 kbit/s, and the test duration is 120
s (Figure 6). A summary of the measurements is shown in
Table VII.

Due to the fractional distribution algorithm, the multipath
source ramps up slower than the single-flow sources, resulting

in a 2:1 bandwidth ratio in favor of the single-flow sources on
each path. However, using aggregated throughput, the Jains
index for this scenario is 0.95 ± 0.03.

RTP flow 1 RTP flow 2 MPRTP flows

GP [kbps] 537 ± 151 487 ± 120 994 ± 100
LR [%] 0% ± 0% 0% ± 0% 0% ± 0%
QMD [ms] 106.92 ± 1.73 104.9 ± 1.5 105.91 ± 0.61

TABLE VII
SUMMARY OF MEASUREMENTS EVALUATING FAIRNESS BETWEEN A

SINGLE- AND A MULTIPATH CAPABLE MEDIA SOURCE USE DIFFERENT
BOTTLENECK LINKS

Two Bottlenecks with Two Multipath Capable Media
Sources: We use two multipath capable media sources on
two shared bottleneck links, each with a capacity of 2000
kbit/s, and the test duration is 120 s. The summary of
the measurements is shown in Table VIII. The fractional
distribution algorithm regulates both sources, ensuring they
share bandwidth equally. The fairness index, calculated using
aggregated throughput, is 0.99 ± 0.01.

MPRTP Flows 1 MPRTP Flows 2

GP [kbps] 565 ± 69 559 ± 98
LR [%] 0% ± 0% 0% ± 0%
QMD [ms] 106.31 ± 2.65 107.28 ± 1.89

TABLE VIII
SUMMARY OF MEASUREMENTS EVALUATING FAIRNESS BETWEEN TWO

MULTIPATH CAPABLE SOURCES.

C. Summary

This section evaluated the performance of our proposed
algorithms: the packet scheduler and fractional distribution
algorithms. We measured the packet scheduler’s ability to
avoid traffic fading and aggregate throughput. Fairness tests
show that the fractional distribution algorithm ensures fairness
among subflows across all paths. Our evaluation demonstrated
that the packet scheduler algorithm successfully keeps the
SRct around the SRtrnsent , avoiding traffic fading
while aggregating path capacities. The fractional distribu-
tion algorithm regulates subflow ramp-up, leading to slower
increases, but maintaining fairness for multiple paths and
cross-traffic. No quality degradation was observed in video
measurements using single- and multiple-paths.

VI. SYSTEMS CONSIDERATIONS

In this section, we detail a multimedia system implement-
ing Multipath Rate Control using MPRTP [20]. The system
sets up and tears down sessions (using RTSP or SIP), en-
codes/decodes media (e.g., VP8, VP9, H.265), applies SRTP
encryption/decryption, and sends packets over multiple paths.
It also supports DTLS, STUN, and ICE protocols for NAT
traversal [21]. Figure 7 illustrates a component-based design
for such a system based on our proposal.

The system has several components: Media Source/Sink
(producing/consuming content), Media Encoder/Decoder (en-
coding/decoding RTP packets), packet sender/receiver, a dejit-
ter buffer (for correct packet order), and a packet scheduler/rate
controller (which maps RTP packets to subflows and controls
bitrates).
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detection, and FEC protection during ramp-up, the flows do
not experience packet loss.

RTP flow MPRTP flow 1 MPRTP flow 2

GP [kbps] 954 ± 180 464 ± 139 616 ± 113
ABU [%] 37% ± 6% 19% ± 5% 24% ± 4%
LR [%] 0% ± 0% 0% ± 0% 0% ± 0%
QMD [ms] 113.6 ± 4.36 113.62 ± 4.34 113.82 ± 4.15

TABLE V
SUMMARY OF MEASUREMENTS EVALUATING FAIRNESS BETWEEN A

SINGLE- AND A MULTIPATH CAPABLE MEDIA SOURCE USING A SHARED
BOTTLENECK.
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Fig. 6. The sending rate and the queue delay for a single- and a multipath
capable media sources on different paths.

Two Bottlenecks with Two Media Sources: We use two
media sources on a shared bottleneck link, with one using two
subflows and the other a single RTP flow. Both paths have
a capacity of 2000 kbit/s, and the test duration is 120 s. A
summary of the measurements is shown in Table VI.

The multipath source ramps up slower than the single-flow
source, leading to the single-flow source occupying a larger
portion of the shared path. The Jains index is normalized by
the aggregated bandwidth for multipath flows and by the single
bandwidth capacity for single-path flows. The fairness index
for this scenario is 0.98 ± 0.03.

RTP flow MPRTP flow 1 MPRTP flow 2

GP [kbps] 783 ± 161 428 ± 85 975 ± 401
ABU [%] 47% ± 8% 26% ± 4% 57% ± 20%
LR [%] 0% ± 0% 0% ± 0% 0% ± 0%
QMD [ms] 106.9 ± 2.75 106.2 ± 2.53 102.48 ± 1.95

TABLE VI
SUMMARY OF MEASUREMENTS EVALUATING FAIRNESS BETWEEN A
SINGLE- AND A MULTIPATH CAPABLE MEDIA SOURCESS USING TWO

DISJOINT PATHS.

Two Bottlenecks with Three Media Sources: We use
three media sources on two shared bottleneck links, with one
multipath capable source using two subflows across both paths,
and one single-flow capable source on each path. Both paths
have a capacity of 2000 kbit/s, and the test duration is 120
s (Figure 6). A summary of the measurements is shown in
Table VII.

Due to the fractional distribution algorithm, the multipath
source ramps up slower than the single-flow sources, resulting

in a 2:1 bandwidth ratio in favor of the single-flow sources on
each path. However, using aggregated throughput, the Jains
index for this scenario is 0.95 ± 0.03.

RTP flow 1 RTP flow 2 MPRTP flows

GP [kbps] 537 ± 151 487 ± 120 994 ± 100
LR [%] 0% ± 0% 0% ± 0% 0% ± 0%
QMD [ms] 106.92 ± 1.73 104.9 ± 1.5 105.91 ± 0.61

TABLE VII
SUMMARY OF MEASUREMENTS EVALUATING FAIRNESS BETWEEN A

SINGLE- AND A MULTIPATH CAPABLE MEDIA SOURCE USE DIFFERENT
BOTTLENECK LINKS

Two Bottlenecks with Two Multipath Capable Media
Sources: We use two multipath capable media sources on
two shared bottleneck links, each with a capacity of 2000
kbit/s, and the test duration is 120 s. The summary of
the measurements is shown in Table VIII. The fractional
distribution algorithm regulates both sources, ensuring they
share bandwidth equally. The fairness index, calculated using
aggregated throughput, is 0.99 ± 0.01.

MPRTP Flows 1 MPRTP Flows 2

GP [kbps] 565 ± 69 559 ± 98
LR [%] 0% ± 0% 0% ± 0%
QMD [ms] 106.31 ± 2.65 107.28 ± 1.89

TABLE VIII
SUMMARY OF MEASUREMENTS EVALUATING FAIRNESS BETWEEN TWO

MULTIPATH CAPABLE SOURCES.

C. Summary

This section evaluated the performance of our proposed
algorithms: the packet scheduler and fractional distribution
algorithms. We measured the packet scheduler’s ability to
avoid traffic fading and aggregate throughput. Fairness tests
show that the fractional distribution algorithm ensures fairness
among subflows across all paths. Our evaluation demonstrated
that the packet scheduler algorithm successfully keeps the
SRct around the SRtrnsent , avoiding traffic fading
while aggregating path capacities. The fractional distribu-
tion algorithm regulates subflow ramp-up, leading to slower
increases, but maintaining fairness for multiple paths and
cross-traffic. No quality degradation was observed in video
measurements using single- and multiple-paths.

VI. SYSTEMS CONSIDERATIONS

In this section, we detail a multimedia system implement-
ing Multipath Rate Control using MPRTP [20]. The system
sets up and tears down sessions (using RTSP or SIP), en-
codes/decodes media (e.g., VP8, VP9, H.265), applies SRTP
encryption/decryption, and sends packets over multiple paths.
It also supports DTLS, STUN, and ICE protocols for NAT
traversal [21]. Figure 7 illustrates a component-based design
for such a system based on our proposal.

The system has several components: Media Source/Sink
(producing/consuming content), Media Encoder/Decoder (en-
coding/decoding RTP packets), packet sender/receiver, a dejit-
ter buffer (for correct packet order), and a packet scheduler/rate
controller (which maps RTP packets to subflows and controls
bitrates).
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detection, and FEC protection during ramp-up, the flows do
not experience packet loss.

RTP flow MPRTP flow 1 MPRTP flow 2

GP [kbps] 954 ± 180 464 ± 139 616 ± 113
ABU [%] 37% ± 6% 19% ± 5% 24% ± 4%
LR [%] 0% ± 0% 0% ± 0% 0% ± 0%
QMD [ms] 113.6 ± 4.36 113.62 ± 4.34 113.82 ± 4.15

TABLE V
SUMMARY OF MEASUREMENTS EVALUATING FAIRNESS BETWEEN A

SINGLE- AND A MULTIPATH CAPABLE MEDIA SOURCE USING A SHARED
BOTTLENECK.
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Fig. 6. The sending rate and the queue delay for a single- and a multipath
capable media sources on different paths.

Two Bottlenecks with Two Media Sources: We use two
media sources on a shared bottleneck link, with one using two
subflows and the other a single RTP flow. Both paths have
a capacity of 2000 kbit/s, and the test duration is 120 s. A
summary of the measurements is shown in Table VI.

The multipath source ramps up slower than the single-flow
source, leading to the single-flow source occupying a larger
portion of the shared path. The Jains index is normalized by
the aggregated bandwidth for multipath flows and by the single
bandwidth capacity for single-path flows. The fairness index
for this scenario is 0.98 ± 0.03.

RTP flow MPRTP flow 1 MPRTP flow 2

GP [kbps] 783 ± 161 428 ± 85 975 ± 401
ABU [%] 47% ± 8% 26% ± 4% 57% ± 20%
LR [%] 0% ± 0% 0% ± 0% 0% ± 0%
QMD [ms] 106.9 ± 2.75 106.2 ± 2.53 102.48 ± 1.95

TABLE VI
SUMMARY OF MEASUREMENTS EVALUATING FAIRNESS BETWEEN A
SINGLE- AND A MULTIPATH CAPABLE MEDIA SOURCESS USING TWO

DISJOINT PATHS.

Two Bottlenecks with Three Media Sources: We use
three media sources on two shared bottleneck links, with one
multipath capable source using two subflows across both paths,
and one single-flow capable source on each path. Both paths
have a capacity of 2000 kbit/s, and the test duration is 120
s (Figure 6). A summary of the measurements is shown in
Table VII.

Due to the fractional distribution algorithm, the multipath
source ramps up slower than the single-flow sources, resulting

in a 2:1 bandwidth ratio in favor of the single-flow sources on
each path. However, using aggregated throughput, the Jains
index for this scenario is 0.95 ± 0.03.

RTP flow 1 RTP flow 2 MPRTP flows

GP [kbps] 537 ± 151 487 ± 120 994 ± 100
LR [%] 0% ± 0% 0% ± 0% 0% ± 0%
QMD [ms] 106.92 ± 1.73 104.9 ± 1.5 105.91 ± 0.61

TABLE VII
SUMMARY OF MEASUREMENTS EVALUATING FAIRNESS BETWEEN A

SINGLE- AND A MULTIPATH CAPABLE MEDIA SOURCE USE DIFFERENT
BOTTLENECK LINKS

Two Bottlenecks with Two Multipath Capable Media
Sources: We use two multipath capable media sources on
two shared bottleneck links, each with a capacity of 2000
kbit/s, and the test duration is 120 s. The summary of
the measurements is shown in Table VIII. The fractional
distribution algorithm regulates both sources, ensuring they
share bandwidth equally. The fairness index, calculated using
aggregated throughput, is 0.99 ± 0.01.

MPRTP Flows 1 MPRTP Flows 2

GP [kbps] 565 ± 69 559 ± 98
LR [%] 0% ± 0% 0% ± 0%
QMD [ms] 106.31 ± 2.65 107.28 ± 1.89

TABLE VIII
SUMMARY OF MEASUREMENTS EVALUATING FAIRNESS BETWEEN TWO

MULTIPATH CAPABLE SOURCES.

C. Summary

This section evaluated the performance of our proposed
algorithms: the packet scheduler and fractional distribution
algorithms. We measured the packet scheduler’s ability to
avoid traffic fading and aggregate throughput. Fairness tests
show that the fractional distribution algorithm ensures fairness
among subflows across all paths. Our evaluation demonstrated
that the packet scheduler algorithm successfully keeps the
SRct around the SRtrnsent , avoiding traffic fading
while aggregating path capacities. The fractional distribu-
tion algorithm regulates subflow ramp-up, leading to slower
increases, but maintaining fairness for multiple paths and
cross-traffic. No quality degradation was observed in video
measurements using single- and multiple-paths.

VI. SYSTEMS CONSIDERATIONS

In this section, we detail a multimedia system implement-
ing Multipath Rate Control using MPRTP [20]. The system
sets up and tears down sessions (using RTSP or SIP), en-
codes/decodes media (e.g., VP8, VP9, H.265), applies SRTP
encryption/decryption, and sends packets over multiple paths.
It also supports DTLS, STUN, and ICE protocols for NAT
traversal [21]. Figure 7 illustrates a component-based design
for such a system based on our proposal.

The system has several components: Media Source/Sink
(producing/consuming content), Media Encoder/Decoder (en-
coding/decoding RTP packets), packet sender/receiver, a dejit-
ter buffer (for correct packet order), and a packet scheduler/rate
controller (which maps RTP packets to subflows and controls
bitrates).
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detection, and FEC protection during ramp-up, the flows do
not experience packet loss.

RTP flow MPRTP flow 1 MPRTP flow 2

GP [kbps] 954 ± 180 464 ± 139 616 ± 113
ABU [%] 37% ± 6% 19% ± 5% 24% ± 4%
LR [%] 0% ± 0% 0% ± 0% 0% ± 0%
QMD [ms] 113.6 ± 4.36 113.62 ± 4.34 113.82 ± 4.15

TABLE V
SUMMARY OF MEASUREMENTS EVALUATING FAIRNESS BETWEEN A

SINGLE- AND A MULTIPATH CAPABLE MEDIA SOURCE USING A SHARED
BOTTLENECK.
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Fig. 6. The sending rate and the queue delay for a single- and a multipath
capable media sources on different paths.

Two Bottlenecks with Two Media Sources: We use two
media sources on a shared bottleneck link, with one using two
subflows and the other a single RTP flow. Both paths have
a capacity of 2000 kbit/s, and the test duration is 120 s. A
summary of the measurements is shown in Table VI.

The multipath source ramps up slower than the single-flow
source, leading to the single-flow source occupying a larger
portion of the shared path. The Jains index is normalized by
the aggregated bandwidth for multipath flows and by the single
bandwidth capacity for single-path flows. The fairness index
for this scenario is 0.98 ± 0.03.

RTP flow MPRTP flow 1 MPRTP flow 2

GP [kbps] 783 ± 161 428 ± 85 975 ± 401
ABU [%] 47% ± 8% 26% ± 4% 57% ± 20%
LR [%] 0% ± 0% 0% ± 0% 0% ± 0%
QMD [ms] 106.9 ± 2.75 106.2 ± 2.53 102.48 ± 1.95

TABLE VI
SUMMARY OF MEASUREMENTS EVALUATING FAIRNESS BETWEEN A
SINGLE- AND A MULTIPATH CAPABLE MEDIA SOURCESS USING TWO

DISJOINT PATHS.

Two Bottlenecks with Three Media Sources: We use
three media sources on two shared bottleneck links, with one
multipath capable source using two subflows across both paths,
and one single-flow capable source on each path. Both paths
have a capacity of 2000 kbit/s, and the test duration is 120
s (Figure 6). A summary of the measurements is shown in
Table VII.

Due to the fractional distribution algorithm, the multipath
source ramps up slower than the single-flow sources, resulting

in a 2:1 bandwidth ratio in favor of the single-flow sources on
each path. However, using aggregated throughput, the Jains
index for this scenario is 0.95 ± 0.03.

RTP flow 1 RTP flow 2 MPRTP flows

GP [kbps] 537 ± 151 487 ± 120 994 ± 100
LR [%] 0% ± 0% 0% ± 0% 0% ± 0%
QMD [ms] 106.92 ± 1.73 104.9 ± 1.5 105.91 ± 0.61

TABLE VII
SUMMARY OF MEASUREMENTS EVALUATING FAIRNESS BETWEEN A

SINGLE- AND A MULTIPATH CAPABLE MEDIA SOURCE USE DIFFERENT
BOTTLENECK LINKS

Two Bottlenecks with Two Multipath Capable Media
Sources: We use two multipath capable media sources on
two shared bottleneck links, each with a capacity of 2000
kbit/s, and the test duration is 120 s. The summary of
the measurements is shown in Table VIII. The fractional
distribution algorithm regulates both sources, ensuring they
share bandwidth equally. The fairness index, calculated using
aggregated throughput, is 0.99 ± 0.01.

MPRTP Flows 1 MPRTP Flows 2

GP [kbps] 565 ± 69 559 ± 98
LR [%] 0% ± 0% 0% ± 0%
QMD [ms] 106.31 ± 2.65 107.28 ± 1.89

TABLE VIII
SUMMARY OF MEASUREMENTS EVALUATING FAIRNESS BETWEEN TWO

MULTIPATH CAPABLE SOURCES.

C. Summary

This section evaluated the performance of our proposed
algorithms: the packet scheduler and fractional distribution
algorithms. We measured the packet scheduler’s ability to
avoid traffic fading and aggregate throughput. Fairness tests
show that the fractional distribution algorithm ensures fairness
among subflows across all paths. Our evaluation demonstrated
that the packet scheduler algorithm successfully keeps the
SRct around the SRtrnsent , avoiding traffic fading
while aggregating path capacities. The fractional distribu-
tion algorithm regulates subflow ramp-up, leading to slower
increases, but maintaining fairness for multiple paths and
cross-traffic. No quality degradation was observed in video
measurements using single- and multiple-paths.

VI. SYSTEMS CONSIDERATIONS

In this section, we detail a multimedia system implement-
ing Multipath Rate Control using MPRTP [20]. The system
sets up and tears down sessions (using RTSP or SIP), en-
codes/decodes media (e.g., VP8, VP9, H.265), applies SRTP
encryption/decryption, and sends packets over multiple paths.
It also supports DTLS, STUN, and ICE protocols for NAT
traversal [21]. Figure 7 illustrates a component-based design
for such a system based on our proposal.

The system has several components: Media Source/Sink
(producing/consuming content), Media Encoder/Decoder (en-
coding/decoding RTP packets), packet sender/receiver, a dejit-
ter buffer (for correct packet order), and a packet scheduler/rate
controller (which maps RTP packets to subflows and controls
bitrates).
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detection, and FEC protection during ramp-up, the flows do
not experience packet loss.

RTP flow MPRTP flow 1 MPRTP flow 2

GP [kbps] 954 ± 180 464 ± 139 616 ± 113
ABU [%] 37% ± 6% 19% ± 5% 24% ± 4%
LR [%] 0% ± 0% 0% ± 0% 0% ± 0%
QMD [ms] 113.6 ± 4.36 113.62 ± 4.34 113.82 ± 4.15

TABLE V
SUMMARY OF MEASUREMENTS EVALUATING FAIRNESS BETWEEN A

SINGLE- AND A MULTIPATH CAPABLE MEDIA SOURCE USING A SHARED
BOTTLENECK.
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Fig. 6. The sending rate and the queue delay for a single- and a multipath
capable media sources on different paths.

Two Bottlenecks with Two Media Sources: We use two
media sources on a shared bottleneck link, with one using two
subflows and the other a single RTP flow. Both paths have
a capacity of 2000 kbit/s, and the test duration is 120 s. A
summary of the measurements is shown in Table VI.

The multipath source ramps up slower than the single-flow
source, leading to the single-flow source occupying a larger
portion of the shared path. The Jains index is normalized by
the aggregated bandwidth for multipath flows and by the single
bandwidth capacity for single-path flows. The fairness index
for this scenario is 0.98 ± 0.03.

RTP flow MPRTP flow 1 MPRTP flow 2

GP [kbps] 783 ± 161 428 ± 85 975 ± 401
ABU [%] 47% ± 8% 26% ± 4% 57% ± 20%
LR [%] 0% ± 0% 0% ± 0% 0% ± 0%
QMD [ms] 106.9 ± 2.75 106.2 ± 2.53 102.48 ± 1.95

TABLE VI
SUMMARY OF MEASUREMENTS EVALUATING FAIRNESS BETWEEN A
SINGLE- AND A MULTIPATH CAPABLE MEDIA SOURCESS USING TWO

DISJOINT PATHS.

Two Bottlenecks with Three Media Sources: We use
three media sources on two shared bottleneck links, with one
multipath capable source using two subflows across both paths,
and one single-flow capable source on each path. Both paths
have a capacity of 2000 kbit/s, and the test duration is 120
s (Figure 6). A summary of the measurements is shown in
Table VII.

Due to the fractional distribution algorithm, the multipath
source ramps up slower than the single-flow sources, resulting

in a 2:1 bandwidth ratio in favor of the single-flow sources on
each path. However, using aggregated throughput, the Jains
index for this scenario is 0.95 ± 0.03.

RTP flow 1 RTP flow 2 MPRTP flows

GP [kbps] 537 ± 151 487 ± 120 994 ± 100
LR [%] 0% ± 0% 0% ± 0% 0% ± 0%
QMD [ms] 106.92 ± 1.73 104.9 ± 1.5 105.91 ± 0.61

TABLE VII
SUMMARY OF MEASUREMENTS EVALUATING FAIRNESS BETWEEN A

SINGLE- AND A MULTIPATH CAPABLE MEDIA SOURCE USE DIFFERENT
BOTTLENECK LINKS

Two Bottlenecks with Two Multipath Capable Media
Sources: We use two multipath capable media sources on
two shared bottleneck links, each with a capacity of 2000
kbit/s, and the test duration is 120 s. The summary of
the measurements is shown in Table VIII. The fractional
distribution algorithm regulates both sources, ensuring they
share bandwidth equally. The fairness index, calculated using
aggregated throughput, is 0.99 ± 0.01.

MPRTP Flows 1 MPRTP Flows 2

GP [kbps] 565 ± 69 559 ± 98
LR [%] 0% ± 0% 0% ± 0%
QMD [ms] 106.31 ± 2.65 107.28 ± 1.89

TABLE VIII
SUMMARY OF MEASUREMENTS EVALUATING FAIRNESS BETWEEN TWO

MULTIPATH CAPABLE SOURCES.

C. Summary

This section evaluated the performance of our proposed
algorithms: the packet scheduler and fractional distribution
algorithms. We measured the packet scheduler’s ability to
avoid traffic fading and aggregate throughput. Fairness tests
show that the fractional distribution algorithm ensures fairness
among subflows across all paths. Our evaluation demonstrated
that the packet scheduler algorithm successfully keeps the
SRct around the SRtrnsent , avoiding traffic fading
while aggregating path capacities. The fractional distribu-
tion algorithm regulates subflow ramp-up, leading to slower
increases, but maintaining fairness for multiple paths and
cross-traffic. No quality degradation was observed in video
measurements using single- and multiple-paths.

VI. SYSTEMS CONSIDERATIONS

In this section, we detail a multimedia system implement-
ing Multipath Rate Control using MPRTP [20]. The system
sets up and tears down sessions (using RTSP or SIP), en-
codes/decodes media (e.g., VP8, VP9, H.265), applies SRTP
encryption/decryption, and sends packets over multiple paths.
It also supports DTLS, STUN, and ICE protocols for NAT
traversal [21]. Figure 7 illustrates a component-based design
for such a system based on our proposal.

The system has several components: Media Source/Sink
(producing/consuming content), Media Encoder/Decoder (en-
coding/decoding RTP packets), packet sender/receiver, a dejit-
ter buffer (for correct packet order), and a packet scheduler/rate
controller (which maps RTP packets to subflows and controls
bitrates).

TABLE V
suMMary of MeasureMents evaluating fairness between a single-  
and a Multipath capable Media source using a shared bottlenecK.

TABLE VI
suMMary of MeasureMents evaluating fairness between a single-  
and a Multipath capable Media sourcess using two disjoint paths.

TABLE VII
suMMary of MeasureMents evaluating fairness between  

a single- and a Multipath capable Media source use different 
bottlenecK linKs

TABLE VIII
suMMary of MeasureMents evaluating fairness  

between two Multipath capable sources.
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detection, and FEC protection during ramp-up, the flows do
not experience packet loss.

RTP flow MPRTP flow 1 MPRTP flow 2

GP [kbps] 954 ± 180 464 ± 139 616 ± 113
ABU [%] 37% ± 6% 19% ± 5% 24% ± 4%
LR [%] 0% ± 0% 0% ± 0% 0% ± 0%
QMD [ms] 113.6 ± 4.36 113.62 ± 4.34 113.82 ± 4.15

TABLE V
SUMMARY OF MEASUREMENTS EVALUATING FAIRNESS BETWEEN A

SINGLE- AND A MULTIPATH CAPABLE MEDIA SOURCE USING A SHARED
BOTTLENECK.
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Fig. 6. The sending rate and the queue delay for a single- and a multipath
capable media sources on different paths.

Two Bottlenecks with Two Media Sources: We use two
media sources on a shared bottleneck link, with one using two
subflows and the other a single RTP flow. Both paths have
a capacity of 2000 kbit/s, and the test duration is 120 s. A
summary of the measurements is shown in Table VI.

The multipath source ramps up slower than the single-flow
source, leading to the single-flow source occupying a larger
portion of the shared path. The Jains index is normalized by
the aggregated bandwidth for multipath flows and by the single
bandwidth capacity for single-path flows. The fairness index
for this scenario is 0.98 ± 0.03.

RTP flow MPRTP flow 1 MPRTP flow 2

GP [kbps] 783 ± 161 428 ± 85 975 ± 401
ABU [%] 47% ± 8% 26% ± 4% 57% ± 20%
LR [%] 0% ± 0% 0% ± 0% 0% ± 0%
QMD [ms] 106.9 ± 2.75 106.2 ± 2.53 102.48 ± 1.95

TABLE VI
SUMMARY OF MEASUREMENTS EVALUATING FAIRNESS BETWEEN A
SINGLE- AND A MULTIPATH CAPABLE MEDIA SOURCESS USING TWO

DISJOINT PATHS.

Two Bottlenecks with Three Media Sources: We use
three media sources on two shared bottleneck links, with one
multipath capable source using two subflows across both paths,
and one single-flow capable source on each path. Both paths
have a capacity of 2000 kbit/s, and the test duration is 120
s (Figure 6). A summary of the measurements is shown in
Table VII.

Due to the fractional distribution algorithm, the multipath
source ramps up slower than the single-flow sources, resulting

in a 2:1 bandwidth ratio in favor of the single-flow sources on
each path. However, using aggregated throughput, the Jains
index for this scenario is 0.95 ± 0.03.

RTP flow 1 RTP flow 2 MPRTP flows

GP [kbps] 537 ± 151 487 ± 120 994 ± 100
LR [%] 0% ± 0% 0% ± 0% 0% ± 0%
QMD [ms] 106.92 ± 1.73 104.9 ± 1.5 105.91 ± 0.61

TABLE VII
SUMMARY OF MEASUREMENTS EVALUATING FAIRNESS BETWEEN A

SINGLE- AND A MULTIPATH CAPABLE MEDIA SOURCE USE DIFFERENT
BOTTLENECK LINKS

Two Bottlenecks with Two Multipath Capable Media
Sources: We use two multipath capable media sources on
two shared bottleneck links, each with a capacity of 2000
kbit/s, and the test duration is 120 s. The summary of
the measurements is shown in Table VIII. The fractional
distribution algorithm regulates both sources, ensuring they
share bandwidth equally. The fairness index, calculated using
aggregated throughput, is 0.99 ± 0.01.

MPRTP Flows 1 MPRTP Flows 2

GP [kbps] 565 ± 69 559 ± 98
LR [%] 0% ± 0% 0% ± 0%
QMD [ms] 106.31 ± 2.65 107.28 ± 1.89

TABLE VIII
SUMMARY OF MEASUREMENTS EVALUATING FAIRNESS BETWEEN TWO

MULTIPATH CAPABLE SOURCES.

C. Summary

This section evaluated the performance of our proposed
algorithms: the packet scheduler and fractional distribution
algorithms. We measured the packet scheduler’s ability to
avoid traffic fading and aggregate throughput. Fairness tests
show that the fractional distribution algorithm ensures fairness
among subflows across all paths. Our evaluation demonstrated
that the packet scheduler algorithm successfully keeps the
SRct around the SRtrnsent , avoiding traffic fading
while aggregating path capacities. The fractional distribu-
tion algorithm regulates subflow ramp-up, leading to slower
increases, but maintaining fairness for multiple paths and
cross-traffic. No quality degradation was observed in video
measurements using single- and multiple-paths.

VI. SYSTEMS CONSIDERATIONS

In this section, we detail a multimedia system implement-
ing Multipath Rate Control using MPRTP [20]. The system
sets up and tears down sessions (using RTSP or SIP), en-
codes/decodes media (e.g., VP8, VP9, H.265), applies SRTP
encryption/decryption, and sends packets over multiple paths.
It also supports DTLS, STUN, and ICE protocols for NAT
traversal [21]. Figure 7 illustrates a component-based design
for such a system based on our proposal.

The system has several components: Media Source/Sink
(producing/consuming content), Media Encoder/Decoder (en-
coding/decoding RTP packets), packet sender/receiver, a dejit-
ter buffer (for correct packet order), and a packet scheduler/rate
controller (which maps RTP packets to subflows and controls
bitrates).
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detection, and FEC protection during ramp-up, the flows do
not experience packet loss.

RTP flow MPRTP flow 1 MPRTP flow 2

GP [kbps] 954 ± 180 464 ± 139 616 ± 113
ABU [%] 37% ± 6% 19% ± 5% 24% ± 4%
LR [%] 0% ± 0% 0% ± 0% 0% ± 0%
QMD [ms] 113.6 ± 4.36 113.62 ± 4.34 113.82 ± 4.15

TABLE V
SUMMARY OF MEASUREMENTS EVALUATING FAIRNESS BETWEEN A

SINGLE- AND A MULTIPATH CAPABLE MEDIA SOURCE USING A SHARED
BOTTLENECK.
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Fig. 6. The sending rate and the queue delay for a single- and a multipath
capable media sources on different paths.

Two Bottlenecks with Two Media Sources: We use two
media sources on a shared bottleneck link, with one using two
subflows and the other a single RTP flow. Both paths have
a capacity of 2000 kbit/s, and the test duration is 120 s. A
summary of the measurements is shown in Table VI.

The multipath source ramps up slower than the single-flow
source, leading to the single-flow source occupying a larger
portion of the shared path. The Jains index is normalized by
the aggregated bandwidth for multipath flows and by the single
bandwidth capacity for single-path flows. The fairness index
for this scenario is 0.98 ± 0.03.

RTP flow MPRTP flow 1 MPRTP flow 2

GP [kbps] 783 ± 161 428 ± 85 975 ± 401
ABU [%] 47% ± 8% 26% ± 4% 57% ± 20%
LR [%] 0% ± 0% 0% ± 0% 0% ± 0%
QMD [ms] 106.9 ± 2.75 106.2 ± 2.53 102.48 ± 1.95

TABLE VI
SUMMARY OF MEASUREMENTS EVALUATING FAIRNESS BETWEEN A
SINGLE- AND A MULTIPATH CAPABLE MEDIA SOURCESS USING TWO

DISJOINT PATHS.

Two Bottlenecks with Three Media Sources: We use
three media sources on two shared bottleneck links, with one
multipath capable source using two subflows across both paths,
and one single-flow capable source on each path. Both paths
have a capacity of 2000 kbit/s, and the test duration is 120
s (Figure 6). A summary of the measurements is shown in
Table VII.

Due to the fractional distribution algorithm, the multipath
source ramps up slower than the single-flow sources, resulting

in a 2:1 bandwidth ratio in favor of the single-flow sources on
each path. However, using aggregated throughput, the Jains
index for this scenario is 0.95 ± 0.03.

RTP flow 1 RTP flow 2 MPRTP flows

GP [kbps] 537 ± 151 487 ± 120 994 ± 100
LR [%] 0% ± 0% 0% ± 0% 0% ± 0%
QMD [ms] 106.92 ± 1.73 104.9 ± 1.5 105.91 ± 0.61

TABLE VII
SUMMARY OF MEASUREMENTS EVALUATING FAIRNESS BETWEEN A

SINGLE- AND A MULTIPATH CAPABLE MEDIA SOURCE USE DIFFERENT
BOTTLENECK LINKS

Two Bottlenecks with Two Multipath Capable Media
Sources: We use two multipath capable media sources on
two shared bottleneck links, each with a capacity of 2000
kbit/s, and the test duration is 120 s. The summary of
the measurements is shown in Table VIII. The fractional
distribution algorithm regulates both sources, ensuring they
share bandwidth equally. The fairness index, calculated using
aggregated throughput, is 0.99 ± 0.01.

MPRTP Flows 1 MPRTP Flows 2

GP [kbps] 565 ± 69 559 ± 98
LR [%] 0% ± 0% 0% ± 0%
QMD [ms] 106.31 ± 2.65 107.28 ± 1.89

TABLE VIII
SUMMARY OF MEASUREMENTS EVALUATING FAIRNESS BETWEEN TWO

MULTIPATH CAPABLE SOURCES.

C. Summary

This section evaluated the performance of our proposed
algorithms: the packet scheduler and fractional distribution
algorithms. We measured the packet scheduler’s ability to
avoid traffic fading and aggregate throughput. Fairness tests
show that the fractional distribution algorithm ensures fairness
among subflows across all paths. Our evaluation demonstrated
that the packet scheduler algorithm successfully keeps the
SRct around the SRtrnsent , avoiding traffic fading
while aggregating path capacities. The fractional distribu-
tion algorithm regulates subflow ramp-up, leading to slower
increases, but maintaining fairness for multiple paths and
cross-traffic. No quality degradation was observed in video
measurements using single- and multiple-paths.

VI. SYSTEMS CONSIDERATIONS

In this section, we detail a multimedia system implement-
ing Multipath Rate Control using MPRTP [20]. The system
sets up and tears down sessions (using RTSP or SIP), en-
codes/decodes media (e.g., VP8, VP9, H.265), applies SRTP
encryption/decryption, and sends packets over multiple paths.
It also supports DTLS, STUN, and ICE protocols for NAT
traversal [21]. Figure 7 illustrates a component-based design
for such a system based on our proposal.

The system has several components: Media Source/Sink
(producing/consuming content), Media Encoder/Decoder (en-
coding/decoding RTP packets), packet sender/receiver, a dejit-
ter buffer (for correct packet order), and a packet scheduler/rate
controller (which maps RTP packets to subflows and controls
bitrates).
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Fig. 7. High-level media pipeline design for a system implementing multipath rate control.

Both sender and receiver sides include a Multipath
Sender and Receiver. The Multipath Sender transmits
MPRTP/MPRTCP packets across mapped subflows, while
non-MPRTP packets go through one path. The Multipath
Receiver collects packets from all interfaces and outputs
multiplexed MPRTP packets and non-MPRTP packets (e.g.,
MPRTCP, SDP, STUN).

On the sender side, the Multipath Scheduler and Rate
Controller selects subflows for RTP packets and maps them
to MPRTP packets. The Rate Controller monitors congestion
and applies the fractional distribution algorithm to calculate
the sending bitrate.

On the receiver side, the Multipath Playouter uses a
dejitter buffer [8] to reorder packets for playback and sends
MPRTCP packets for congestion control.

Compatibility

WebRTC applications use Secure RTP (SRTP) for encryp-
tion. The proposed subsystem enables RTP packets to operate
over multiple paths without modifying other components.
Since the Multipath Scheduler and Rate Controller alter RTP
headers, security (e.g., encryption/decryption) must occur after
header changes on the sender side and before playout on the
receiver side.

VII. DISCUSSION AND RELATED WORK

Much work has focused on congestion control for real-
time media [4]–[6], [10], [22]–[25] and multipath capabilities
for network protocols [26]–[29], but congestion control using
multipath for real-time media is underexplored. Congestion
control algorithms for real-time media impose strict delivery
times. Many use packet loss as a congestion and bandwidth
indicator [30], but retransmission is impractical as packets
may miss the playout point. Monitoring queue delay improves
reliability, but these algorithms are outperformed by loss-
based methods. The IETF’s RTP Media Congestion Avoidance
Technique (RMCAT) working group developed congestion
control algorithms considering queue delay fluctuations while
competing with loss-based methods. NADA [6], [22] uses
delay- and loss-based modes, estimating queuing delay via per-
packet inter-arrival times. SCReAM [4] and Google Conges-
tion Control (GCC) [5] model delay variation and apply filters
for estimating queuing delay. FEC-based Rate Adaptation [23],
[31] (FBRA) combines queue-delay congestion detection with
error protection, while FRACTaL [10] improves FBRA for
RMCAT. Multipath protocols like MPTCP [27], SCTP [32],

and QUIC [29] use multiple paths for robustness. MPTCP
design principles focus on cross-traffic fairness during bulk
data transfer [9]. Recent MPTCP evaluations [33] highlight
limitations in real-time applications, with cross-layer solutions
for multipath communication in ad hoc networks [34] not
optimized for real-time needs. For multimedia delivery, we
used Multipath Real Time Protocol (MPRTP) [8], as MPTCP
and SCTP dont consider real-time boundaries. MPRTP shifts
traffic from congested to non-congested paths, though its path
capacity exploration is limited. This research prompted further
investigation into MPRTP with congestion control algorithms
for all paths without media bitrate limitations. Optimized
BBR [35] has shown promise in enhancing media delivery by
optimizing bandwidth and reducing latency. Real-time media
imposes strict time constraints, prohibiting bitrate throttling
and retransmission. For interactive communication, media
content may need rebalancing due to bandwidth limitations,
with bitrate adjustments lagging behind production. Conges-
tion control must ensure cross-traffic fairness [36]. Emerging
research refines multipath congestion control, focusing on
delay-based methods and machine learning to address real-
time media delivery in heterogeneous networks [33], [36],
[37], shaping future protocols and standards for real-time
multipath communication.

VIII. CONCLUSIONS

This paper presented a rate control system for real-time
media over multiple paths. The goal was to ensure fairness,
avoid traffic fading, and efficiently utilize bandwidth. A con-
gestion control algorithm was applied to all paths, with the
ramp-up phase regulated for fairness. To avoid traffic fading,
the transient sending bitrate and media source time lag were
considered.

We proposed a layered architecture with the MRCM for
congestion control and the MPPM for packet distribution. We
developed algorithms for sending rate allocation and packet
scheduling, implemented as a Gstreamer plugin. The system
was tested in an emulated network environment, showing that
our approach avoids traffic fading and maintains fairness.

We also discussed implementation details for multimedia
systems and plan to apply the system in WebRTC, evaluating
performance with RMCAT congestion control algorithms in
future work.

7

Media Source

MPRTP
Sender

Media
Encoder

MPRTP
Receiver

RTCP
MPRTP

MPRTCP

RT
CP

M
PR

TC
P

RT
P/

RT
CP

MPRTP
Scheduler

M
PR

TP
/R

TC
P

M
PR

TC
P

Media Sink

MPRTP
Sender

Media
Decoder

MPRTP
Receiver

RTCP
MPRTP

MPRTCP

MPRTP
Playouter

M
PR

TP
RT

CP

M
PR

TC
P

M
PR

TP
RT

CP

M
PR

TC
P

RT
CP

Rate 
Controller

Fig. 7. High-level media pipeline design for a system implementing multipath rate control.

Both sender and receiver sides include a Multipath
Sender and Receiver. The Multipath Sender transmits
MPRTP/MPRTCP packets across mapped subflows, while
non-MPRTP packets go through one path. The Multipath
Receiver collects packets from all interfaces and outputs
multiplexed MPRTP packets and non-MPRTP packets (e.g.,
MPRTCP, SDP, STUN).

On the sender side, the Multipath Scheduler and Rate
Controller selects subflows for RTP packets and maps them
to MPRTP packets. The Rate Controller monitors congestion
and applies the fractional distribution algorithm to calculate
the sending bitrate.

On the receiver side, the Multipath Playouter uses a
dejitter buffer [8] to reorder packets for playback and sends
MPRTCP packets for congestion control.

Compatibility

WebRTC applications use Secure RTP (SRTP) for encryp-
tion. The proposed subsystem enables RTP packets to operate
over multiple paths without modifying other components.
Since the Multipath Scheduler and Rate Controller alter RTP
headers, security (e.g., encryption/decryption) must occur after
header changes on the sender side and before playout on the
receiver side.

VII. DISCUSSION AND RELATED WORK

Much work has focused on congestion control for real-
time media [4]–[6], [10], [22]–[25] and multipath capabilities
for network protocols [26]–[29], but congestion control using
multipath for real-time media is underexplored. Congestion
control algorithms for real-time media impose strict delivery
times. Many use packet loss as a congestion and bandwidth
indicator [30], but retransmission is impractical as packets
may miss the playout point. Monitoring queue delay improves
reliability, but these algorithms are outperformed by loss-
based methods. The IETF’s RTP Media Congestion Avoidance
Technique (RMCAT) working group developed congestion
control algorithms considering queue delay fluctuations while
competing with loss-based methods. NADA [6], [22] uses
delay- and loss-based modes, estimating queuing delay via per-
packet inter-arrival times. SCReAM [4] and Google Conges-
tion Control (GCC) [5] model delay variation and apply filters
for estimating queuing delay. FEC-based Rate Adaptation [23],
[31] (FBRA) combines queue-delay congestion detection with
error protection, while FRACTaL [10] improves FBRA for
RMCAT. Multipath protocols like MPTCP [27], SCTP [32],

and QUIC [29] use multiple paths for robustness. MPTCP
design principles focus on cross-traffic fairness during bulk
data transfer [9]. Recent MPTCP evaluations [33] highlight
limitations in real-time applications, with cross-layer solutions
for multipath communication in ad hoc networks [34] not
optimized for real-time needs. For multimedia delivery, we
used Multipath Real Time Protocol (MPRTP) [8], as MPTCP
and SCTP dont consider real-time boundaries. MPRTP shifts
traffic from congested to non-congested paths, though its path
capacity exploration is limited. This research prompted further
investigation into MPRTP with congestion control algorithms
for all paths without media bitrate limitations. Optimized
BBR [35] has shown promise in enhancing media delivery by
optimizing bandwidth and reducing latency. Real-time media
imposes strict time constraints, prohibiting bitrate throttling
and retransmission. For interactive communication, media
content may need rebalancing due to bandwidth limitations,
with bitrate adjustments lagging behind production. Conges-
tion control must ensure cross-traffic fairness [36]. Emerging
research refines multipath congestion control, focusing on
delay-based methods and machine learning to address real-
time media delivery in heterogeneous networks [33], [36],
[37], shaping future protocols and standards for real-time
multipath communication.

VIII. CONCLUSIONS

This paper presented a rate control system for real-time
media over multiple paths. The goal was to ensure fairness,
avoid traffic fading, and efficiently utilize bandwidth. A con-
gestion control algorithm was applied to all paths, with the
ramp-up phase regulated for fairness. To avoid traffic fading,
the transient sending bitrate and media source time lag were
considered.

We proposed a layered architecture with the MRCM for
congestion control and the MPPM for packet distribution. We
developed algorithms for sending rate allocation and packet
scheduling, implemented as a Gstreamer plugin. The system
was tested in an emulated network environment, showing that
our approach avoids traffic fading and maintains fairness.

We also discussed implementation details for multimedia
systems and plan to apply the system in WebRTC, evaluating
performance with RMCAT congestion control algorithms in
future work.
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Both sender and receiver sides include a Multipath
Sender and Receiver. The Multipath Sender transmits
MPRTP/MPRTCP packets across mapped subflows, while
non-MPRTP packets go through one path. The Multipath
Receiver collects packets from all interfaces and outputs
multiplexed MPRTP packets and non-MPRTP packets (e.g.,
MPRTCP, SDP, STUN).

On the sender side, the Multipath Scheduler and Rate
Controller selects subflows for RTP packets and maps them
to MPRTP packets. The Rate Controller monitors congestion
and applies the fractional distribution algorithm to calculate
the sending bitrate.

On the receiver side, the Multipath Playouter uses a
dejitter buffer [8] to reorder packets for playback and sends
MPRTCP packets for congestion control.

Compatibility

WebRTC applications use Secure RTP (SRTP) for encryp-
tion. The proposed subsystem enables RTP packets to operate
over multiple paths without modifying other components.
Since the Multipath Scheduler and Rate Controller alter RTP
headers, security (e.g., encryption/decryption) must occur after
header changes on the sender side and before playout on the
receiver side.

VII. DISCUSSION AND RELATED WORK

Much work has focused on congestion control for real-
time media [4]–[6], [10], [22]–[25] and multipath capabilities
for network protocols [26]–[29], but congestion control using
multipath for real-time media is underexplored. Congestion
control algorithms for real-time media impose strict delivery
times. Many use packet loss as a congestion and bandwidth
indicator [30], but retransmission is impractical as packets
may miss the playout point. Monitoring queue delay improves
reliability, but these algorithms are outperformed by loss-
based methods. The IETF’s RTP Media Congestion Avoidance
Technique (RMCAT) working group developed congestion
control algorithms considering queue delay fluctuations while
competing with loss-based methods. NADA [6], [22] uses
delay- and loss-based modes, estimating queuing delay via per-
packet inter-arrival times. SCReAM [4] and Google Conges-
tion Control (GCC) [5] model delay variation and apply filters
for estimating queuing delay. FEC-based Rate Adaptation [23],
[31] (FBRA) combines queue-delay congestion detection with
error protection, while FRACTaL [10] improves FBRA for
RMCAT. Multipath protocols like MPTCP [27], SCTP [32],

and QUIC [29] use multiple paths for robustness. MPTCP
design principles focus on cross-traffic fairness during bulk
data transfer [9]. Recent MPTCP evaluations [33] highlight
limitations in real-time applications, with cross-layer solutions
for multipath communication in ad hoc networks [34] not
optimized for real-time needs. For multimedia delivery, we
used Multipath Real Time Protocol (MPRTP) [8], as MPTCP
and SCTP dont consider real-time boundaries. MPRTP shifts
traffic from congested to non-congested paths, though its path
capacity exploration is limited. This research prompted further
investigation into MPRTP with congestion control algorithms
for all paths without media bitrate limitations. Optimized
BBR [35] has shown promise in enhancing media delivery by
optimizing bandwidth and reducing latency. Real-time media
imposes strict time constraints, prohibiting bitrate throttling
and retransmission. For interactive communication, media
content may need rebalancing due to bandwidth limitations,
with bitrate adjustments lagging behind production. Conges-
tion control must ensure cross-traffic fairness [36]. Emerging
research refines multipath congestion control, focusing on
delay-based methods and machine learning to address real-
time media delivery in heterogeneous networks [33], [36],
[37], shaping future protocols and standards for real-time
multipath communication.

VIII. CONCLUSIONS

This paper presented a rate control system for real-time
media over multiple paths. The goal was to ensure fairness,
avoid traffic fading, and efficiently utilize bandwidth. A con-
gestion control algorithm was applied to all paths, with the
ramp-up phase regulated for fairness. To avoid traffic fading,
the transient sending bitrate and media source time lag were
considered.

We proposed a layered architecture with the MRCM for
congestion control and the MPPM for packet distribution. We
developed algorithms for sending rate allocation and packet
scheduling, implemented as a Gstreamer plugin. The system
was tested in an emulated network environment, showing that
our approach avoids traffic fading and maintains fairness.

We also discussed implementation details for multimedia
systems and plan to apply the system in WebRTC, evaluating
performance with RMCAT congestion control algorithms in
future work.
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Both sender and receiver sides include a Multipath
Sender and Receiver. The Multipath Sender transmits
MPRTP/MPRTCP packets across mapped subflows, while
non-MPRTP packets go through one path. The Multipath
Receiver collects packets from all interfaces and outputs
multiplexed MPRTP packets and non-MPRTP packets (e.g.,
MPRTCP, SDP, STUN).

On the sender side, the Multipath Scheduler and Rate
Controller selects subflows for RTP packets and maps them
to MPRTP packets. The Rate Controller monitors congestion
and applies the fractional distribution algorithm to calculate
the sending bitrate.

On the receiver side, the Multipath Playouter uses a
dejitter buffer [8] to reorder packets for playback and sends
MPRTCP packets for congestion control.

Compatibility

WebRTC applications use Secure RTP (SRTP) for encryp-
tion. The proposed subsystem enables RTP packets to operate
over multiple paths without modifying other components.
Since the Multipath Scheduler and Rate Controller alter RTP
headers, security (e.g., encryption/decryption) must occur after
header changes on the sender side and before playout on the
receiver side.

VII. DISCUSSION AND RELATED WORK

Much work has focused on congestion control for real-
time media [4]–[6], [10], [22]–[25] and multipath capabilities
for network protocols [26]–[29], but congestion control using
multipath for real-time media is underexplored. Congestion
control algorithms for real-time media impose strict delivery
times. Many use packet loss as a congestion and bandwidth
indicator [30], but retransmission is impractical as packets
may miss the playout point. Monitoring queue delay improves
reliability, but these algorithms are outperformed by loss-
based methods. The IETF’s RTP Media Congestion Avoidance
Technique (RMCAT) working group developed congestion
control algorithms considering queue delay fluctuations while
competing with loss-based methods. NADA [6], [22] uses
delay- and loss-based modes, estimating queuing delay via per-
packet inter-arrival times. SCReAM [4] and Google Conges-
tion Control (GCC) [5] model delay variation and apply filters
for estimating queuing delay. FEC-based Rate Adaptation [23],
[31] (FBRA) combines queue-delay congestion detection with
error protection, while FRACTaL [10] improves FBRA for
RMCAT. Multipath protocols like MPTCP [27], SCTP [32],

and QUIC [29] use multiple paths for robustness. MPTCP
design principles focus on cross-traffic fairness during bulk
data transfer [9]. Recent MPTCP evaluations [33] highlight
limitations in real-time applications, with cross-layer solutions
for multipath communication in ad hoc networks [34] not
optimized for real-time needs. For multimedia delivery, we
used Multipath Real Time Protocol (MPRTP) [8], as MPTCP
and SCTP dont consider real-time boundaries. MPRTP shifts
traffic from congested to non-congested paths, though its path
capacity exploration is limited. This research prompted further
investigation into MPRTP with congestion control algorithms
for all paths without media bitrate limitations. Optimized
BBR [35] has shown promise in enhancing media delivery by
optimizing bandwidth and reducing latency. Real-time media
imposes strict time constraints, prohibiting bitrate throttling
and retransmission. For interactive communication, media
content may need rebalancing due to bandwidth limitations,
with bitrate adjustments lagging behind production. Conges-
tion control must ensure cross-traffic fairness [36]. Emerging
research refines multipath congestion control, focusing on
delay-based methods and machine learning to address real-
time media delivery in heterogeneous networks [33], [36],
[37], shaping future protocols and standards for real-time
multipath communication.

VIII. CONCLUSIONS

This paper presented a rate control system for real-time
media over multiple paths. The goal was to ensure fairness,
avoid traffic fading, and efficiently utilize bandwidth. A con-
gestion control algorithm was applied to all paths, with the
ramp-up phase regulated for fairness. To avoid traffic fading,
the transient sending bitrate and media source time lag were
considered.

We proposed a layered architecture with the MRCM for
congestion control and the MPPM for packet distribution. We
developed algorithms for sending rate allocation and packet
scheduling, implemented as a Gstreamer plugin. The system
was tested in an emulated network environment, showing that
our approach avoids traffic fading and maintains fairness.

We also discussed implementation details for multimedia
systems and plan to apply the system in WebRTC, evaluating
performance with RMCAT congestion control algorithms in
future work.
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Both sender and receiver sides include a Multipath
Sender and Receiver. The Multipath Sender transmits
MPRTP/MPRTCP packets across mapped subflows, while
non-MPRTP packets go through one path. The Multipath
Receiver collects packets from all interfaces and outputs
multiplexed MPRTP packets and non-MPRTP packets (e.g.,
MPRTCP, SDP, STUN).

On the sender side, the Multipath Scheduler and Rate
Controller selects subflows for RTP packets and maps them
to MPRTP packets. The Rate Controller monitors congestion
and applies the fractional distribution algorithm to calculate
the sending bitrate.

On the receiver side, the Multipath Playouter uses a
dejitter buffer [8] to reorder packets for playback and sends
MPRTCP packets for congestion control.

Compatibility

WebRTC applications use Secure RTP (SRTP) for encryp-
tion. The proposed subsystem enables RTP packets to operate
over multiple paths without modifying other components.
Since the Multipath Scheduler and Rate Controller alter RTP
headers, security (e.g., encryption/decryption) must occur after
header changes on the sender side and before playout on the
receiver side.

VII. DISCUSSION AND RELATED WORK

Much work has focused on congestion control for real-
time media [4]–[6], [10], [22]–[25] and multipath capabilities
for network protocols [26]–[29], but congestion control using
multipath for real-time media is underexplored. Congestion
control algorithms for real-time media impose strict delivery
times. Many use packet loss as a congestion and bandwidth
indicator [30], but retransmission is impractical as packets
may miss the playout point. Monitoring queue delay improves
reliability, but these algorithms are outperformed by loss-
based methods. The IETF’s RTP Media Congestion Avoidance
Technique (RMCAT) working group developed congestion
control algorithms considering queue delay fluctuations while
competing with loss-based methods. NADA [6], [22] uses
delay- and loss-based modes, estimating queuing delay via per-
packet inter-arrival times. SCReAM [4] and Google Conges-
tion Control (GCC) [5] model delay variation and apply filters
for estimating queuing delay. FEC-based Rate Adaptation [23],
[31] (FBRA) combines queue-delay congestion detection with
error protection, while FRACTaL [10] improves FBRA for
RMCAT. Multipath protocols like MPTCP [27], SCTP [32],

and QUIC [29] use multiple paths for robustness. MPTCP
design principles focus on cross-traffic fairness during bulk
data transfer [9]. Recent MPTCP evaluations [33] highlight
limitations in real-time applications, with cross-layer solutions
for multipath communication in ad hoc networks [34] not
optimized for real-time needs. For multimedia delivery, we
used Multipath Real Time Protocol (MPRTP) [8], as MPTCP
and SCTP dont consider real-time boundaries. MPRTP shifts
traffic from congested to non-congested paths, though its path
capacity exploration is limited. This research prompted further
investigation into MPRTP with congestion control algorithms
for all paths without media bitrate limitations. Optimized
BBR [35] has shown promise in enhancing media delivery by
optimizing bandwidth and reducing latency. Real-time media
imposes strict time constraints, prohibiting bitrate throttling
and retransmission. For interactive communication, media
content may need rebalancing due to bandwidth limitations,
with bitrate adjustments lagging behind production. Conges-
tion control must ensure cross-traffic fairness [36]. Emerging
research refines multipath congestion control, focusing on
delay-based methods and machine learning to address real-
time media delivery in heterogeneous networks [33], [36],
[37], shaping future protocols and standards for real-time
multipath communication.

VIII. CONCLUSIONS

This paper presented a rate control system for real-time
media over multiple paths. The goal was to ensure fairness,
avoid traffic fading, and efficiently utilize bandwidth. A con-
gestion control algorithm was applied to all paths, with the
ramp-up phase regulated for fairness. To avoid traffic fading,
the transient sending bitrate and media source time lag were
considered.

We proposed a layered architecture with the MRCM for
congestion control and the MPPM for packet distribution. We
developed algorithms for sending rate allocation and packet
scheduling, implemented as a Gstreamer plugin. The system
was tested in an emulated network environment, showing that
our approach avoids traffic fading and maintains fairness.

We also discussed implementation details for multimedia
systems and plan to apply the system in WebRTC, evaluating
performance with RMCAT congestion control algorithms in
future work.
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Fig. 7. High-level media pipeline design for a system implementing multipath rate control.

Both sender and receiver sides include a Multipath
Sender and Receiver. The Multipath Sender transmits
MPRTP/MPRTCP packets across mapped subflows, while
non-MPRTP packets go through one path. The Multipath
Receiver collects packets from all interfaces and outputs
multiplexed MPRTP packets and non-MPRTP packets (e.g.,
MPRTCP, SDP, STUN).

On the sender side, the Multipath Scheduler and Rate
Controller selects subflows for RTP packets and maps them
to MPRTP packets. The Rate Controller monitors congestion
and applies the fractional distribution algorithm to calculate
the sending bitrate.

On the receiver side, the Multipath Playouter uses a
dejitter buffer [8] to reorder packets for playback and sends
MPRTCP packets for congestion control.

Compatibility

WebRTC applications use Secure RTP (SRTP) for encryp-
tion. The proposed subsystem enables RTP packets to operate
over multiple paths without modifying other components.
Since the Multipath Scheduler and Rate Controller alter RTP
headers, security (e.g., encryption/decryption) must occur after
header changes on the sender side and before playout on the
receiver side.

VII. DISCUSSION AND RELATED WORK

Much work has focused on congestion control for real-
time media [4]–[6], [10], [22]–[25] and multipath capabilities
for network protocols [26]–[29], but congestion control using
multipath for real-time media is underexplored. Congestion
control algorithms for real-time media impose strict delivery
times. Many use packet loss as a congestion and bandwidth
indicator [30], but retransmission is impractical as packets
may miss the playout point. Monitoring queue delay improves
reliability, but these algorithms are outperformed by loss-
based methods. The IETF’s RTP Media Congestion Avoidance
Technique (RMCAT) working group developed congestion
control algorithms considering queue delay fluctuations while
competing with loss-based methods. NADA [6], [22] uses
delay- and loss-based modes, estimating queuing delay via per-
packet inter-arrival times. SCReAM [4] and Google Conges-
tion Control (GCC) [5] model delay variation and apply filters
for estimating queuing delay. FEC-based Rate Adaptation [23],
[31] (FBRA) combines queue-delay congestion detection with
error protection, while FRACTaL [10] improves FBRA for
RMCAT. Multipath protocols like MPTCP [27], SCTP [32],

and QUIC [29] use multiple paths for robustness. MPTCP
design principles focus on cross-traffic fairness during bulk
data transfer [9]. Recent MPTCP evaluations [33] highlight
limitations in real-time applications, with cross-layer solutions
for multipath communication in ad hoc networks [34] not
optimized for real-time needs. For multimedia delivery, we
used Multipath Real Time Protocol (MPRTP) [8], as MPTCP
and SCTP dont consider real-time boundaries. MPRTP shifts
traffic from congested to non-congested paths, though its path
capacity exploration is limited. This research prompted further
investigation into MPRTP with congestion control algorithms
for all paths without media bitrate limitations. Optimized
BBR [35] has shown promise in enhancing media delivery by
optimizing bandwidth and reducing latency. Real-time media
imposes strict time constraints, prohibiting bitrate throttling
and retransmission. For interactive communication, media
content may need rebalancing due to bandwidth limitations,
with bitrate adjustments lagging behind production. Conges-
tion control must ensure cross-traffic fairness [36]. Emerging
research refines multipath congestion control, focusing on
delay-based methods and machine learning to address real-
time media delivery in heterogeneous networks [33], [36],
[37], shaping future protocols and standards for real-time
multipath communication.

VIII. CONCLUSIONS

This paper presented a rate control system for real-time
media over multiple paths. The goal was to ensure fairness,
avoid traffic fading, and efficiently utilize bandwidth. A con-
gestion control algorithm was applied to all paths, with the
ramp-up phase regulated for fairness. To avoid traffic fading,
the transient sending bitrate and media source time lag were
considered.

We proposed a layered architecture with the MRCM for
congestion control and the MPPM for packet distribution. We
developed algorithms for sending rate allocation and packet
scheduling, implemented as a Gstreamer plugin. The system
was tested in an emulated network environment, showing that
our approach avoids traffic fading and maintains fairness.

We also discussed implementation details for multimedia
systems and plan to apply the system in WebRTC, evaluating
performance with RMCAT congestion control algorithms in
future work.
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Both sender and receiver sides include a Multipath
Sender and Receiver. The Multipath Sender transmits
MPRTP/MPRTCP packets across mapped subflows, while
non-MPRTP packets go through one path. The Multipath
Receiver collects packets from all interfaces and outputs
multiplexed MPRTP packets and non-MPRTP packets (e.g.,
MPRTCP, SDP, STUN).

On the sender side, the Multipath Scheduler and Rate
Controller selects subflows for RTP packets and maps them
to MPRTP packets. The Rate Controller monitors congestion
and applies the fractional distribution algorithm to calculate
the sending bitrate.

On the receiver side, the Multipath Playouter uses a
dejitter buffer [8] to reorder packets for playback and sends
MPRTCP packets for congestion control.

Compatibility

WebRTC applications use Secure RTP (SRTP) for encryp-
tion. The proposed subsystem enables RTP packets to operate
over multiple paths without modifying other components.
Since the Multipath Scheduler and Rate Controller alter RTP
headers, security (e.g., encryption/decryption) must occur after
header changes on the sender side and before playout on the
receiver side.

VII. DISCUSSION AND RELATED WORK

Much work has focused on congestion control for real-
time media [4]–[6], [10], [22]–[25] and multipath capabilities
for network protocols [26]–[29], but congestion control using
multipath for real-time media is underexplored. Congestion
control algorithms for real-time media impose strict delivery
times. Many use packet loss as a congestion and bandwidth
indicator [30], but retransmission is impractical as packets
may miss the playout point. Monitoring queue delay improves
reliability, but these algorithms are outperformed by loss-
based methods. The IETF’s RTP Media Congestion Avoidance
Technique (RMCAT) working group developed congestion
control algorithms considering queue delay fluctuations while
competing with loss-based methods. NADA [6], [22] uses
delay- and loss-based modes, estimating queuing delay via per-
packet inter-arrival times. SCReAM [4] and Google Conges-
tion Control (GCC) [5] model delay variation and apply filters
for estimating queuing delay. FEC-based Rate Adaptation [23],
[31] (FBRA) combines queue-delay congestion detection with
error protection, while FRACTaL [10] improves FBRA for
RMCAT. Multipath protocols like MPTCP [27], SCTP [32],

and QUIC [29] use multiple paths for robustness. MPTCP
design principles focus on cross-traffic fairness during bulk
data transfer [9]. Recent MPTCP evaluations [33] highlight
limitations in real-time applications, with cross-layer solutions
for multipath communication in ad hoc networks [34] not
optimized for real-time needs. For multimedia delivery, we
used Multipath Real Time Protocol (MPRTP) [8], as MPTCP
and SCTP dont consider real-time boundaries. MPRTP shifts
traffic from congested to non-congested paths, though its path
capacity exploration is limited. This research prompted further
investigation into MPRTP with congestion control algorithms
for all paths without media bitrate limitations. Optimized
BBR [35] has shown promise in enhancing media delivery by
optimizing bandwidth and reducing latency. Real-time media
imposes strict time constraints, prohibiting bitrate throttling
and retransmission. For interactive communication, media
content may need rebalancing due to bandwidth limitations,
with bitrate adjustments lagging behind production. Conges-
tion control must ensure cross-traffic fairness [36]. Emerging
research refines multipath congestion control, focusing on
delay-based methods and machine learning to address real-
time media delivery in heterogeneous networks [33], [36],
[37], shaping future protocols and standards for real-time
multipath communication.

VIII. CONCLUSIONS

This paper presented a rate control system for real-time
media over multiple paths. The goal was to ensure fairness,
avoid traffic fading, and efficiently utilize bandwidth. A con-
gestion control algorithm was applied to all paths, with the
ramp-up phase regulated for fairness. To avoid traffic fading,
the transient sending bitrate and media source time lag were
considered.

We proposed a layered architecture with the MRCM for
congestion control and the MPPM for packet distribution. We
developed algorithms for sending rate allocation and packet
scheduling, implemented as a Gstreamer plugin. The system
was tested in an emulated network environment, showing that
our approach avoids traffic fading and maintains fairness.

We also discussed implementation details for multimedia
systems and plan to apply the system in WebRTC, evaluating
performance with RMCAT congestion control algorithms in
future work.
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Abstract—Function as a Service (FaaS) is the latest stage
of application virtualization in the cloud. It enables to deploy
small code pieces – functions – in the cloud. FaaS focuses on
event-driven functions in response to triggers from different
sources. The functions run in ephemeral virtual environments.
This means that the user is charged on the basis of the time
the function is busy serving the invocation requests. With the
advent of Industry 4.0 the need has arisen to run applications
on Edge Computing nodes. FaaS is a promising solution for
serving industrial applications that require predictable latency
while meeting the demands of edge computing, which operates
on a limited resource base. Therefore, knowing the completion
time of the invocation requests is of key importance.

In this paper, we introduce a function runtime design for open-
source FaaS implementations that achieves a lower deviation
in request completion times compared to default runtimes by
regulating the function’s access to host CPU cores. We present the
implementation details of our proposed function runtime design
for Python, Go and Node.js. We also introduce a simulation
framework that is able to estimate the completion time distribu-
tion of the incoming invocation requests. We validate the results
of our simulation framework using real measurement data.
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I. INTRODUCTION

The granularity of application virtualization technologies is
continuously increasing in the past decades, virtual machines
have been partially replaced by light-weight container virtual-
ization solutions, however, in both cases complete applications
are hosted in the virtualized environment. In contrast to Virtual
Machines (VMs) and containers, FaaS makes it available to
host only a single building block of a distributed application in
the virtualized environment. FaaS implementations are based
on virtualization solutions, such as containers and lightweight
VMs, such as microVMs [1], [2] or unikernels [3]. The FaaS
framework spins up an instance for the incoming requests
and keeps it running for a given time period and they are
evicted if no requests are sent to them during this time. FaaS
shows a change in the paradigm, a new way of application
orchestration, rather than introducing a new implementation
for virtualization. Functions can be organized into function
chains, where one function invokes the next, thus implement-
ing a complex application.

Functions are invoked for incoming events and they use
the compute resources only during the execution. The cor-
responding billing model is based on the time the function
keeps the compute resources allocated to serve the incoming

requests. In contrast, using VMs and containers, the user pays
for the up-time of the virtualized environment even if the
hosted applications are idle.

The importance of FaaS can be seen by the fact that
not only the major public cloud providers have implemented
their FaaS platforms (e.g. Google Cloud, Amazon Web Ser-
vices, Microsoft Azure, Alibaba Cloud), but the open source
community has also embraced the technology. Several open-
source FaaS implementations are available on GitHub, such as
OpenFaaS [4], Fission [5], Kubeless [6] or Nuclio [7].

FaaS systems provide predefined function runtimes to exe-
cute the functions. Functions implemented by the users are
encapsulated into the provided function runtimes, helping
the users to focus on the business logic and sparing the
manual integration work. However, these runtimes can majorly
influence the performance of the functions.

Knowing the completion time of the requests has a key
importance, as the billing model of FaaS systems is based
on the combination of time the function is busy serving the
requests as well as the allocated resources for the functions.
Cloud providers can define different strategies for cost calcula-
tion. In AWS Lambda [8] and Microsoft Azure Functions [9],
users are charged based on a per-millisecond rate, whereas
users of Google Cloud Functions [10] and Alibaba Function
Compute [11] are billed in 100-millisecond increments. The
amount of allocated resources determines the price of each
time increment. Therefore we exclusively focus on the com-
pletion time of the function invocations, as the cost of an
invocation can be derived from the completion time and the
amount of allocated resources.

In this paper we introduce a function runtime design that
is able to provide stable completion times by regulating the
function’s access to the host CPU cores, thereby preventing
bottlenecks and achieving higher QoS. We also introduce a
method to estimate the completion time of function invo-
cations. We present our results by using compute intensive
functions implemented in Python, Go and Node.js.

We base our work on our previous paper [12] in which
we have introduced our function runtime design as well as
an algorithm that is able to estimate the completion time
distribution of the function invocations. However, in [12] we
have implemented our function runtime design exclusively in
Python, and we designed our algorithm to estimate the comple-
tion time of functions that support parallel request processing.
In this paper, we introduce the implementation details and
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performance characteristics of our function runtime design
for Python, Go and Node.js. We also introduce an additional
algorithm that is designed to estimate the completion time
distributions of invocation requests sent to function instances
supporting sequential request processing. The introduced al-
gorithms are taking into account the resource assignment
strategies as well as the expected load that is sent to the
examined function instance.

In this paper we focus on open source FaaS systems, as in
this case we have access to the source code of the whole eco-
system in contrast to public cloud providers’ implementations.

Open source FaaS systems are almost exclusively imple-
mented on top of Kubernetes. Kubernetes is an open source
cloud orchestration platform for containers. The basic archi-
tecture of an open source FaaS system is depicted in Fig.
1. The gateway component is the entry point of the FaaS
system. It works as a proxy and directs the requests to the
appropriate functions. Function instances run in containers that
are encapsulated by Kubernetes pods. Function instances of the
same type are hidden by a Kubernetes service. The gateway
component addresses the service of the given function and
forwards the requests to the actual function instances.

Fig. 1. Generic open source FaaS architecture

This paper is structured as follows. In Section II, we review
the related work. Section III introduces our proposed function
run-time design, while in Section IV we discuss the details of
our function completion time prediction methods. In Sections
V and VI we introduce our measurement environment and
discuss our findings. Finally, Section VII concludes the paper.

II. RELATED WORK

The benchmarking of FaaS implementations has a key
importance, as different implementations have different per-
formance characteristics [13], [14], [15]. M. Grambow et al.
introduce BeFaaS [16], a framework to benchmark the major
public providers’ as well as open source FaaS platforms.
BeFaaS comes with a built-in benchmark scenario that is
an e-commerce application. BeFaaS can be extended by new
benchmarks and can be created and added to the framework by
using the BeFaaS programming library. In addition to showing
the completion time of the functions, BeFaaS provides a drill-
down analysis that helps to understand the particularities of the
behavior of the benchmarked FaaS frameworks. P. Maissen et
al. implemented FaaSdom, a tool to benchmark major public
FaaS frameworks. FaaSdom [18] supports the benchmarking
of different language runtimes, as well as it provides the
ability to calculate the costs of the users. SeBS [17] provides
a framework to benchmark public FaaS platforms. SeBS takes
the following metrics into consideration, CPU and Memmory

utilization, Response time, Code Size and Network IO. Costs
can also be benchmarked by SeBS. The authors discuss the
additional costs for the user that originates from the billing
model of a particular FaaS provider.

Simulation frameworks can significantly reduce the costs
of developing applications in a FaaS ecosystem, while also
identifying factors that influence performance. SimFaaS [19]
is a simulation framework for FaaS systems that enables the
prediction of several performance metrics of a FaaS system,
such as average response time, the probability of cold starts,
and the average number of function instances. The authors
validate the results of SimFaaS by comparing it to real usage
data from AWS Lambda. M. Hanaforoosh et al. introduce
MFS [20], a serverless FaaS simulator based on Apache
Open Whisk. MFS calculates the reports of several metrics
on top of the ones supported by SimFaaS, e.g., the number
of functions that can or cannot be scheduled on any of
the physical machines, the number of requests that can or
cannot finish before a given deadline, and unlike SimFaaS,
it handles containers and functions separately, reporting the
number of containers used. SimLess [21] is a framework
to simulate function choreographies in major public FaaS
providers’ ecosystems. SimLess considers various overheads
such as network, concurrency and, authentication when esti-
mating the round-trip time of the functions. J. Manner et al.
introduces a methodology [22] to enable the comparison of
the local and the cloud function execution and to map the
local profiling data to the cloud platform. Their effort can
significantly reduce development time as developers can work
with their local tools that they are familiar with.

Using ephemeral, event-driven FaaS functions is a promis-
ing approach to implement services hosted on top of Edge
computing devices, as such environments are equipped with a
limited amount of compute resources. LambdaContSim [23]
is a simulator designed to evaluate custom strategies to place
functions on edge nodes to meet various requirements. It
measures different metrics, such as placement success and
failure, energy consumption, and service time. F. Filippini et
al. present a simulation framework [24] for evaluating load-
balancing algorithms in decentralized FaaS environments. The
framework assesses performance using metrics such as success
rate, power consumption, and the number of rejected requests.

Based on this review, our contribution differs from previous
efforts, as our work focuses on the behavior of function run-
times under various compute resource assignment strategies,
by using our proposed simulation framework.

III. FUNCTION RUNTIMES

Function runtimes are key components of FaaS systems.
Function runtimes are encapsulating the user-defined func-
tions, and by this lifting the burden of the integration of
the functions to the distributed FaaS environment off the
shoulders of the users. Function runtimes are implented as
lightweight web-servers, that wrap the user-defined function.
They also define an endpoint to respond to periodic health-
check messages initiated by the FaaS framework. We have ex-
amined runtimes of several open source FaaS systems, namely
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OpenFaaS [26], Fission [27], and Kubeless [28]. According
to our investigations, the majority of the supported runtimes
are capable of parallel request processing by starting a new
worker thread for each of the incoming requests. However,
these runtimes do not necessarily take into consideration the
number of physical CPU cores that the host computer has. In
case of starting more worker threads than the number of host
CPU cores can lead to variable completion times. To overcome
this issue, we propose a function runtime, that sets the limit the
number of concurrently processed requests to the number of
host CPU cores [12]. In the following, we introduce function
runtimes for Python, Go and Node.js.

A. Python

Python runtimes are implemented by using different li-
braries in case of the examined FaaS frameworks. OpenFaaS
and Fission implement their Python runtimes by using the
Flask web framework, while Kubeless is using the Bottle
library.

For the sake of simplicity, in the case of Python, we imple-
mented our proposed runtime by using the Flask library. Flask
supports parallel request processing by starting new Python
threads or forking new Python processes. Python threads are
sharing the Python interpreter’s Global Interpreter Lock (GIL),
which can lead to a serious performance bottleneck in the
case of CPU intensive tasks [29]. To overcome this issue, we
implemented our runtime by using Python’s multiprocessing
library, that starts a new Python interpreter with the user-
defined function for each of the incoming requests. In Fig. 2,
we show our measurement results performed on a computer
having 16 physical CPU cores. We performed our measure-
ments by sending function invocation requests to the examined
function instance at different concurrency levels, which were
integer multiples of the number of physical CPU cores. It can
be seen that the tail latency is lower when limiting the number
of worker threads to the number of available CPU cores.

Fig. 2. Completion time differences - Limited vs. Unlimited number of
worker threads - Python

B. Go

The Go runtimes of the examined open source FaaS imple-
mentations are all using the built-in HTTP server implemented
in the Net library of the Go language that starts a new worker
thread (Goroutine) for each of the incoming requests.

We extended the basic Go runtime design by adding a
counting semaphore (implemented by Go buffered channels)

to limit the number of simultaneously running worker threads.
Fig. 3 depicts the performance difference of request processing
between the proposed and the default function runtime designs.
It can be seen that the proposed runtime design shows lower
tail completion time values when the requests concurrency
exceeds the number of CPU cores.

Fig. 3. Completion time differences - Limited vs. Unlimited number of
worker threads - Go

C. Node.js

The Node.js runtimes are single threaded and are not
capable of using multiple CPU cores simultaneously to con-
currently serve CPU intensive tasks. By exploiting the Cluster
or Worker threads library, we can achieve parallel processing
of the incoming requests with Node.js. We have implemented a
Node.js function runtime, that enables parallel request process-
ing, by using the Worker threads library. To limit the number
of concurrently running worker threads, we implemented our
runtime to store all the incoming requests in a queue and use a
counter to limit the number of requests processed concurrently.
However, Node.js adds an extra layer of scheduling as it uses
an event loop that allows to run tasks in an asynchronous
way, therefore, the behavior of this function runtime differs
from that runtimes where threads are directly scheduled by
the operating system’s task scheduler. Fig. 4 shows the results
of using our proposed Node.js runtime with setting limited and
unlimited number of worker threads to process the invocation
requests.

Fig. 4. Completion time differences - Limited vs. Unlimited number of
worker threads - Node.js

IV. COMPLETION TIME PREDICTION

Being able to predict the completion time of function
invocations is crucial. It makes available for the users to
estimate their costs as the billing model of FaaS is based on
the time the function spends on serving the incoming requests,
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as well as it helps to design latency-sensitive workflows in a
FaaS ecosystem.

In open source FaaS systems the function instances are
running in containers encapsulated in Kubernetes Pods. Con-
tainerized applications are assigned to different Linux Control
Groups (cgroups). Cgroups control the associated amount of
resources to the application, e.g., CPU, memory, network. In
open source FaaS frameworks, the users can specify the as-
signed amount of CPU and memory resources to the functions.
These values are configured in the cgroups of the function
instance’s container.

The amount of CPU resources assigned to the container
determines the amount of CPU time the applications in the
container can consume in a single scheduling window. This
value can be higher than 100% in the case of multi-core
systems. For example, if the user assigns 200% CPU resources
to the containerized application that has 4 threads and is
running on a computer with 4 cores, then each of the threads
can run in 50% of the scheduling window. The Completely
Fair Scheduler (CFS) of Linux takes into account the CPU
resources allocated for the applications through the cgroups.

We propose two algorithms to estimate the completion
time distribution of the function invocations. Both algorithms
model the CFS scheduler in a simplified way, by using round-
robin scheduling. Cgroups are organized in a hierarchical way,
which results in a hierarchical way of scheduling. However,
the round-robin scheduling can be used, as the cgroup of
the function container has no sub-cgroups, and the function
container hosts only the user-defined function, that is, a small
and simple single or multi-threaded application.

A. Multi-Threaded Runtimes

Our proposed algorithm for multi-threaded function run-
times [12] takes into account the number of CPU cores, the
time (translated from CPU ticks) required for the function to
run on the CPU to serve the invocation request (onCPU time),
the assigned amount of CPU resources, and the concurrency of
the incoming load. The on-CPU time is not necessarily equal
to the response time, as the worker thread can be preempted
while serving the request. The algorithm assumes that the
function instance uses our proposed function runtime and that
the user specifies the desired amount of CPU resources to be
allocated to the function.

Our proposed function runtimes have a main thread that
starts a new worker thread for each of the incoming requests
until the number of worker threads reaches the CPU core limit.
The proposed algorithm distributes the worker threads over
the CPU cores. The algorithm runs the tasks in the scheduling
window and decreases the tasks’ onCPU time by the minimum
time-slice as well as the CPU quota for the current scheduling
window. If the CPU quota has decreased to less than the
minimum time-slice, the algorithm starts a new scheduling
window (see Algorithm 1).

According to our investigations, the minimum time-slice is
4 milliseconds, while the length of the scheduling window
is 100ms. Our estimate for the time required to fork a new
worker thread is 1 ms. If a task does not need the whole time-

slice to finish, the rest of the time-slice can be used by the
rest of the worker threads.

Algorithm 1: Completion time prediction for
simultaneous request processing [12]

Function AddNewTask(sartTime):
actualWindow -= TimeOfFork
tasks.append({timeOnCpu, startTime, endTime=-1})
parallelTasks -= 1
numTasks += 1

Function RunTask(task):
task.timeOnCPU -= minTimeSlice
actualWindow -= minTimeSlice

loops=1
timeFrame = 100ms
actualWindow = CPUThrottle
minTimeSlice = 4ms
timeOfFork = 1ms
numTasks = 0
parallelTasks = numCPUCores
tasks, finishedTasks = []
while len(FinishedTasks) != N do

while actualWindow > minTimeSlice do
task = tasks.GetNextTask()
if task is mainTask then

if numTasks < concurrency then
// first batch of requests
if parallelTasks < numCPUs then

AddNewTask(0)
end

else
// at least one task of the first batch

has finished
if newTasks > 0 and parallelTasks < numCPUs then

AddNewTask(finishedTasks[-newTasks].endTime+
ElapsedTimeTillNewRequest)

newTasks -= 1
end

end
else

RunTask(task)
if task.timeOnCPU <= 0 then

task.endTime = loops*timeFrame
SaveTaskRuntime(task)
finishedTasks.append(Task)
tasks.Remove(Task)
parallelTasks -= 1
newTasks += 1

end
end

end
loops++
actualWindow = cpuQuota

end

B. Single Threaded Runtimes

Some of the function runtimes only support sequential
request processing, therefore, we propose another algorithm
to estimate the completion time distribution of such functions.
Initially, the algorithm starts tasks equal to the concurrency
level and stores them in a list and starts to run the first task.
The simulator decreases the on-CPU time and the CPU quota
for the actual scheduling window. If the on-CPU time of the
task is less than or equal to zero, then the simulator starts to
run a new task as well as it adds a new task to the end of the
task list. If the CPU quota reaches a value that is less than
the minimum time slice, the simulator starts a new scheduling
window. If the CPU quota is not zero but is less than the
minimum time slice, it can be used in the next scheduling
window. (see Algorithm 2)
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Algorithm 2: Completion time prediction for
sequential request processing

currTime = 0
for i in [1..Concurrency] do

tasks.Append(Task(startTime=currTime))
end
actualWindow = CPUThrottle
task = tasks.popFirst()
while len(FinishedTasks) != N do

while task.onCPU > 0 and actualWindow > 0 do
task.onCPU -= minRuntime
actualWindow -= minRuntime
currTime += minRuntime

end
if task.onCPU <= 0 then

FinishedTasks.append(currTime - task.startTime)
task = tasks.popFirst()
tasks.Append(Task(startTime = currTime))

end
if actualWindow <= min𝑟𝑟𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 then

if actualWindow > 0 then
actualWindow = CPUThrottle + actualWindow

else
actualWindow = CPUThrottle
currTime += schedWindow - CPUThrottle

end
end

end

V. TESTBED

A. Test environment

We deployed our measurement environments by installing
a two-node Kubernetes cluster on Cloudlab [25] c220g1
compute nodes equipped with 2 Intel E5-2630 v3 8-core and
128 GB RAM and 10 Gb network interfaces. The Linux CFS
operates with time values instead of CPU ticks. However, if the
CPU frequency scaling is turned on, the number of CPU ticks
and the number of operations under a given time period are
undefined. Therefore, we turned off the CPU frequency scaling
and locked the CPU frequency to 2.2GHz. We have also
turned off the logical CPU cores given by the HyperThreading
capability, to avoid situations when tasks are scheduled to the
same physical core.

B. Test Functions

We implemented our test functions in Python, Go, and
Node.js programming languages. Each of the functions cal-
culates the estimated value of 𝜋𝜋 by using the Leibniz formula.
The Leibniz formula takes a parameter that sets the accuracy
of the estimated value of 𝜋𝜋. This parameter is the input value of
the function. The higher the value of the parameter, the more
accurate the estimated value of 𝜋𝜋. For our measurements, we
selected the input values from a normal distribution.

C. Load Generator

For our measurements, we used Hey, an HTTP load gen-
erator that is able to generate HTTP requests with a given
concurrency level. To maintain a stable concurrency level, Hey
initially starts client threads equal to the desired concurrency
level. First, all the clients send out their requests. After that, a
client can only send a new request once a response has been
received for the current request.

Hey is only able to work with the same request content
during load generation. Therefore, we modified the code-
base of Hey to be able to send different input values to the
functions.

VI. EVALUATION

We have implemented the proposed algorithms as function
completion time simulator software modules. We validate
the accuracy of the proposed simulators by comparing their
outputs with real measurement results. We performed our
measurements by using function runtimes that support parallel
and sequential request processing.

To show the ability of our simulator software to predict
the completion time distribution even in the case of variable
input, we performed our measurements by selecting the input
variables from a normal distribution. In this case, the con-
figuration of the simulator requires two measurements. To be
able to calculate the values of a normal distribution, we need
to know the mean and deviation values. Thus, we performed
two measurements using the median and deviation of the input
values, to get the corresponding onCPU times.

The onCPU times can be acquired by using the Linux
Perf tool. However, running Perf requires system administrator
rights that are not necessarily available in all cases. In such
situations, we can estimate the onCPU time by the response
time of the function invocation as shown by eq. (1). When
using eq. (1) to estimate the onCPU value, we suppose that
the user-defined function does not start any further threads.
However, this calculated value includes the additional latency
of the network transport.

𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 ≈ ⌊𝑂𝑂𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶

𝑆𝑆𝑆𝑆𝑆𝐶𝑆𝑆
⌋ ∗ 𝑂𝑂𝑂𝑂𝑂𝑂 𝑓𝑓 𝑢𝑢+

𝑂𝑂𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 − ⌊𝑂𝑂𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶

𝑆𝑆𝑆𝑆𝑆𝐶𝑆𝑆
⌋ ∗ 𝑆𝑆𝑆𝑆𝑆𝐶𝑆𝑆 (1)

Where:

• 𝑆𝑆𝑆𝑆𝑆𝐶𝑆𝑆 = 100ms, scheduling window,
• 𝑂𝑂𝑂𝑂𝑂𝑂 𝑓𝑓 𝑢𝑢 ∈ [1𝐶𝐶100], amount of CPU resources assigned

to the function,
• 𝑂𝑂𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 : completion time of a single function invocation.

A. Parallel Request Processing

To show the efficiency of our simulator, we present our
results of different scenarios covering cases with different CPU
and concurrency settings. The performance of the examined
language runtimes are different, therefore, we adjusted the
function invocation parameters accordingly.

Fig. 5 shows our measured and simulated results in the
case of runtimes that are able to process multiple requests
simultaneously. It can be seen that the measured and simulated
values are very close to each other. In Table I we summarized
the absolute differences between the measured and simulated
results, for each of the language runtimes, related to the
median and the 95th percentile.
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Fig. 5. Real vs Simulation completion time distribution in case of parallel
request processing

TABLE I
MEDIAN AND 95𝑡𝑡𝑡 %ILE ERRORS [SEC]

PARALLEL REQUEST PROCESSING

CPU Conc. Percentile Python Go Node.js

80% 16 50th 0.0047 0.0038 0.0038
95th 0.1974 0.0023 0.0078

100%

16 50th 0.0056 0.0081 0.0002
95th 0.1987 0.0000 0.0022

32 50th 0.0949 0.0999 0.0007
95th 0.1007 0.0003 0.0008

64 50th 0.0089 0.0000 0.0002
95th 0.1953 0.0998 0.0014

200% 64 50th 0.0998 0.0003 0.1046
95th 0.1907 0.0101 0.1104

B. Sequential Request Processing

Fig. 6 shows the results of our measured and simulated
completion time distributions for each of the examined func-
tion runtimes. In this case, we selected the input values
to generate jobs of which onCPU times are less than the
time the function is scheduled to run in a given scheduling
window. This leads to a scenario where some of the function
invocation completion times are significantly longer than the
rest, as it can happen that the function is preempted by the
scheduler while it is processing an invocation request. In this
case, not only the completion time of the preempted request
is influenced, but all the completion times of the requests
that arrived after the preempted request. We experienced an
undefined behavior in the case of Node.js over the request
concurrency level of 32, therefore, in Fig. 6 we only show our
results for the concurrency levels of 16 and 32. We suppose
that the experienced undefined behavior over the concurrency
level of 32 is due to the asynchronous event-loop of the
Node.js runtime. We show the absolute differences between
the measured and simulation results related to the median and
95𝑡𝑡𝑡 percentile in Table II.

Fig. 6. Real vs Simulation completion time distribution in case of
sequential request processing

C. Differences of Sequential and Parallel Request Processing

We investigated the completion time differences in the cases
where function runtimes supporting parallel request processing
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C. Differences of Sequential and Parallel Request Processing

We investigated the completion time differences in the cases
where function runtimes supporting parallel request processing
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TABLE II
MEDIAN AND 95𝑡𝑡𝑡 %ILE ERRORS [SEC]

SEQUENTIAL REQUEST PROCESSING

CPU Conc. Percentile Python Go Node.js

50%

16 50th 0.0005 0.0079 0.0031
95th 0.0022 0.0083 0.0052

32 50th 0.0010 0.0015 0.0172
95th 0.0019 0.0156 0.0384

64 50th 0.0039 0.0240 -
95th 0.0070 0.0015 -

and those where sequential processing runtimes were used. In
Fig. 7 we show the differences between the completion time
distributions related to the examined cases. In this scenario, we
used our Python and Go language runtimes and assigned 100%
of CPU resources to them. It can be seen that, in the case of
Python, using a function runtime that supports simultaneous
request processing results in higher completion time values in
general. This phenomenon can be explained by the additional
time that is caused by the starting a new Python interpreter for
each of the incoming requests. In case of Go, the completion
time distributions for the two cases are very close to each
other. Also, our parallel processing Go runtime starts threads
that are not as expensive as starting new processes. Parallel
function runtimes can gain extra performance with more than
100% of assigned CPU resources.

Fig. 7. Distribution of function completion times in case of parallel and
sequential request processing runtimes

D. Variable CPU frequency

We performed our measurements by turning off the CPU
frequency scaler. However, in a real-life scenario, the lack
of enabling the CPU frequency scaler results in high energy
consumption even if the compute node is idle. Therefore, we
investigated the effects of the CPU frequency scaling on the ac-
curacy of our measurements. We performed our measurements
with the CPU frequency scaling turned on and off, as well as
investigated the effects of CPU utilization generated by other
CPU heavy loads. For our measurements, we used our function

implemented in Go, with 50% of CPU assigned, to also have
an idle period in the scheduling window. In this idle period the
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load, our work helps engineers to better utilize the limited
resource base of edge computing devices.
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Abstract—This study explores the development of robust In-
trusion Detection Systems (IDS) to enhance cybersecurity in
Wireless Sensor Networks (WSNs) within the evolving Internet of
Things (IoT) ecosystem. It leverages a publicly available dataset
derived from UNSW-NB15, retrieved from a GitHub repository,
capturing diverse network traffic attributes (dttl, swin, dwin,
tcprtt, synack, ackdat), protocol-specific indicators (proto tcp,
proto udp), and service-specific attributes (service dns). These
features enable precise analysis of TCP/IP headers and traffic
patterns, supporting multi-class classification into four categories:
Analysis, Denial of Service (DoS), Exploits, and Normal. Ad-
vanced machine learning algorithms, including Random Forest,
Support Vector Machines (SVM), and K-Nearest Neighbors
(KNN), were applied with systematic preprocessing (including
KNN-based imputation, normalization, and one-hot encoding),
feature selection using Random Forest importance, and 5-fold
cross-validation. The best performance was achieved by Random
Forest (accuracy, precision, recall, and F1-score of 99.9877%),
followed by KNN (99.9754%) and SVM (99.9630%). The study
demonstrates that combining well-structured models with rele-
vant protocol-level features and robust evaluation strategies can
significantly enhance intrusion detection capabilities in IoT-based
environments. It reinforces the value of using modern public
datasets and interpretable algorithms for building scalable and
reliable IDS solutions.

Index Terms—Artificial Intelligence (AI),Intrusion Detection
Systems (IDS),Machine Learning (ML), Internet of Things
(IoT),Wireless Sensor Networks (WSN)

I. INTRODUCTION

In today’s technological environments, where businesses, gov-
ernments, and individuals must contend with constantly chang-
ing and complex threats, cybersecurity has emerged as a key
component. Although the Internet of Things’ (IoT) explosive
growth has greatly improved connectivity and operational ef-
fectiveness, it has also made networked systems more complex
and vulnerable. Wireless Sensor Networks (WSNs), as key
components of IoT ecosystems, are particularly sensitive to
multiple security concerns due to their resource-constrained
nature, poor computing capacity, and frequent deployment
in hostile and insecure situations. [1] gave a thorough run-
down of how artificial intelligence (AI) may be included
into sensor networks, highlighting how it can be used to
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mitigate these weaknesses and enhance network performance
and scalability.In order to protect these networks from online
attacks, intrusion detection systems, or IDS, are essential.
IDS models have been benchmarked using traditional datasets
such as KDD Cup 1999 and NSL-KDD, although it is well
known that these datasets do not accurately represent con-
temporary network circumstances. [2] emphasized the im-
portance of creating more advanced and diverse datasets to
overcome these challenges, introducing features that better
capture the complexities of current network dynamics. These
datasets are crucial tools for developing machine learning
models that can identify ,evaluate ,and eliminate risks in-
stantly.An comprehensive dataset created especially for ana-
lyzing modern cyberattacks is presented in this article .Impor-
tant features that provide thorough insights into TCP/IP are
‘dttl‘,‘swin‘,‘dwin‘,and ‘tcprtt‘.Additionally,protocol-specific
attributes (proto tcp‘,proto udp‘)and service-specific details
(‘service dns‘)enable the recognition of patterns in network
traffic. According to [3],multi-class classification -a critical
element of trustworthy intrusion detection-is enhanced by
grouping data intro groups such as Analysis,Expolits,Denail
of Service(DoS),and Normal. This work builds on this dataset
using advanced machine learning techniques including Ran-
dom Forest,Support Vector Machines,and K-Nearst Neighbors.
These algorithms have proven to be effective in handling
complex network datasets and achieving high levels of in-
trusion detection precision. [4] demonstrated Random Forest
exceptional performance in a range of intrusion detection
scenarios,demonstrating its dependability and low mistake
rates.Similarly, [5] demonstrated the potential of hybrid mod-
els, such as combining boosting techniques with KNN, to
improve classification efficiency in diverse scenarios.Previous
research has demonstrated the efficacy of integrating ML
techniques into IoT and WSNs to address critical challenges
such as energy efficiency, routing optimization, and real-
time intrusion detection. For instance, [7] explored feature
selection techniques to enhance both security and system
performance. Additionally, [6] demonstrated how ,especially
in resource-constrained WSNs,hybrid technqiues like par-
ticle swarm optimization(PSO) in conjunction with neural
networks and reinforcement learning may greatly improve
intrusion detection capabilities.To sum up,this study offers
a solid foundation for creating an IDS that is suited to
the complexity of contemporary networks.As the Internet of
Things.and Wireless Sensor Networks expand quickly,new
types of cyberthreats are appearing that are unable to counter
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In today’s technological environments, where businesses, 
governments, and individuals must contend with constantly 
changing and complex threats, cybersecurity has emerged 
as a key component. Although the Internet of Things’ (IoT) 
explosive growth has greatly improved connectivity and op-
erational effectiveness, it has also made networked systems 
more complex and vulnerable. Wireless Sensor Networks 
(WSNs), as key components of IoT ecosystems, are par-
ticularly sensitive to multiple security concerns due to their 
resource-constrained nature, poor computing capacity, and 
frequent deployment in hostile and insecure situations. [1] 
gave a thorough rundown of how artificial intelligence (AI) 
may be included into sensor networks, highlighting how it 

can be used to mitigate these weaknesses and enhance net-
work performance and scalability. In order to protect these 
networks from online attacks, intrusion detection systems, 
or IDS, are essential. IDS models have been benchmarked 
using traditional datasets such as KDD Cup 1999 and NSL-
KDD, although it is well known that these datasets do not 
accurately represent contemporary network circumstances. 
[2] emphasized the importance of creating more advanced 
and diverse datasets to overcome these challenges, intro-
ducing features that better capture the complexities of cur-
rent network dynamics. These datasets are crucial tools for 
developing machine learning models that can identify, evalu-
ate, and eliminate risks instantly. An comprehensive data-
set created especially for analyzing modern cyberattacks 
is presented in this article. Important features that provide 
thorough insights into TCP/IP are ‘dttl‘, ‘swin‘, ‘dwin‘, and 
‘tcprtt‘. Additionally, protocol-specific attributes (proto_tcp‘, 
proto_udp‘) and service-specific details (‘service_dns‘) en-
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intro groups such as Analysis, Exploits, Denail of Service 
(DoS), and Normal. This work builds on this dataset using 
advanced machine learning techniques including Random 
Forest, Support Vector Machines, and K-Nearest Neighbors. 
These algorithms have proven to be effective in handling 
complex network datasets and achieving high levels of in-
trusion detection precision. [4] demonstrated Random For-
est exceptional performance in a range of intrusion detection 
scenarios, demonstrating its dependability and low mistake 
rates. Similarly, [5] demonstrated the potential of hybrid 
models, such as combining boosting techniques with KNN, 
to improve classification efficiency in diverse scenarios. Pre-
vious research has demonstrated the efficacy of integrating 
ML techniques into IoT and WSNs to address critical chal-
lenges such as energy efficiency, routing optimization, and 
realtime intrusion detection. For instance, [7] explored fea-
ture selection techniques to enhance both security and system 
performance. Additionally, [6] demonstrated how, especially 
in resource-constrained WSNs, hybrid technqiues like par-
ticle swarm optimization (PSO) in conjunction with neural 
networks and reinforcement learning may greatly improve 
intrusion detection capabilities. To sum up, this study offers 
a solid foundation for creating an IDS that is suited to the 
complexity of contemporary networks. As the Internet of 
Things and Wireless Sensor Networks expand quickly, new 
types of cyberthreats are appearing that are unable to counter 
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with traditional network security solutions.Intrusion Detection
Systems powered by machine learning have the potential to
ovvercome these obstacles by identifying intricate patterns
of malevolent activity. In this study, we leverage a publicly
available dataset derived from UNSW-NB15 [22], [23] and
hosted on GitHub, specifically structured to reflect contem-
porary IoT traffic and attack scenarios. This dataset includes
protocol-level and service-specific attributes that are rarely
present in older benchmarks such as KDD99 or NSL-KDD.
Our primary objective is to conduct a detailed comparative
analysis of three well-known ML algorithms [8] [10]:Random
Forest, SVM, and KNN—within a multi-class classification
framework adapted to modern IoT network conditions.Few
recent IDS papers explore low-level protocol state features due
to their parsing complexity and variability,this work addresses
this gap. The proposed framework is designed to guide the
development of scalable and reliable IDS solutions, particu-
larly in smart city infrastructure and industrial IoT applications
where detecting real-time threats is essential to maintaining
service availability and data protection. By leveraging a rich
dataset and advanced ML techniques, this study addresses
critical cybersecurity challenges, paving the way for improved
resilience in IoT and WSN environments.Unlike conventional
approaches focused on flow statistics or paylod metadata,our
method utilizies underexplored protocol-level features,such
as TCP flags,service identifiers,and session behaviors. This
allow for a unique balance between model interpretability and
fine grained detection,which is often lacking in recent deep
learning of flow based IDS studies.

II. RELATED WORK

Large-scale traffic captures with contemporary attack simu-
lations are provided by datasets such as IDSAI and BoT-
IoT;nonetheless,their generalizability may be constrained by
severe class imbalance or exceqqively artificial behaviors.The
dataset employed in this study ,on the other hand,combines
controlled labeling with true protocol-level variables to strike
a compromise between realism and diversity.Unlike widely
used datasets as IDSAI or BoT-IoT,which often suffer from
severe class imbalance or overly synthetic behavior,the dataset
employed in this study offers a more realistic and balanced
distribution of traffic of traffic types.Its clearly labeled cate-
gories and protocol-level granularity make it a more robust
foundation for evaluating machine learning models under
pratical IoT conditions.It is more suitable fore fine-grained
model evaluationin IoT-focused contexts due to its multi-
class structure and clear attribute descriptions.Much recent
research has focused on applying machine learning approaches
to IoT networks,particularly in the areas of routing,energy
efficiency,and security improvement .This section highlights
significant contributions in various domains. El Khediri et al.
[1] gave a thorough rundown of integrating AI into sensor
networks ,tackling issues like scalability and energy limitations
that are essential for optimizing IoT networks.Their research
highlighted Ai capacity to overcome resource constraints.

Gutierrez-Portela et al. [2] presented a new dataset (IDSAI)
and illustrated how machine learning models may be used

to detect intrusions in Internet of Things communications
.Their research made clear how crucial reliable datasets are
to enhancing ML model’s flexibility in chnaging contexts.

Vanitha et al. [3] suggested a Bayesian machine learning
method for WSN route optimization,emphazing effective de-
viation management and route selection.The importance of
probabilistic models in enhancing network dependability was
highlighted by this sudy.

Dharini et al. [4] investigated and proved the efficacy of
boosting algorithms against DoS assaults in the context of
intrusion detection in WSNs.Their results reaffirmed how en-
semble learning approaches may be used to improve newtork
security.

Suresh et al. [5] created a clever routing plan for IoT-enabled
WSNs by utilizing deep reinforcement learnin.Their findings
demonstrated notable gains in data transmission dependability
and energy economy, making it a viable strategy for dynamic
IoT contexts .

Yadav et al. [7] centered on methods for feature selection
and classification to enhance IoT application security and
performance.Their research showed that customized feature
engineering greatly improves networks performance.

Narayanan et al. [6] enhanced intrusion detection systems
by combining artificial neural networks with particle swarm
optimization.Their hybrid strategy demonstrated how crucial
it is to combine ML models and optimization techniques in
order to adress difficult issues in IoT networks.

Surenther et al. [8] suggested a grouping model strategy made
possible by machine learning to maximize energy use and data
transfer effectiveness in WSNs.The necessity of energy-aware
techniques in IoT installations was highlighted bu this study.

Tabbassum et al. [9] created a succesful fuzzy-based cluster-
ing algorithm for data transmission in WSNs,demonstrating
how it can prolong network lifetime while preserving energy
efficiency.

Lai et al. [10] used online learning methods to identify DoS
assaults in WSNs,providing a scalable way to mitigate threats
in real time . Similarly, Ayuba et al. [11] utilized ensem-
ble ML models to enhance DoS detection, demonstrating
the importance of adaptive frameworks in securing IoT net-
works.Recent developments in IoT security have emphasized
the need for more adaptive and intelligent intrusion detection
mechanisms.Studies have explored federated learning [19] to
enhance privacy and decentralization in IDS architectures [18],
[19], especially in industrial environments where data sharing
is sensitive. Edge computing is also gaining traction, enabling
real-time detection with reduced latency by processing data
closer to the source. Additionally, several works focus on zero-
day attack [17] detection by leveraging behavior-based models
capable of identifying previously unseen threats. Context-
aware intrusion detection systems [20] have also emerged
as promising approaches, adapting their detection logic to
the operating environment of IoT devices. Despite these ad-
vances, many of these solutions remain fragmented, and few
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combine these techniques into a unified, scalable framework.
Our work addresses this gap by focusing on protocol-level
features while proposing a flexible model structure that can
be integrated with such advanced strategies in future iterations
[21].In recent years, several deep learning techniques such
as Convolutional Neural Networks (CNN) [24], Long Short-
Term Memory (LSTM) [24] networks, and transformer-based
models have been applied to intrusion detection in IoT and
WSN environments. These methods are particularly effective
at identifying hidden and sequential patterns in network traffic.
In addition, they often require large-scale labeled datasets and
significant computational resources, which limits their applica-
bility in real-world, resource-constrained systems. Moreover,
some studies have explored adaptive or online IDS frameworks
designed to operate in real-time, but these models still face
challenges related to latency, retraining, and energy consump-
tion. Unlike these approaches, our work emphasizes a balance
between performance and feasibility by using protocol-level
features combined with interpretable and lightweight models.
This choice makes the proposed framework more suitable for
integration into practical IoT scenarios where transparency,
speed, and adaptability are critical.

Overall, these studies underline the growing role of ML tech-
niques in addressing challenges such as energy optimization,
routing efficiency, and network security in IoT systems. Build-
ing on these advancements, our work focuses on leveraging
hybrid ML approaches to balance performance across multiple
metrics, particularly in RPL-based IoT networks.

III. PROPOSED METHOD

The suggested approach uses machine learning methods to cre-
ate an enhanced intrusion detection system (IDS) by exploit-
ing the extensive dataset. Data preparation, feature selection,
model training, and evaluation are some of the crucial pro-
cesses in the methodology.The proposed framework consists of
a full machine learning pipeline tailored to intrusion detection
in IoT networks. It incorporates three classifiers for model
training,Random Forest significance for feature selection,and
preprocessing steps(imputation,normalization,and encoding of
missing values).Flexible assessment of classification accu-
racy,robustness,and interpretability is made possible by this
modular structure. Although supervised learning is used in
this study,the framework can be extended to real-time or semi-
supervised architectures.

A. Data Preprocessing

The dataset first undergoes preprocessing in order to handle
missing values,normalize numerical characteristics,and encode
categorical variables. By ensuring that the data is clean and
suitable for ML models,this raises the IDS overall accuracy
and efficacy.

Let X = {x1, x2, ..., xn} represent the dataset, where each
sample xi ∈ Rd corresponds to a feature vector. Tech-
niques like K-Nearest Neighbors are used to impute miss-
ingdata,while one-hot encoding is used to encode categorical
features.

The normalization of numerical features is given by:

x̂i,j =
xi,j − µj

σj
, j = 1, 2, . . . , d

where µj and σj are the mean and standard deviation of feature
xj , respectively.

The datasets missing values were addressed using K-Nearest
Neighbor imputation.This approach was selected because it
estimates missing items using the most similar observa-
tions,preserving the local structure of the data.This enhances
the quality of feature distributions for classification by main-
taining significant links between attack patterns and protocol
attributes in the context of network traffic data.To find the
most pertinent factors for feature selection,Random Forest
feautureimportance analysis was employed. This allowed us to
reduce the feature space while retaining high-impact indicators
such as tcprtt, dttl, and proto tcp. This step not only enhanced
model interpretability but also improved computational effi-
ciency during training and evaluation.

B. Feature Selection

In order to decrease dimensionality and enhance model per-
formance, feature selection is an essential stage in which the
most pertinent features are found. Features that significantly
aid in differentiating between malicious and legitimate traffic
are chosen using methods like feature importance ratings and
correlation analysis.

The feature importance Importance(Xj) of a feature Xj in a
Random Forest model can be computed as:

Importance(Xj) =
∑
t∈T

∆Impurityt(Xj)

where T is the set of trees in the Random Forest, and
∆Impurityt(Xj) is the reduction in impurity for feature Xj

in tree t.

C. Model Training

To find the best model for intrusion detection, a variety of
machine learning approaches are investigated. These include
more sophisticated approaches like gradient boosting and deep
learning models, as well as more conventional ones like
decision trees, random forests, and support vector machines
(SVM).

The goal of training a machine learning model is to learn the
mapping f : Rd → {A,D,E,N}, where A, D, E, and N
represent the attack categories (Analysis, DoS, Exploits, and
Normal), and the model aims to minimize the following loss
function:

L(θ) = −
n∑

i=1

∑
c∈{A,D,E,N}

I(yi = c) logP (yi = c|xi, θ)

where: - I(yi = c) is the indicator function, - P (yi = c|xi, θ)
is the predicted probability that xi belongs to class c.
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models have been applied to intrusion detection in IoT and
WSN environments. These methods are particularly effective
at identifying hidden and sequential patterns in network traffic.
In addition, they often require large-scale labeled datasets and
significant computational resources, which limits their applica-
bility in real-world, resource-constrained systems. Moreover,
some studies have explored adaptive or online IDS frameworks
designed to operate in real-time, but these models still face
challenges related to latency, retraining, and energy consump-
tion. Unlike these approaches, our work emphasizes a balance
between performance and feasibility by using protocol-level
features combined with interpretable and lightweight models.
This choice makes the proposed framework more suitable for
integration into practical IoT scenarios where transparency,
speed, and adaptability are critical.

Overall, these studies underline the growing role of ML tech-
niques in addressing challenges such as energy optimization,
routing efficiency, and network security in IoT systems. Build-
ing on these advancements, our work focuses on leveraging
hybrid ML approaches to balance performance across multiple
metrics, particularly in RPL-based IoT networks.

III. PROPOSED METHOD

The suggested approach uses machine learning methods to cre-
ate an enhanced intrusion detection system (IDS) by exploit-
ing the extensive dataset. Data preparation, feature selection,
model training, and evaluation are some of the crucial pro-
cesses in the methodology.The proposed framework consists of
a full machine learning pipeline tailored to intrusion detection
in IoT networks. It incorporates three classifiers for model
training,Random Forest significance for feature selection,and
preprocessing steps(imputation,normalization,and encoding of
missing values).Flexible assessment of classification accu-
racy,robustness,and interpretability is made possible by this
modular structure. Although supervised learning is used in
this study,the framework can be extended to real-time or semi-
supervised architectures.

A. Data Preprocessing

The dataset first undergoes preprocessing in order to handle
missing values,normalize numerical characteristics,and encode
categorical variables. By ensuring that the data is clean and
suitable for ML models,this raises the IDS overall accuracy
and efficacy.

Let X = {x1, x2, ..., xn} represent the dataset, where each
sample xi ∈ Rd corresponds to a feature vector. Tech-
niques like K-Nearest Neighbors are used to impute miss-
ingdata,while one-hot encoding is used to encode categorical
features.

The normalization of numerical features is given by:

x̂i,j =
xi,j − µj

σj
, j = 1, 2, . . . , d

where µj and σj are the mean and standard deviation of feature
xj , respectively.

The datasets missing values were addressed using K-Nearest
Neighbor imputation.This approach was selected because it
estimates missing items using the most similar observa-
tions,preserving the local structure of the data.This enhances
the quality of feature distributions for classification by main-
taining significant links between attack patterns and protocol
attributes in the context of network traffic data.To find the
most pertinent factors for feature selection,Random Forest
feautureimportance analysis was employed. This allowed us to
reduce the feature space while retaining high-impact indicators
such as tcprtt, dttl, and proto tcp. This step not only enhanced
model interpretability but also improved computational effi-
ciency during training and evaluation.

B. Feature Selection

In order to decrease dimensionality and enhance model per-
formance, feature selection is an essential stage in which the
most pertinent features are found. Features that significantly
aid in differentiating between malicious and legitimate traffic
are chosen using methods like feature importance ratings and
correlation analysis.

The feature importance Importance(Xj) of a feature Xj in a
Random Forest model can be computed as:

Importance(Xj) =
∑
t∈T

∆Impurityt(Xj)

where T is the set of trees in the Random Forest, and
∆Impurityt(Xj) is the reduction in impurity for feature Xj

in tree t.

C. Model Training

To find the best model for intrusion detection, a variety of
machine learning approaches are investigated. These include
more sophisticated approaches like gradient boosting and deep
learning models, as well as more conventional ones like
decision trees, random forests, and support vector machines
(SVM).

The goal of training a machine learning model is to learn the
mapping f : Rd → {A,D,E,N}, where A, D, E, and N
represent the attack categories (Analysis, DoS, Exploits, and
Normal), and the model aims to minimize the following loss
function:

L(θ) = −
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∑
c∈{A,D,E,N}
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where: - I(yi = c) is the indicator function, - P (yi = c|xi, θ)
is the predicted probability that xi belongs to class c.
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D. Support Vector Machine (SVM) Training

The SVM model is formulated as follows for binary classifi-
cation:

min
w,b,ξ

(
1

2
∥w∥2 + C

n∑
i=1

ξi

)

subject to the constraints:

yi(w · xi + b) ≥ 1− ξi, ξi ≥ 0

where C is a regularization parameter, w is the weight vector,
and ξi is the slack variable allowing for misclassification.

E. Cross-Validation

To ensure the reliability and generalization of the models,
cross-validation methods are applied. The dataset is divided
into k subsets. The model is then trained on k−1 subsets and
tested on the remaining one. This procedure is repeated for
each subset, and the overall performance is calculated as the
average of the results obtained across all iterations.

IV. SECURITY IN IOT-INTEGRATED WIRELESS SENSOR
NETWORKS

In the context of the Internet of Things (IoT) [5], and
more specifically within WSN [7], to stop unwanted access
and lessen destructive activity,security must be mainained
and intrusions must be detected .Packet-level metrics like
destination TTL(dttl),source window size(swin),destination
window size(dwin),TCP round-trip time(tcprtt),,SYN-ACK
packets(synack),and achnowledgment data packets(ackdat)
are ampng the many features that the suggested sys-
tem uses to detect possible threats. It also incorporates
protocol-level information, such as the TCP (proto tcp)
and UDP (proto udp) protocols, as well as service-
specific metrics like DNS (service dns) requests. Further-
more, the system evaluates connection states, including ac-
tive (state CON) and closed (state FIN) connections. At-
tack cat Analysis,attack cat Dos,attack cat Exploits,and at-
tack cat Normal are the four primary categories into which
the system divides intrusions based on the examinsation of
these features :Analysis,Dos,Exploits,and Normal traffic.This
multifaceted strategy improves the systems ability to iden-
tify breaches and preserve the security and integrity of IoT-
enabled WSNs,thereby protecting them from a wide range of
cyberthreats. [15]

A. Attacks used in dataset

The assaults found in the dataset fail into four different
categories :Normal,Exploits,Dos,and Analysis. A particular
kind of harmful conduct directed towards computer systems
is represented by each category.Belwo is a synopsis of every
category [12]–[15]:

• Analysis:Activities intended to analyze a computer sys-
tems architecture and weaknesses fall under this category
of assaults.Attackers may utilize this data to obtain sensi-
tive intelligence or to develop more complex operations.

• DoS (Denial of Service): Dos attacks aim to deplete a
computer systems or networks resources in order to pre-
vent authorized users from accessing itUsing techniques
like increasing network bandwidth ,depleting system re-
sources,or taking advantage of software flaws might cause
this interruption.

• Exploits: Exploit attacks gain unauthorized access to a
computer system by taking advantage of known or con-
cealed flaws in operating systems or applications. These
attacks give attackers the ability to execute malicious
code,retrieve private data,or compromise the systems in-
tegrity.

• Normal:Network traffic that is benign and genuine and
does not fall under any of the established attackcategories
is included in this category .It acts as a starting point for
distinguishing between malicious and legitimate traffic.

The following table presents a statistical summary of the
attacks listed in the dataset:

TABLE I: Distribution of attack categories and their occur-
rences in the dataset.

Attack Category Number of Occurrences
Analysis 500

DoS 1000
Exploits 750
Normal 2000

B. Study Analysis and Evaluation of Anomaly Detection Tech-
niques in WSN

In the field of cybersecurity and network traffic analysis
[16], such a data collection [11] is of crucial importance.
By analyzing these variables, researchers and analysts can
uncover patterns, trends, and anomalies in network traffic
[5]. For example,determining which protocols are most fre-
quently utilized might provide insight on the kinds of services
and applications that are most widely used on the network.
Analyzing source and destination ports and source and des-
tination IP adresses can also show communication patterns
between various networks entities. Variables mlike ‘tcp flags‘
ca, indicate different transmission control indications used
in TCP communications,while measures like ‘frame len‘ and
‘udp len‘ can reveal information about the amount of data
packets that are transmitted [2].

By combining this information with classification labels avail-
able in the ”label” and ”tipo ataque” columns [2], it becomes
possible to build more robust intrusion detection models and
threat prevention systems. Indeed, by training machine learn-
ing algorithms [13], [14], [18] on this data, it is conceivable
to develop systems capable of automatically identifying and
flagging suspicious or malicious activities on the network [25],
thereby enhancing the overall security of IT infrastructures. To
sum up,this dataset is a great tool for network traffic analysis
and cybersecurity [26] research and development [9],opening
the door for new developments in defense against online
attacks.
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and cybersecurity [26] research and development [9],opening
the door for new developments in defense against online
attacks.

• DoS (Denial of Service): Dos attacks aim to deplete a 
computer systems or networks resources in order to pre-
vent authorized users from accessing itUsing techniques 
like increasing network bandwidth, depleting system 
resources, or taking advantage of software flaws might 
cause this interruption.

• Exploits: Exploit attacks gain unauthorized access to a 
computer system by taking advantage of known or con-
cealed flaws in operating systems or applications. These 
attacks give attackers the ability to execute malicious 
code,retrieve private data, or compromise the systems 
integrity.

• Normal: Network traffic that is benign and genuine and 
does not fall under any of the established attackcategories 
is included in this category. It acts as a starting point for 
distinguishing between malicious and legitimate traffic.

The following table presents a statistical summary of the 
attacks listed in the dataset:
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V. DATASET

With the rapid growth of the Internet of Things (IoT) and
Wireless Sensor Networks , new forms of cyber threats are
emerging that cannot be mitigated using conventional network
security solutions. Machine learning (ML)-driven Intrusion
Detection Systems (IDS) offer promising capabilities to ad-
dress these challenges by detecting complex patterns of mali-
cious behavior. In this study, we leverage a publicly available
dataset derived from UNSW-NB15 [22], [23] and hosted on
GitHub, specifically structured to reflect contemporary IoT
traffic and attack scenarios. This dataset includes protocol-
level and service-specific attributes that are rarely present in
older benchmarks such as KDD99 or NSL-KDD. Our primary
objective is to conduct a detailed comparative analysis of
three well-known ML algorithms—Random Forest, SVM, and
KNN—within a multi-class classification framework adapted
to modern IoT network conditions. The proposed framework
is designed to guide the development of scalable and reliable
IDS solutions, particularly in smart city infrastructure and
industrial IoT applications where detecting real-time threats
is essential to maintaining service availability and data pro-
tection.The dataset used in this study was downloaded from a
public GitHub repository [23] and was originally derived from
UNSW-NB15. It includes pre-labeled instances representing
different categories of network traffic (e.g., DoS, Exploits,
Normal, Analysis). These labels were annotated in the original
benchmark using a combination of automated logging and
expert validation, ensuring class consistency across the dataset.
This predefined labeling allows for multi-class classification
experiments without the need for manual annotation during
this study.

A. Description of Dataset Parameters

The dataset under study contains the following parameters:

• Unnamed: 0 : Index of the row in the dataset, often
generated automatically during data import.

• dttl : Time-to-Live (TTL) of the packets, representing
the lifespan or number of hops a packet can make before
being discarded.

• swin : Send window size in the TCP protocol, indicating
the amount of data the sender is willing to send before
receiving an acknowledgment.

• dwin : Receive window size in the TCP protocol, rep-
resenting the amount of data the receiver is willing to
accept.

• tcprtt : Round-Trip Time of TCP packets, measuring
the delay between sending a packet and receiving the
acknowledgment.

• synack : Time between sending a SYN (synchro-
nize) packet and receiving the SYN-ACK (synchronize-
acknowledge) packet in establishing a TCP connection.

• ackdat : Time between receiving an acknowledgment
(ACK) and sending the corresponding data.

• label : Label indicating the nature of the traffic, such as
normal or attacked.

• proto tcp : Binary indicator (0 or 1) specifying if the
TCP protocol is used.

• proto udp : Binary indicator (0 or 1) specifying if the
UDP protocol is used.

• service dns : Binary indicator (0 or 1) specifying if the
DNS service is used.

• state CON : Binary indicator (0 or 1) specifying if the
connection state is ”established” (CON).

• state FIN : Binary indicator (0 or 1) specifying if the
connection state is ”finished” (FIN).

• attack cat Analysis : Binary indicator (0 or 1) specify-
ing if the attack belongs to the ”Analysis” category.

• attack cat DoS : Binary indicator (0 or 1) specifying
if the attack belongs to the ”DoS” (Denial of Service)
category.

• attack cat Exploits : Binary indicator (0 or 1) specify-
ing if the attack belongs to the ”Exploits” category.

• attack cat Normal : Binary indicator (0 or 1) specifying
if the traffic is normal.

The dataset utilized in this study consists of exactly
81,173labeled instancesand 17 features,each capturing crit-
ical protocol-level and service-specific attributes ,such as
‘tcprtt‘,‘dttl‘,and ‘proto tcp‘.Three characteristics offer com-
prehensive details about every data sample,facilitating in-depth
network traffic analysis and the identification of different
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With the rapid growth of the Internet of Things (IoT) and 
Wireless Sensor Networks, new forms of cyber threats are 
emerging that cannot be mitigated using conventional net-
work security solutions. Machine learning (ML)-driven In-
trusion Detection Systems (IDS) offer promising capabilities 
to address these challenges by detecting complex patterns 
of malicious behavior. In this study, we leverage a publicly 
available dataset derived from UNSW-NB15 [22], [23] and 
hosted on GitHub, specifically structured to reflect contem-
porary IoT traffic and attack scenarios. This dataset includes 
protocollevel and service-specific attributes that are rarely 
present in older benchmarks such as KDD99 or NSL-KDD. 
Our primary objective is to conduct a detailed comparative 
analysis of three well-known ML algorithms — Random 
Forest, SVM, and KNN — within a multi-class classifica-
tion framework adapted to modern IoT network conditions. 
The proposed framework is designed to guide the develop-
ment of scalable and reliable IDS solutions, particularly 
in smart city infrastructure and industrial IoT applications 
where detecting real-time threats is essential to maintaining 
service availability and data protection. The dataset used in 
this study was downloaded from a public GitHub reposi-
tory [23] and was originally derived from UNSW-NB15. 
It includes pre-labeled instances representing different cat-
egories of network traffic (e.g., DoS, Exploits, Normal, 
Analysis). These labels were annotated in the original bench-
mark using a combination of automated logging and expert 
validation, ensuring class consistency across the dataset. 
This predefined labeling allows for multi-class classification 
experiments without the need for manual annotation during 
this study.

The dataset utilized in this study consists of exactly 81,173 
labeled instances and 17 features, each capturing critical 
protocol-level and service-specific attributes, such as ‘tcprtt‘,  
‘dttl‘, and ‘proto_tcp‘. Three characteristics offer compre-
hensive details about every data sample, facilitating in-depth 
network traffic analysis and the identification of different 
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types of assaults. Specificaly,the dataset is categorized into
four classes:Normal,DoS,Exploits,and Analysis.These labels
were pre-assigned based on traffic fingerprints and packet
behaviors identified during controlled simultaions scenarios,
as documented in the source repository. Prior to public release,
all IP addresses and protocol identifiers were anonymized
using standard data masking techniques to ensure privacy
and avoid leakage of sensitive information. This approach
preserves the structural integrity of the data while supporting
ethical handling of network traces for cybersecurity research.

VI. SIMULATION RESULTS

A. Experiment environment

The tests were carried out on a device equipped with a CPU
featuring the following specifications: an Intel(R) Core(TM)
i5-7200U CPU @ 2.50GHz 2.70 GHz processor, 8.00 GB
of RAM, and operating on a 64-bit Windows system.The
Python programming language was utilized to create several
categorization methods on Jupyter Notebook. Many Python
libraries, including pandas(1.5.3), matplotib,numpy, seaborn
were used.Anaconda is responsible for installing these depen-
dencies and tools.

B. SVM Results

The confusion matrix(fig2) and ROC curve(fig3) for the SVM
model demonstrate its effectiveness in classifying multiple
classes in the dataset. The confusion matrix highlights strong
classification performance, with most predictions accurately
aligned along the diagonal, such as 7759 for Class 5 and 3864
for Class 6. However, some misclassifications are observed,
particularly in Classes 4 and 8. The ROC curve further
validates this performance, showing excellent AUC values
for most classes, including 1.00 for Classes 0, 2, 3, and 6,
while Class 8 exhibits the lowest AUC of 0.49, indicating
challenges in distinguishing this class. Overall, the SVM
model performs exceptionally well for most categories, with
room for improvement in specific cases.

Fig. 2: Confusion Matrix of SVM

Fig. 3: ROC Curves of SVM

C. Random Forest Results

The Random Forest model demonstrates strong overall per-
formance in multiclass classification, as shown by the ROC
curve(fig5) and the confusion matrix. The ROC curve high-
lights excellent discrimination for most classes, with perfect
AUC scores of 1.00 for classes 0, 2, 3, 5, and 6. However,
moderate performance is observed for some classes, such as
class 1 (AUC = 0.78) and class 8 (AUC = 0.66), indicating
potential areas for improvement. The confusion matrix(fig4)
further confirms the model’s effectiveness, with a high number
of correct predictions along the diagonal, such as 3309 for
class 3 and 7769 for class 5. Nonetheless, some misclassifica-
tions are evident, particularly between classes 4 and 7. These
results suggest that while the model achieves excellent overall
performance, further refinement is needed to address errors in
more challenging or less represented classes.

Fig. 4: Confusion Matrix of Random Forest
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types of assaults. Specificaly, the dataset is categorized into 
four classes: Normal, DoS, Exploits, and Analysis. These la-
bels were pre-assigned based on traffic fingerprints and packet 
behaviors identified during controlled simultaions scenarios, 
as documented in the source repository. Prior to public release, 
all IP addresses and protocol identifiers were anonymized us-
ing standard data masking techniques to ensure privacy and 
avoid leakage of sensitive information. This approach pre-
serves the structural integrity of the data while supporting 
ethical handling of network traces for cybersecurity research.

vi. siMulation results

A.  Experiment environment
The tests were carried out on a device equipped with a CPU 
featuring the following specifications: an Intel(R) Core(TM) 
i5-7200U CPU @ 2.50GHz 2.70 GHz processor, 8.00 GB 
of RAM, and operating on a 64-bit Windows system. The 
Python programming language was utilized to create sev-
eral categorization methods on Jupyter Notebook. Many Py-
thon libraries, including pandas(1.5.3), matplotlib, numpy, 
seaborn were used. Anaconda is responsible for installing 
these dependencies and tools.

B.  SVM Results
The confusion matrix (Fig. 2) and ROC curve (Fig. 3) for the 
SVM model demonstrate its effectiveness in classifying mul-
tiple classes in the dataset. The confusion matrix highlights 
strong classification performance, with most predictions ac-
curately aligned along the diagonal, such as 7759 for Class 
5 and 3864 for Class 6. However, some misclassifications are 
observed, particularly in Classes 4 and 8. The ROC curve fur-
ther validates this performance, showing excellent AUC val-
ues for most classes, including 1.00 for Classes 0, 2, 3, and 6, 
while Class 8 exhibits the lowest AUC of 0.49, indicating chal-
lenges in distinguishing this class. Overall, the SVM model 
performs exceptionally well for most categories, with room for 
improvement in specific cases.

D.  K-NN Results
The Random Forest model demonstrates strong overall per-
formance in multiclass classification, as shown by the ROC 
curve (Fig. 5) and the confusion matrix. The ROC curve high-
lights excellent discrimination for most classes, with perfect 
AUC scores of 1.00 for classes 0, 2, 3, 5, and 6. However, 
moderate performance is observed for some classes, such as 
class 1 (AUC = 0.78) and class 8 (AUC = 0.66), indicating po-
tential areas for improvement. The confusion matrix (Fig. 4) 
further confirms the model’s effectiveness, with a high num-
ber of correct predictions along the diagonal, such as 3309 for 
class 3 and 7769 for class 5. Nonetheless, some misclassifica-
tions are evident, particularly between classes 4 and 7. These 
results suggest that while the model achieves excellent overall 
performance, further refinement is needed to address errors in 
more challenging or less represented classes.
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Fig. 5: ROC Curves of Random Fotrest

D. K-NN Results

The confusion matrix(fig6) demonstrates the K-NN algo-
rithm’s strong classification performance, with most predic-
tions correctly aligned along the diagonal, such as 7780
for Class 5 and 3863 for Class 6. However, minor mis-
classifications are observed, like some instances of Class 3
being predicted as Class 4 or Class 7. These results indicate
high overall accuracy, with slight areas for improvement in
distinguishing closely related classes.The ROC curve(fig7)
for the K-NN algorithm illustrates the performance across
multiple classes in terms of their True Positive Rate (TPR)
and False Positive Rate (FPR). Most classes, such as Classes
0, 2, 3, and 6, achieve an AUC of 1.00, indicating perfect
classification capability. Classes 5 and 7 also perform well
with AUC values of 0.99 and 0.96, respectively, reflecting
high accuracy. However, Class 8 stands out with an AUC
of 0.49, suggesting significant challenges in distinguishing
this class. Overall, the K-NN model demonstrates excellent
classification performance for most classes, but there is room
for improvement in handling specific cases like Class 8.

Fig. 6: Confusion Matrix of K-NN

Fig. 7: ROC Curves of K-NN

E. Performance Metrics Definitions

Accuracy =
Number of Correct Predictions
Total Number of Predictions

(1)

Accuracy =
TP + TN

TP + TN + FP + FN
(2)

Where:
• TP stands for True Positives,

• TN stands for True Negatives,

• FP stands for False Positives,

• FN stands for False Negatives.

Similarly, precision and F1 score can be defined as follows:

Precision =
TP

TP + FP
(3)

F1 Score = 2× Precision × Recall
Precision + Recall

(4)

Where:
• Precision measures the proportion of true positive predic-

tions out of all positive predictions made.
• Recall measures the proportion of true positive predic-

tions out of all actual positive instances in the data.

F. Comparison of Performance Metrics Across Algorithms

The bar plots in fig8,fig9,fig10 compare the performance of
three machine learning algorithms—K-NN, Random Forest,
and SVM—using the F1-score, precision, and recall metrics.
For all metrics, the weighted averages outperform macro aver-
ages, reflecting the algorithms’ ability to perform well across
all classes, even in imbalanced datasets. Among the algo-
rithms, Random Forest consistently achieves the highest scores
across all metrics, indicating its robustness and reliability for
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around 97.6%, demonstrating that the SVM model effec-
tively fits the training data.
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• The consistent improvement in both curves as more data
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well across different dataset sizes.
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bility, achieving strong performance even with smaller
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K. Key Insights

• Random Forest outperforms both SVM and K-NN in
terms of generalization, as evidenced by the minimal gap
between training and testing accuracies.

• SVM exhibits strong generalization capabilities, with
consistent performance improvements as the dataset size
increases.

• K-NN shows slight overfitting but remains effective, ben-
efiting from larger datasets for improved generalization.

• These results highlight Random Forest as the most robust
model, followed by SVM, while K-NN requires more data
to bridge the training-testing accuracy gap.

L. Performance Evaluation of Machine Learning Algorithms

Three machine learning [27] algorithms :Random For-
est,KNN and SVM are evaluated ,and the results demonstrate
their remarkable dependability and performance in the task
at hand. With accuracy,precision,recall,and F1-score all at
99.9877%,Random Forest produced impressive results,proving
its dependability and low categorization errors.With all met-
rics,accuracy,precision,recall,and f1 score at 99.9754% ,KNN
also demonstrated remarkable performance.Its robustness and
accuracy in classifying cases are highlighted by this constancy.
With an accuracy of 99.9630% and precision ,recall ,and
F1 scores that closely matched at 99.9630%,SVM produced
impressive reesults although somewhat lagging behind the
other two.SVM is a reliable option for applications needing
high precision and consistency because of three results,which
validate its efficacy and balance.

TABLE II: Performance metrics of classification models.

Model Accuracy Precision Recall F1 Score

Random Forest 0.999877 0.999877 0.999877 0.999877

K-Nearest Neighbors 0.999754 0.999754 0.999754 0.999754

SVM 0.999630 0.999631 0.999630 0.999630

VII. STATISTICAL SIGNIFICANCE ANALYSIS OF
CLASSIFIER PERFORMANCE

To statistically validate the performance differences among the
classifiers, we conducted the Wilcoxon signed-rank test on the

5-fold cross-validation results. As shown in Table III, the p-
values for all pairwise comparisons between Random Forest,
SVM, and KNN exceeded the 0.05 threshold, indicating that
none of the observed differences were statistically significant.
This suggests that the variations in accuracy are consistent
across folds and not due to random chance. While Random
Forest achieved slightly higher average scores, the results
confirm that all models perform competitively on this dataset,
reflecting its balanced structure and the robustness of the
feature engineering pipeline.

TABLE III: Wilcoxon Signed-Rank Test for Classifier Perfor-
mance Comparison

Algorithms p-value Significance (p ¡ 0.05)

Random Forest vs SVM 0.1250 No

Random Forest vs KNN 0.0625 No

SVM vs KNN 0.1250 No

VIII. DISCUSSION OF THE RESULTS

This study examines the performance of three machine learn-
ing algorithms—Random Forest, K-Nearest Neighbors (KNN),
and Support Vector Machine (SVM)—on a specific classifica-
tion task. The results highlight the outstanding effectiveness
of these algorithms, as evidenced by their high-performance
metrics, confirming their reliability and suitability for the task.
The Random Forest algorithm achieved an accuracy of
99.9877%, with precision, recall, and F1 score all matching
at 99.9877%. This indicates an exceptional level of reliability,
with the algorithm showing minimal classification errors. The
consistent high scores across all metrics reflect the algorithm’s
capacity to accurately identify both positive and negative
cases, making it particularly effective for scenarios where
precise classification is critical.
Similarly, the K-Nearest Neighbors algorithm exhibited strong
performance, with an accuracy, precision, recall, and F1 score
of 99.9754%. Although slightly lower than Random Forest,
these metrics still highlight KNN’s robustness as a classifier.
The consistency in its performance metrics suggests that KNN
is highly reliable and capable of accurately classifying in-
stances, making it a viable alternative in cases where simplicity
and interpretability are favored.
The Support Vector Machine algorithm, while performing
marginally below the other two, still demonstrated impressive
results. With an accuracy of 99.9630%, precision of 99.9631%,
recall of 99.9630%, and F1 score of 99.9630%, SVM shows
a strong balance between precision and recall. These met-
rics highlight its effectiveness and reliability, suggesting that
SVM is well-suited for tasks that demand high accuracy
and consistent performance.While the reported performance
metrics are extremely high, care was taken to mitigate over-
fitting.Additionally, while the dataset used in this study is
relatively balanced in terms of labeled categories, some subtle
internal imbalances could still influence model sensitivity to
rare attack types. Further work could explore resampling
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• Random Forest outperforms both SVM and K-NN in
terms of generalization, as evidenced by the minimal gap
between training and testing accuracies.

• SVM exhibits strong generalization capabilities, with
consistent performance improvements as the dataset size
increases.

• K-NN shows slight overfitting but remains effective, ben-
efiting from larger datasets for improved generalization.

• These results highlight Random Forest as the most robust
model, followed by SVM, while K-NN requires more data
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also demonstrated remarkable performance.Its robustness and
accuracy in classifying cases are highlighted by this constancy.
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other two.SVM is a reliable option for applications needing
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validate its efficacy and balance.
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5-fold cross-validation results. As shown in Table III, the p-
values for all pairwise comparisons between Random Forest,
SVM, and KNN exceeded the 0.05 threshold, indicating that
none of the observed differences were statistically significant.
This suggests that the variations in accuracy are consistent
across folds and not due to random chance. While Random
Forest achieved slightly higher average scores, the results
confirm that all models perform competitively on this dataset,
reflecting its balanced structure and the robustness of the
feature engineering pipeline.
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tion task. The results highlight the outstanding effectiveness
of these algorithms, as evidenced by their high-performance
metrics, confirming their reliability and suitability for the task.
The Random Forest algorithm achieved an accuracy of
99.9877%, with precision, recall, and F1 score all matching
at 99.9877%. This indicates an exceptional level of reliability,
with the algorithm showing minimal classification errors. The
consistent high scores across all metrics reflect the algorithm’s
capacity to accurately identify both positive and negative
cases, making it particularly effective for scenarios where
precise classification is critical.
Similarly, the K-Nearest Neighbors algorithm exhibited strong
performance, with an accuracy, precision, recall, and F1 score
of 99.9754%. Although slightly lower than Random Forest,
these metrics still highlight KNN’s robustness as a classifier.
The consistency in its performance metrics suggests that KNN
is highly reliable and capable of accurately classifying in-
stances, making it a viable alternative in cases where simplicity
and interpretability are favored.
The Support Vector Machine algorithm, while performing
marginally below the other two, still demonstrated impressive
results. With an accuracy of 99.9630%, precision of 99.9631%,
recall of 99.9630%, and F1 score of 99.9630%, SVM shows
a strong balance between precision and recall. These met-
rics highlight its effectiveness and reliability, suggesting that
SVM is well-suited for tasks that demand high accuracy
and consistent performance.While the reported performance
metrics are extremely high, care was taken to mitigate over-
fitting.Additionally, while the dataset used in this study is
relatively balanced in terms of labeled categories, some subtle
internal imbalances could still influence model sensitivity to
rare attack types. Further work could explore resampling
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these metrics still highlight KNN’s robustness as a classifier.
The consistency in its performance metrics suggests that KNN
is highly reliable and capable of accurately classifying in-
stances, making it a viable alternative in cases where simplicity
and interpretability are favored.
The Support Vector Machine algorithm, while performing
marginally below the other two, still demonstrated impressive
results. With an accuracy of 99.9630%, precision of 99.9631%,
recall of 99.9630%, and F1 score of 99.9630%, SVM shows
a strong balance between precision and recall. These met-
rics highlight its effectiveness and reliability, suggesting that
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and consistent performance.While the reported performance
metrics are extremely high, care was taken to mitigate over-
fitting.Additionally, while the dataset used in this study is
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internal imbalances could still influence model sensitivity to
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results. With an accuracy of 99.9630%, precision of 99.9631%,
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L. Performance Evaluation of Machine Learning Algorithms
Three machine learning [27] algorithms: Random Forest, KNN 
and SVM are evaluated, and the results demonstrate their re-
markable dependability and performance in the task at hand. 
With accuracy, precision, recall, and F1-score all at 99.9877%, 
Random Forest produced impressive results, proving its de-
pendability and low categorization errors.With all metrics, ac-
curacy, precision, recall, and f1 score at 99.9754%, KNN also 
demonstrated remarkable performance. Its robustness and ac-
curacy in classifying cases are highlighted by this constancy. 
With an accuracy of 99.9630% and precision, recall, and F1 
scores that closely matched at 99.9630%, SVM produced im-
pressive reesults although somewhat lagging behind the other 
two. SVM is a reliable option for applications needing high 
precision and consistency because of three results, which vali-
date its efficacy and balance.

The Support Vector Machine algorithm, while performing 
marginally below the other two, still demonstrated impressive 
results. With an accuracy of 99.9630%, precision of 99.9631%, 
recall of 99.9630%, and F1 score of 99.9630%, SVM shows 
a strong balance between precision and recall. These metrics 
highlight its effectiveness and reliability, suggesting that SVM 
is well-suited for tasks that demand high accuracy and con-
sistent performance. While the reported performance metrics 
are extremely high, care was taken to mitigate overfitting. 
Additionally, while the dataset used in this study is relatively 
balanced in terms of labeled categories, some subtle internal 
imbalances could still influence model sensitivity to rare attack 
types. Further work could explore resampling techniques or 
class-weighted training to better address these effects in criti-
cal classification scenarios. Learning curves were analyzed for 
each classifier, and the gaps between training and validation 
accuracy remained minimal, suggesting that the models gen-
eralized well to unseen data. Additionally, the use of 5-fold 
cross-validation helped ensure the robustness of the results. 
Future versions of this work may include statistical tests 
such as paired t-tests or Wilcoxon signed-rank tests to assess 
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Abstract—Quantum key distribution (QKD) will most likely
be an integral part of any practical quantum network in
the future. However, not all QKD protocols can be used in
today’s networks because of the lack of single-photon emitters
and noisy intermediate quantum hardware. Attenuated-photon
transmission, typically used to simulate single-photon emitters,
severely limits the achievable transmission distances and makes
the integration of the QKD into existing classical networks, that
use tens of thousands of photons per bit of transmission, difficult.
Furthermore, it has been found that protocol performance varies
with topology. In order to remove the reliance of QKD on
single-photon emitters and increase transmission distances, it
is worthwhile to explore QKD protocols that do not rely on
single-photon transmissions for security, such as the 3-stage QKD
protocol, which can tolerate multiple photons in each burst
without information leakage. This paper compares and contrasts
the 3-stage QKD protocol with conventional QKD protocols
and its efficiency in different network topologies and conditions.
Furthermore, we establish a mathematical relationship between
achievable key rates to increase transmission distances in various
topologies.

Index terms— Quantum networks, quantum key distribu-
tion, multi-photon transmissions, 3-stage protocol, network
topologies.

I. INTRODUCTION

Quantum information theory has been of significant interest
over recent decades, leading to advances in computing, net-
working, and sensing technologies [1]–[3]. Quantum networks,
under specific hardware configurations, offer enhanced secu-
rity for communications [4] and are seen as a vital element
in the future development of the quantum internet. Despite
some challenges [5], Quantum Key Distribution (QKD) re-
mains a foundational technique for ensuring network security.
Research efforts are currently directed towards developing
near-ideal quantum hardware, perfecting QKD systems, and
mitigating potential eavesdropping risks [6]–[8]. Practical im-
plementations have been demonstrated through the DARPA
network and other networks across Europe [9] and Tokyo
[10], showing the feasibility of quantum networks. Recent
developments include the deployment of a private quantum
network across Europe during the 2021 G20 Summit in
Trieste, featuring two sender and two receiver nodes [11].
Furthermore, from 2003 to 2016, the Chinese Academy of
Sciences (CAS) developed a satellite and ground-based net-
work, achieving secure key distribution over 7, 600 km using
a decoy-state QKD transmitter onboard a low-earth-orbit satel-
lite, which also facilitated a secure video conferencing session
[12]. These advancements underscore the rapid progress in

quantum technologies that are poised to support large-scale
secure quantum communications [8], [13].

QKD offers unconditional security because it utilizes the
principles of quantum physics, making it future proof against
eavesdropping, unlike classical transmission methods [14]–
[18]. QKD, combined with quantum-resistant classical al-
gorithms and quantum cryptography, is expected to play a
crucial role in securing future communications for applica-
tions such as smart grids and defense networks [19]. Despite
its potential, QKD faces several challenges, both theoretical
and practical. These include photon number splitting (PNS)
attacks, hardware inconsistencies [20], [21], and vulnerabilities
related to Bell inequality test loopholes [22]. Furthermore,
practical issues with optical switches and trusted nodes limit
network robustness and range, with compromised nodes pos-
ing significant security risks [23]. Current approaches aim to
manage multi-photon bursts, but these methods are limited
because they still discard multi-photon bursts and rely on
single photons, making integration with classical networks
challenging. An alternative is the use of advanced multiphoton
QKD protocols, such as the 3-stage protocol, which do not
depend on single photons and accommodate higher photon
burst rates [24]–[26]. Recent studies have also shown potential
for using the three-stage protocol in quantum secure direct
communication [27], [28]. This investigation forms the core
of our study. Some other experimental works show the use
of multiphoton approach for several quantum communication
setups. Such as, [29] proposes a modified, more efficient twin-
field (TF) QKD using a sending-or-not-sending (SNS) TF-
QKD, and also studies the case of two-photon emissions in-
stead of single photon QKD. Furthermore, [30] studies coinci-
dence measurements to monitor and selectively include multi-
photon pulses (two- and three-photon events) in the key gener-
ation—rather than discarding them as in standard BB84—it is
possible to boost the secure key rate by roughly 74% over line-
of-sight channels without resorting to decoy states. [31] studies
the effect of different noise models on quantum memory of
quantum repeaters which would be central to development
of large scale quantum networks. [32] reviews the progress
made in field of free-space QKD networks which highlights
some of the key-experimental work done in deploying free-
space QKD networks. Many of the fundamental works in field
of QKD are theoretical and simulation based, while some
provides experimental validation to these theoretical works.
In this study, we simulate quantum networks based on several
practical network parameters such as attenuation coefficient,
noise parameters, etc.
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This paper looks at three different QKD protocols, i.e.,
the Decoy-state, the 3-stage, and the E91 protocols. Our
study describes the efficiencies of the above protocols on
different topologies such as direct, line, grid, ring, and torus
topology. We vary network parameters such as entanglement
swapping success probability, decoherence probability, and
signal attenuation during transmission. We move on to analyze
in detail the performance of E91 and the 3-stage protocol
on the torus topology. To establish the significance of the
multi-photon bursts in current practical scenarios, we analyze
multi-photon bursts up to a burst size of a million qubits.
The multiphoton burst represents generating a burst of a given
size, and then encoding them as a quantum state. This allows
for measurements, and thus collapsing the final result into
on classical bit. This analysis led to defining a mathematical
relationship between the size of the multi-photon burst used
and the maximum distance of stable transmission between
Alice and Bob. The preprint of this paper is located at [33].

II. QKD PROTOCOLS

QKD protocols can be classified based on the detection
techniques used to retrieve the key information encoded in
the photons being used. Discrete-Variable (DV) protocols use
the polarization (or phase) of weak coherent pulses to encode
the information, which simulates a true single-photon state
[19]. Protocols such as Decoy-state and BB84 use the single
photon-encoding scheme where the information is encoded in
the polarization of the photon being used. Another category
of protocols is called Continuous-Variable QKD, a technique
where photon-counters are replaced with general p-i-n photo-
diodes, which are known to be faster [34]. The detection tech-
niques used in the above are based on “homodyne detection”.

The Decoy-state protocol enhances BB84 security by using
random photon bursts to counteract PNS attacks, preventing
Eve from distinguishing real from decoy transmissions [17].
Implemented using weak coherent pulses, this protocol varies
the photon burst intensity and uses statistical analysis to detect
intrusions [35], [36]. Post-transmission, Alice and Bob verify
detection parameters over an authenticated channel to estimate
and detect any attacker presence [37]. The three-stage protocol
is a viable option for practical quantum networks and it uses
a technique similar to classical double-lock encryption [24],
[38]. In this protocol, Alice starts by encoding a key or
message using orthogonal quantum states or an arbitrary state
|X⟩. Both Alice and Bob apply secret unitary operations,
UA and UB , that commute ([UA, UB ] = 0) [24], [38]. The
three-stage protocol is shown to be multiphoton resilient.
This works by encoding multiple qubits for each classical
bit, and since the preparation basis is global knowledge,
all qubits associated with one bit are prepared in the same
global basis. This multiphoton implementation of the three-
stage protocol has been shown to be a viable option for
sending direct messages across the quantum channel. [39]
Fig.(1) represents the working of the three-stage protocol
introduced by [24]. The E91 protocol, unlike the BB84 and
B92 protocols, is an entanglement-based protocol utilizing
single-photon transmissions. In our implementation, the E91

protocol uses the entanglement distribution through quantum
repeater nodes through the entanglement distribution. This can
be interpreted as distributing multipartite entangled state across
each pulse train. In post-processing, Alice and Bob keep only
those coincidence events corresponding to one photon at each
end; any higher-order multiphoton coincidences are treated as
erasures. This makes E91 more efficient over longer distances,
as quantum repeaters help in the reduction of the attenuation
loss.
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Bob

Bob

Classical Message
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UA
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UB

Original Message

Stage I

Stage II

Stage III

Fig. 1: Schematic diagram representing the working of the
three-stage protocol.

The main security concern with multi-photon transmissions
is the PNS attack. We can define the probability of finding
n−coherent photons as the Poisson distribution [40],

P (n, µ) =
µne−µ

n!
, (1)

where µ is the mean photon number for the photon burst.
The zero, first, and second-order expansion for our photon
distribution are,

P (0) ≈ 1− µ+
µ2

2
; P (1) ≈ µ− µ2; P (2) ≈ µ2

2
. (5)

Now, for a burst containing more than 1 photon, i.e., n ≥ 2,
we can write the Poisson distribution for photons as [40],

P (n ≥ 2) ≈ µ

2
+

µ2

4
. (6)

The two main strategies employed by the eavesdropper to
compromise the security of quantum communications are [40]:

• The first strategy involves Eve intercepting and analyzing
all photons sent by Alice, and then relaying plausible
states to Bob through a nearby source, carefully mim-
icking photon statistics. This scenario reveals that the
maximum ratio of mutual information between Eve and
Alice to the Quantum Bit Error Rate (QBER) reaches
6.83. Under infinitesimal splitting, it’s shown that Eve
could achieve complete informational equivalence with
Alice, indicated by a mutual information score of 1.

• The second strategy involves Eve using a beamsplitter
to extract a fraction λ from each pulse, simultaneously
reducing photon loss by replacing the line with one of
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all qubits associated with one bit are prepared in the same
global basis. This multiphoton implementation of the three-
stage protocol has been shown to be a viable option for
sending direct messages across the quantum channel. [39]
Fig.(1) represents the working of the three-stage protocol
introduced by [24]. The E91 protocol, unlike the BB84 and
B92 protocols, is an entanglement-based protocol utilizing
single-photon transmissions. In our implementation, the E91

protocol uses the entanglement distribution through quantum
repeater nodes through the entanglement distribution. This can
be interpreted as distributing multipartite entangled state across
each pulse train. In post-processing, Alice and Bob keep only
those coincidence events corresponding to one photon at each
end; any higher-order multiphoton coincidences are treated as
erasures. This makes E91 more efficient over longer distances,
as quantum repeaters help in the reduction of the attenuation
loss.

Alice
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Bob

Bob
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Stage I
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Fig. 1: Schematic diagram representing the working of the
three-stage protocol.

The main security concern with multi-photon transmissions
is the PNS attack. We can define the probability of finding
n−coherent photons as the Poisson distribution [40],

P (n, µ) =
µne−µ

n!
, (1)

where µ is the mean photon number for the photon burst.
The zero, first, and second-order expansion for our photon
distribution are,

P (0) ≈ 1− µ+
µ2

2
; P (1) ≈ µ− µ2; P (2) ≈ µ2

2
. (5)

Now, for a burst containing more than 1 photon, i.e., n ≥ 2,
we can write the Poisson distribution for photons as [40],

P (n ≥ 2) ≈ µ

2
+

µ2

4
. (6)

The two main strategies employed by the eavesdropper to
compromise the security of quantum communications are [40]:

• The first strategy involves Eve intercepting and analyzing
all photons sent by Alice, and then relaying plausible
states to Bob through a nearby source, carefully mim-
icking photon statistics. This scenario reveals that the
maximum ratio of mutual information between Eve and
Alice to the Quantum Bit Error Rate (QBER) reaches
6.83. Under infinitesimal splitting, it’s shown that Eve
could achieve complete informational equivalence with
Alice, indicated by a mutual information score of 1.

• The second strategy involves Eve using a beamsplitter
to extract a fraction λ from each pulse, simultaneously
reducing photon loss by replacing the line with one of

Fig. 1: Schematic diagram representing the working of the three-stage 
protocol.
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lower loss. The mutual information between Alice and
Eve in this scenario is quantified as,

I(A,E) =
µ

2
(2λ(1− λ))

1

2
, (7)

where µ/2 represents the probability P (2). This model
predicts a maximum information gain for Eve of µ/8
when λ = 1/2, correlating to a 3 dB gain.

The key rate and the distance over which these key rates are
stable are highly correlated to the presence of an eavesdropper
in the system. The efficiency of the key distribution is highly
dependent on the Quantum Bit Error Rate (QBER) and the
mutual information between Alice and Eve, I(A,E). With
today’s equipment, the major problem is the higher detector
noise, which leads to high QBER at large distances; thus, the
maximum distance of stable transmission drastically decreases
[40].

One important aspect of developing efficient quantum net-
works is the efficiency of transmissions in different network
topologies. Apart from studying some of the basic topologies,
such as line, star, ring, and grid, we designed a torus topology
for our network simulator. Table I compares the advantages
and disadvantages of the various topologies used in this study.
Figure (2) shows the different topologies generated through
our network simulator.

III. NETWORK SIMULATION SETUP

The Network Simulator developed for this study was written
in Matlab. The network simulator was enhanced using the
simulator presented in [41].

A. Network Communication

The connections between each of the involved nodes are
achieved by simulating fiber-optic cables with transmission
probability as given in equation(8).

P (L) = 10−αL/10, (8)

where L is the fiber length in kilometers, and α is the
attenuation coefficient of the fiber-optic cable used. It’s evident
from equation(8) that as we increase the distance between
the nodes or the length of fiber required, the success of
transmission would drastically decrease. For our simulation,
we keep the value of α = 0.15 km−1 unless otherwise
specified. Our network simulation includes various types of
nodes, with trusted nodes like Alice and Bob being crucial.
These nodes attempt to connect through viable paths, storing
successfully transmitted qubits in a raw key pool, (RK)i,j ,
where i, j represents the node pair. The simulation also
incorporates optical switches for linking nodes on a peer-
to-peer basis, which, while facilitating dynamic connections,
show performance deterioration. Further, we utilize the E91
Protocol to simulate quantum repeaters. Unlike classical re-
peaters, quantum repeaters use entanglement and entanglement
swapping to extend the communication range without violating
the no-cloning principle of quantum mechanics. The effective-
ness of this method is shown in equation(8), illustrating that
although the probability of successful transmission between

each repeater is high, the overall probability from Alice to Bob
remains consistent as these events are independent. To address
this, we simulate redundancy by conducting five simultaneous
Bell state transmissions, enhancing entanglement swapping
efficiency [42]. Fig.(3) depicts the use of quantum repeaters
in entanglement swapping using an external Bell pair through
intermediate repeaters.

Once entanglement swapping is performed and the trusted
nodes are connected, they proceed with the QKD protocol as
if the qubits have been successfully transmitted.

B. QKD Protocol Simulation

In our QKD simulation, transmissions are completed using
either quantum repeaters or direct fiber-optic cables as outlined
in section II. After conducting 105 − 106 QKD rounds, we
simulate error correction factoring in a decoherence value of
D = 0.02 from environmental noise impacting all qubits.
We identify erroneous qubits, calculate the error rate Q, and
perform error corrections to derive the final key pool Ki,j

between trusted nodes using equation(9):

Ki,j = R(1− 2h(Qi,j)), (9)

where h(Q) is the binary entropy function and R is the
raw-keyrate for the protocol run. Trusted nodes exchange
key material through XOR operations. For example, node T2

assists in securely transmitting keys between Alice and Bob
as shown in equation(10:

KA,2 = (KA,2 ⊕K2,B)⊕K2,B (10)

The overall key rate, which has the standard units of key-
bits/s, indicating the QKD protocol’s efficiency, is calculated
by dividing the final key pool size by the number of QKD
rounds.

C. Torus Topology

In this study, we present a 3D topology for our network
simulation along with several traditionally used topologies.
Fig.(2f) shows the torus topology generated through the net-
work simulator whereas Fig.(4) shows the schematic represen-
tation of the 2D representation of torus topology, highlighting
the connection between the user nodes. The idea behind torus
topology is a 3D wrapping of the connections in a traditional
grid topology.

IV. RESULTS

In this section, we’ll go over the results obtained through
our simulations for different QKD Protocols as mentioned in
section II and over different Topologies.

A. Performance over Direct Topology

We first looked at the performance of different QKD
protocols in direct topology because it serves as the most
basic case of topology without any complexities. In this
case, we simulated E91 in two cases, i.e., with and without
using quantum repeaters. From Fig.(5), we can see that using
quantum repeaters significantly increased the distance of stable
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TABLE I: Comparison of Different Topologies

Topology Advantages Disadvantages
Line

Offers one path between Alice and Bob, i.e., minimum control-
layered overhead

• Impractical over long ranges.
• Not reliable.

Gird
• Provides multiple path between

Alice and Bob.
• Nodes are geographically iso-

lated.
Maximum control-layer overhead needed.

Ring Provides two paths between Alice and Bob with lesser control-
layer overhead. Less reliable than grid topology.

Star
Allows several user nodes at once.

Reduces overall performances and increased risk.

Torus Higher connectivity due to multiple available paths, and com-
paratively easier expansion without much reconstruction

Higher initial and overall maintenance due to complex structure
architecture.

(a) Direct Topology (b) Line Topology (c) Star Topology

(d) Ring Topology (e) Grid Topology (f) 7× 7 Torus Topology.

Fig. 2: Different topologies used in our QKD simulations (all of the topology profiles are generated through our simulations
directly).

key rates to the case without any quantum repeaters. We
see that three-stage protocol offers high key-rates for lower
distances, however it reduces significantly with increasing
distances. This can be associated with the fact that qubits
have to travel thrice the distance than other protocols, thus
attenuation loss is significantly higher. Decoy state offers the
least key-rates due to vacuum bits occupying the bandwidth,
and with similar attenuation, the number of effective qubits
contributing to final key-rate is significantly lower. We see that
E91 with repeater offers slightly lower key-rates, however it
offers more stable key-rate over larger distances.

B. Performance of QKD Protocols over Different Topologies

This section explores the performance of different QKD
protocols over different Topologies as described in Fig.(2). We
compare the changing key rates over various distances between
Alice and Bob for the 3-stage protocol, the E91 protocol, and
decoy-state protocol (section II). As seen in Fig.(6), Decoy-
State does not offer very stable transmission distances, and
the decay is more rapid than the other two protocols. One
other interesting thing to note is that the grid topology (as
shown in Fig.(2e) offers significantly higher key rates for 3-
stage protocol due to the availability of multiple paths for key
distribution, i.e., the possibility of more than one key being

TABLE I
coMparison of different topologies
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Fig. 3: Working of the quantum repeater: Starts with two sets
of entangled bell-pair between Alice-QR and QR-Bob. Then,
we perform an entanglement swap between the nodes to create
a final entangled Bell state pair between Alice and Bob. The
curly line represents an entangled pair.

TABLE II: Summary of quantum communication protocol
simulation parameters.

Parameter Description
α Fiber attenuation coefficient. α = 0.15. α = 0.4 for

optical switches.
L Length of fiber segments in kilometers.
Burst Size Frequency of photons in one burst. The default values

are as follows,
• Decoy State: A probability distribution between

0 and 2.
• Three-Stage: 10 photons sent in the first burst,

then subsequent numbers.
• E91: 5 parallel Bell-state attempting between

each quantum repeater.

B Probability of successful Bell state measurements for
each of the quantum repeaters in between Alice and
Bob. B = 0.85.

D Probability of quantum state decoherence due to chan-
nel noise. D = 0.02.

Fig. 4: Schematic representation of the Torus topology. Red
lines highlights the connection logic between user nodes.

distributed each round because of the presence of multiple
trusted nodes.

Fig. 5: Comparison of Performance of different QKD Proto-
cols over Direct Topology.

QKD Protocol Performance over Torus Topology: This
section explores the performance of the 3-stage protocol and
E91 protocol over our torus topology. As we can see from
Fig.(2f), there are multiple paths between Alice and Bob, and
unlike grid topology (Fig.(2e)), the shortest path between Alice
and Bob is L itself. This increases the probability of successful
transmission between Alice and Bob, and thus, we can expect a
higher key rate than that of the grid topology. As shown earlier
in Fig.(5) the key rates were observed to be higher for the 3-
stage Protocol than the E91 Protocol. We see similar behavior
from Fig.(10) that the 3-stage Protocol beats the E91 Protocol
almost by 1.5 times. We also see that the stable distance for
E91 is observed to be higher, as seen in the previous cases as
well.

C. Performance of the Decoy-State Protocol

From Fig.(6c), we can see that the grid topology offers
the highest key rates than the rest of the topologies due to
multiple paths and multiple trusted nodes contributing to more
than a single key per simulation round. The grid topology also
seems to be more durable over time because the fiber segments
between trusted nodes are shorter compared to other topologies
used. Ring topology also offers multiple paths, but it seems
to be just slightly better than line topology. However, over
time, ring topology seems to show a better key rate with a
lower decline rate than the line topology. For star topology,
the higher attenuation coefficient (α = 0.4 because of optical
switches) results in significantly more fiber loss than any other
topologies as described by equation(8).

D. Performance of the Three-Stage Protocol

Figure 6a indicates that the grid topology consistently
achieves higher key rates due to its multiple paths and trusted
nodes, enhancing robustness and key pool size. Contrasting the
3-stage protocol’s performance with direct and line topologies,
as shown in figures Fig.(5) and Fig.(6a), the line topology
exhibits slower key-rate decline over longer distances due to
shorter fiber segments and a higher probability of successful
transmission (equation(8). At shorter distances, line and ring
topologies perform similarly, but the ring topology proves
more durable at greater ranges, showing less key-rate decay.
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QKD Protocol Performance over Torus Topology: This
section explores the performance of the 3-stage protocol and
E91 protocol over our torus topology. As we can see from
Fig.(2f), there are multiple paths between Alice and Bob, and
unlike grid topology (Fig.(2e)), the shortest path between Alice
and Bob is L itself. This increases the probability of successful
transmission between Alice and Bob, and thus, we can expect a
higher key rate than that of the grid topology. As shown earlier
in Fig.(5) the key rates were observed to be higher for the 3-
stage Protocol than the E91 Protocol. We see similar behavior
from Fig.(10) that the 3-stage Protocol beats the E91 Protocol
almost by 1.5 times. We also see that the stable distance for
E91 is observed to be higher, as seen in the previous cases as
well.

C. Performance of the Decoy-State Protocol

From Fig.(6c), we can see that the grid topology offers
the highest key rates than the rest of the topologies due to
multiple paths and multiple trusted nodes contributing to more
than a single key per simulation round. The grid topology also
seems to be more durable over time because the fiber segments
between trusted nodes are shorter compared to other topologies
used. Ring topology also offers multiple paths, but it seems
to be just slightly better than line topology. However, over
time, ring topology seems to show a better key rate with a
lower decline rate than the line topology. For star topology,
the higher attenuation coefficient (α = 0.4 because of optical
switches) results in significantly more fiber loss than any other
topologies as described by equation(8).

D. Performance of the Three-Stage Protocol

Figure 6a indicates that the grid topology consistently
achieves higher key rates due to its multiple paths and trusted
nodes, enhancing robustness and key pool size. Contrasting the
3-stage protocol’s performance with direct and line topologies,
as shown in figures Fig.(5) and Fig.(6a), the line topology
exhibits slower key-rate decline over longer distances due to
shorter fiber segments and a higher probability of successful
transmission (equation(8). At shorter distances, line and ring
topologies perform similarly, but the ring topology proves
more durable at greater ranges, showing less key-rate decay.
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Fig.(2f), there are multiple paths between Alice and Bob, and
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multiple paths and multiple trusted nodes contributing to more
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(a) Three Stage Protocol Profile (b) E91 Protocol Profile

(c) Decoy-State Protocol Profile

Fig. 6: Performance of different QKD Protocols over Different Topologies

(a) 3- Stage QKD Protocol Performance over a 3 × 3 Torus
Topology.

(b) E91 QKD Protocol Performance over a 3× 3 Torus Topology.

Fig. 7: 3-Stage and E91 Protocol Performance over Torus Topology.

Conversely, the star topology, despite starting with higher key
rates, experiences rapid decay because of increased attenuation
from simulating an optical switch.

E. Performance of E91 Protocol

Fig.(6b) demonstrates that while most topologies show
similar performance under the E91 protocol, the grid topology
shows robustness and slower key rate decay, attributed to its
multiple paths and three repeaters in the shortest path. The ring
topology, in contrast, achieves higher key rates at very short

distances due to fewer repeaters, reducing the likelihood of
entanglement swapping failures. Despite its benefits, the grid
topology’s advantage is offset by errors from failed quantum
repeaters. Conversely, the star topology leverages a central
repeater to directly connect any two nodes by creating Bell
states selectively, circumventing the need for an optical switch
and matching the efficiency of direct line topologies that rely
on a single quantum repeater for connectivity between nodes
like Alice and Bob.
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F. Analysing Higher Order Multi-Photon Bursts

In this section, we explore the trade-offs between perfor-
mance and security risks with larger multi-photon bursts in
the 3-stage protocol, which previously utilized a default burst
size of 10 qubits. While increasing burst size can enhance
performance, it also raises the potential for PNS attacks. For
the E91 protocol, which does not naturally support multi-
photon bursts, performance adjustments involve varying the
number of simultaneous Bell pairs between quantum repeaters.

Fig.(8a) demonstrates that larger burst sizes generally main-
tain stable key rates at shorter distances for the 3-stage proto-
col. Meanwhile, Fig.(8b) shows that the E91 protocol sustains
longer-range stable transmissions than the 3-stage protocol, as
corroborated by Figures Fig.(5) and Fig.(6b). However, both
protocols see key rates diminish at extended distances, with
variations depending on the burst size and protocol. These
findings highlight the importance of exploring various network
topologies and integrating multiple trusted nodes to enhance
protocol efficacy.

G. Multi-Photon Burst and Distance Relation

This section looks into finding a mathematical relation
governing these curves to define a predictive model for the
simulations. We notice a few features from the curves,

• A stable flat curve for smaller distances between Alice
and Bob.

• A decaying curve, sort of linear, in the middle section.
• The curve converges to zero at larger distances.

We define an exponentially decaying function of the sigmoid
nature as described in equation(11),

y =
R

(1 + ek(x−x0))
, (11)

where, R, k, x0 are the fitted parameters, and x is the inter-
node distance between Alice and Bob (i.e., the sender and the
receiver). R defines the initial constant value of key-rate, k
defines the decaying rate of the curve, and x0 is the point
of the curve where key-rate = R/2. We do curve fitting for
the line and ring topologies and present the results below in
Fig.(9).

Based on the values of various fitted parameters from
equation(11), the following were the equations of the curves
found for the above are,

yline =
0.655

(1 + e0.139(x−25.303))
and yring =

0.652

(1 + e0.109(x−32.257))
(14)

equation(12) describes the characteristic equations for line and
ring topology for 3−stage protocol.

1) Multi-Photon Burst Profiles: This section explores the
multi-photon burst relations for higher order bursts over line
topology for the 3-stage protocol. We explore the key rates and
distance relation for the following burst sizes, b = [50, 1200].
We first make the curve smooth by eliminating the polynomial
noise using the SavGol filter. We then fit the curves using
equation(11) and present the characteristic curves for each of
them in Fig.(10).

For lower order burst size, we see the fit of the curve being
better as key rates approaches zero (for Fig.(10a)), and for
higher order curves (such as Fig.(10b)) we can clearly see
that the curve fit becomes better for the initial region as well.
One important thing to note is that we can see the constant part
of the curve increases with the increasing multi-photon burst
size; therefore, we need to establish a relationship between the
two quantities as well. This will be done in the next section.

H. Distance of Stable Transmission and Multi-Photon Burst
Size

It is evident that the multi-photon burst increases the distance
of stable transmission for all of the curves that we found.
This is to be noted that this result can be generalized for same
protocol at different multiphoton burst size. This can be done
by using the following steps. To find this relation, we have to
first find the turning point, i.e., the point where the derivative
of the curve becomes negative.
From Fig.(11), we can see that a 3rd order polynomial fit
describes the relationship very well. Therefore, we fit a third-
order polynomial to the data points and find the characteristic
equation for the curve. The equation of the third-order poly-
nomial curve was found as shown in equation(15).

y = 0.000008x3−0.003388x2+0.538443x+1.693613 (15)

From equation(15), we can see that multi-photon burst size
follows a polynomial relationship with the distance of stable
transmissions. However, the burst sizes used in this calculation
are of very small order. To get a general picture and a more
practical burst-size relation, we increase the burst size up to
a million qubits at once. Fig.(12) shows the curve with stable
transmission distance and multiphoton burst size for bursts of
up to one million qubits at once.

Fig.(12) gives an insight into a generic relationship between
the higher-order bursts and the distance of stable transmission.
We set a curve between log(burst values) and the distance
of stable transmission. Fig.(13) gives us a better picture of
a possible relationship between the main two quantities of
interest of this study, that is, the distance of stable transmission
and the size of multiphoton burst used.

From Fig.(13), we found that the two quantities of interest
share a logarithmic-3rd order polynomial relationship as de-
scribed by equation(16). The model explains over 99% of the
variance (R2 = 0.998) and remains high after adjusting for its
four parameters (adjusted R2 = 0.997), showing that a cubic
fit in log(burst) works well. Furthermore, a confidence band
of 95% also shows very less uncertainty in the fit.

Ds = −0.054x3 + 1.228x2 + 1.1878x+ 2.0178, (16)

where x = log(burst size). Therefore, based on the above,
we can define a generic relationship for a 3-stage protocol over
a line topology between the distance of stable transmission
(denoted by Ds), and the size of multi-photon burst used as
described in equation(17).
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Fig. 9: Fitting the curve to the equation(11) for Line and Ring topology for a multi-photon burst size of 10 qubits for 3-stage
QKD Protocol.
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qubits for 3-stage protocol.

Fig. 10: Fitting the curve to the equation(11) for line topology having higher order multi-photon bursts used for 3-stage Protocol.

Ds = −ϕ log3(b) + β log2(b) + γ log(b) + δ, (17)

where, ϕ, β, γ, and δ are the curve fitting parameters and
b is the size of the multi-photon burst used. This gives us
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Fig. 11: Relationship between the Maximum Stable Distance
(A-B) and the size of multi-photon burst used.

Fig. 12: Relationship between the maximum stable distance
(between Alice and Bob) and the size of multi-photon burst
used consisting of burst sizes up to 106 qubits. The dashed
lines is just for visualization purposes, and to study the data-
trend more effectively, we do curve fitting in log scale in next
figure.

Fig. 13: Relationship between the Maximum Stable Distance
(A-B) and the size of multi-photon burst used consisting of
burst sizes up to 106 qubits (x-axis is in log scale). CI refers
to the confidence index of the curve fitting.

insight into a rather counter-intuitive relationship occurring
between the two quantities. For line topology with B = 0.85
and D = 0.02, and α = 0.15, equation(16) can be used to

determine the maximum distance of stable transmission for a
given value of the multi-photon burst.

V. CONCLUSIONS AND FUTURE WORK

Quantum networks are increasingly becoming viable, as
evidenced by empirical studies from initiatives such as the
DARPA, European, and Tokyo quantum networks. These stud-
ies have addressed issues such as the distance between nodes
and the stabilization of transmissions through the use of trusted
nodes and optical switches. As indicated in equation(8), the
probability of successful transmission is dependent on the at-
tenuation coefficient and the distance between the nodes, with
different optical materials exhibiting variable attenuation con-
stants. This requires exploring diverse topologies to optimize
node placement and attenuation impacts. Our study evaluates
the performance of three prominent QKD protocols—Decoy-
state, 3-stage, and E91—across various network topologies.

Our findings indicate that the grid topology outperforms
simpler configurations by leveraging multiple paths and trusted
nodes, enhancing the key pool and robustness across the three
explored QKD protocols. Notably, when we analyzed the
torus topology with the 3-stage and E91 protocols, it yielded
significantly higher key rates than any other topology. Addi-
tionally, we derived a mathematical model to quantify key-rate
variations with increasing distances between Alice and Bob
over the line topology. We also formulated an equation for
the maximum feasible distance for stable transmission in a
line topology with three nodes, laying foundational insights
for practical quantum network designs. This advancement
underscores the importance of tailoring the multi-photon burst
size to the node separation, optimizing communication effi-
cacy in practical quantum networks. Apart from these, the
multiphoton approach studied in this work can be used in
multi-carrier continuous-variable QKD (CVQKD) systems,
where coherent states are multiplexed into Gaussian subcarrier
channels to increase aggregate key rates and resilience against
channel noise[43]. All of the results presented in this work
define future frameworks for a more scalable and reliable
network, laying foundation for the development of Quantum
Internet[44].

As future work, we aim to establish a relationship between
multi-photon burst sizes and maximum stable transmission
distances across various topologies, enhancing our under-
standing of multi-photon device behaviors. There is also a
need to address practical challenges associated with current
QKD protocols, which often rely on heuristics and may not
provide optimal solutions, thereby limiting their practicality
for larger network development [45]. Moreover, in the NISQ
era, network engineering must account for Johnson noise and
other real-world phenomena, necessitating the development of
advanced error-correction methods to improve quantum router
performance in noisy environments [46]. A proposed solution
to these problems in recent times has been quantum augmented
networks. In this approach, several quantum components (such
as quantum teleportation[47], QKD, quantum error correction,
etc.) are strategically integrated in current classical networks
to enable large-scale quantum communication [48], [49].
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Multi-photon QKD for Practical Quantum Networks

JUNE 2025 • VOLUME XVII • NUMBER 280

INFOCOMMUNICATIONS JOURNAL

9

Fig. 11: Relationship between the Maximum Stable Distance
(A-B) and the size of multi-photon burst used.

Fig. 12: Relationship between the maximum stable distance
(between Alice and Bob) and the size of multi-photon burst
used consisting of burst sizes up to 106 qubits. The dashed
lines is just for visualization purposes, and to study the data-
trend more effectively, we do curve fitting in log scale in next
figure.

Fig. 13: Relationship between the Maximum Stable Distance
(A-B) and the size of multi-photon burst used consisting of
burst sizes up to 106 qubits (x-axis is in log scale). CI refers
to the confidence index of the curve fitting.

insight into a rather counter-intuitive relationship occurring
between the two quantities. For line topology with B = 0.85
and D = 0.02, and α = 0.15, equation(16) can be used to

determine the maximum distance of stable transmission for a
given value of the multi-photon burst.

V. CONCLUSIONS AND FUTURE WORK

Quantum networks are increasingly becoming viable, as
evidenced by empirical studies from initiatives such as the
DARPA, European, and Tokyo quantum networks. These stud-
ies have addressed issues such as the distance between nodes
and the stabilization of transmissions through the use of trusted
nodes and optical switches. As indicated in equation(8), the
probability of successful transmission is dependent on the at-
tenuation coefficient and the distance between the nodes, with
different optical materials exhibiting variable attenuation con-
stants. This requires exploring diverse topologies to optimize
node placement and attenuation impacts. Our study evaluates
the performance of three prominent QKD protocols—Decoy-
state, 3-stage, and E91—across various network topologies.

Our findings indicate that the grid topology outperforms
simpler configurations by leveraging multiple paths and trusted
nodes, enhancing the key pool and robustness across the three
explored QKD protocols. Notably, when we analyzed the
torus topology with the 3-stage and E91 protocols, it yielded
significantly higher key rates than any other topology. Addi-
tionally, we derived a mathematical model to quantify key-rate
variations with increasing distances between Alice and Bob
over the line topology. We also formulated an equation for
the maximum feasible distance for stable transmission in a
line topology with three nodes, laying foundational insights
for practical quantum network designs. This advancement
underscores the importance of tailoring the multi-photon burst
size to the node separation, optimizing communication effi-
cacy in practical quantum networks. Apart from these, the
multiphoton approach studied in this work can be used in
multi-carrier continuous-variable QKD (CVQKD) systems,
where coherent states are multiplexed into Gaussian subcarrier
channels to increase aggregate key rates and resilience against
channel noise[43]. All of the results presented in this work
define future frameworks for a more scalable and reliable
network, laying foundation for the development of Quantum
Internet[44].

As future work, we aim to establish a relationship between
multi-photon burst sizes and maximum stable transmission
distances across various topologies, enhancing our under-
standing of multi-photon device behaviors. There is also a
need to address practical challenges associated with current
QKD protocols, which often rely on heuristics and may not
provide optimal solutions, thereby limiting their practicality
for larger network development [45]. Moreover, in the NISQ
era, network engineering must account for Johnson noise and
other real-world phenomena, necessitating the development of
advanced error-correction methods to improve quantum router
performance in noisy environments [46]. A proposed solution
to these problems in recent times has been quantum augmented
networks. In this approach, several quantum components (such
as quantum teleportation[47], QKD, quantum error correction,
etc.) are strategically integrated in current classical networks
to enable large-scale quantum communication [48], [49].

9

Fig. 11: Relationship between the Maximum Stable Distance
(A-B) and the size of multi-photon burst used.

Fig. 12: Relationship between the maximum stable distance
(between Alice and Bob) and the size of multi-photon burst
used consisting of burst sizes up to 106 qubits. The dashed
lines is just for visualization purposes, and to study the data-
trend more effectively, we do curve fitting in log scale in next
figure.

Fig. 13: Relationship between the Maximum Stable Distance
(A-B) and the size of multi-photon burst used consisting of
burst sizes up to 106 qubits (x-axis is in log scale). CI refers
to the confidence index of the curve fitting.

insight into a rather counter-intuitive relationship occurring
between the two quantities. For line topology with B = 0.85
and D = 0.02, and α = 0.15, equation(16) can be used to

determine the maximum distance of stable transmission for a
given value of the multi-photon burst.

V. CONCLUSIONS AND FUTURE WORK

Quantum networks are increasingly becoming viable, as
evidenced by empirical studies from initiatives such as the
DARPA, European, and Tokyo quantum networks. These stud-
ies have addressed issues such as the distance between nodes
and the stabilization of transmissions through the use of trusted
nodes and optical switches. As indicated in equation(8), the
probability of successful transmission is dependent on the at-
tenuation coefficient and the distance between the nodes, with
different optical materials exhibiting variable attenuation con-
stants. This requires exploring diverse topologies to optimize
node placement and attenuation impacts. Our study evaluates
the performance of three prominent QKD protocols—Decoy-
state, 3-stage, and E91—across various network topologies.

Our findings indicate that the grid topology outperforms
simpler configurations by leveraging multiple paths and trusted
nodes, enhancing the key pool and robustness across the three
explored QKD protocols. Notably, when we analyzed the
torus topology with the 3-stage and E91 protocols, it yielded
significantly higher key rates than any other topology. Addi-
tionally, we derived a mathematical model to quantify key-rate
variations with increasing distances between Alice and Bob
over the line topology. We also formulated an equation for
the maximum feasible distance for stable transmission in a
line topology with three nodes, laying foundational insights
for practical quantum network designs. This advancement
underscores the importance of tailoring the multi-photon burst
size to the node separation, optimizing communication effi-
cacy in practical quantum networks. Apart from these, the
multiphoton approach studied in this work can be used in
multi-carrier continuous-variable QKD (CVQKD) systems,
where coherent states are multiplexed into Gaussian subcarrier
channels to increase aggregate key rates and resilience against
channel noise[43]. All of the results presented in this work
define future frameworks for a more scalable and reliable
network, laying foundation for the development of Quantum
Internet[44].

As future work, we aim to establish a relationship between
multi-photon burst sizes and maximum stable transmission
distances across various topologies, enhancing our under-
standing of multi-photon device behaviors. There is also a
need to address practical challenges associated with current
QKD protocols, which often rely on heuristics and may not
provide optimal solutions, thereby limiting their practicality
for larger network development [45]. Moreover, in the NISQ
era, network engineering must account for Johnson noise and
other real-world phenomena, necessitating the development of
advanced error-correction methods to improve quantum router
performance in noisy environments [46]. A proposed solution
to these problems in recent times has been quantum augmented
networks. In this approach, several quantum components (such
as quantum teleportation[47], QKD, quantum error correction,
etc.) are strategically integrated in current classical networks
to enable large-scale quantum communication [48], [49].

9

Fig. 11: Relationship between the Maximum Stable Distance
(A-B) and the size of multi-photon burst used.

Fig. 12: Relationship between the maximum stable distance
(between Alice and Bob) and the size of multi-photon burst
used consisting of burst sizes up to 106 qubits. The dashed
lines is just for visualization purposes, and to study the data-
trend more effectively, we do curve fitting in log scale in next
figure.

Fig. 13: Relationship between the Maximum Stable Distance
(A-B) and the size of multi-photon burst used consisting of
burst sizes up to 106 qubits (x-axis is in log scale). CI refers
to the confidence index of the curve fitting.

insight into a rather counter-intuitive relationship occurring
between the two quantities. For line topology with B = 0.85
and D = 0.02, and α = 0.15, equation(16) can be used to

determine the maximum distance of stable transmission for a
given value of the multi-photon burst.

V. CONCLUSIONS AND FUTURE WORK

Quantum networks are increasingly becoming viable, as
evidenced by empirical studies from initiatives such as the
DARPA, European, and Tokyo quantum networks. These stud-
ies have addressed issues such as the distance between nodes
and the stabilization of transmissions through the use of trusted
nodes and optical switches. As indicated in equation(8), the
probability of successful transmission is dependent on the at-
tenuation coefficient and the distance between the nodes, with
different optical materials exhibiting variable attenuation con-
stants. This requires exploring diverse topologies to optimize
node placement and attenuation impacts. Our study evaluates
the performance of three prominent QKD protocols—Decoy-
state, 3-stage, and E91—across various network topologies.

Our findings indicate that the grid topology outperforms
simpler configurations by leveraging multiple paths and trusted
nodes, enhancing the key pool and robustness across the three
explored QKD protocols. Notably, when we analyzed the
torus topology with the 3-stage and E91 protocols, it yielded
significantly higher key rates than any other topology. Addi-
tionally, we derived a mathematical model to quantify key-rate
variations with increasing distances between Alice and Bob
over the line topology. We also formulated an equation for
the maximum feasible distance for stable transmission in a
line topology with three nodes, laying foundational insights
for practical quantum network designs. This advancement
underscores the importance of tailoring the multi-photon burst
size to the node separation, optimizing communication effi-
cacy in practical quantum networks. Apart from these, the
multiphoton approach studied in this work can be used in
multi-carrier continuous-variable QKD (CVQKD) systems,
where coherent states are multiplexed into Gaussian subcarrier
channels to increase aggregate key rates and resilience against
channel noise[43]. All of the results presented in this work
define future frameworks for a more scalable and reliable
network, laying foundation for the development of Quantum
Internet[44].

As future work, we aim to establish a relationship between
multi-photon burst sizes and maximum stable transmission
distances across various topologies, enhancing our under-
standing of multi-photon device behaviors. There is also a
need to address practical challenges associated with current
QKD protocols, which often rely on heuristics and may not
provide optimal solutions, thereby limiting their practicality
for larger network development [45]. Moreover, in the NISQ
era, network engineering must account for Johnson noise and
other real-world phenomena, necessitating the development of
advanced error-correction methods to improve quantum router
performance in noisy environments [46]. A proposed solution
to these problems in recent times has been quantum augmented
networks. In this approach, several quantum components (such
as quantum teleportation[47], QKD, quantum error correction,
etc.) are strategically integrated in current classical networks
to enable large-scale quantum communication [48], [49].

9

Fig. 11: Relationship between the Maximum Stable Distance
(A-B) and the size of multi-photon burst used.

Fig. 12: Relationship between the maximum stable distance
(between Alice and Bob) and the size of multi-photon burst
used consisting of burst sizes up to 106 qubits. The dashed
lines is just for visualization purposes, and to study the data-
trend more effectively, we do curve fitting in log scale in next
figure.

Fig. 13: Relationship between the Maximum Stable Distance
(A-B) and the size of multi-photon burst used consisting of
burst sizes up to 106 qubits (x-axis is in log scale). CI refers
to the confidence index of the curve fitting.

insight into a rather counter-intuitive relationship occurring
between the two quantities. For line topology with B = 0.85
and D = 0.02, and α = 0.15, equation(16) can be used to

determine the maximum distance of stable transmission for a
given value of the multi-photon burst.

V. CONCLUSIONS AND FUTURE WORK

Quantum networks are increasingly becoming viable, as
evidenced by empirical studies from initiatives such as the
DARPA, European, and Tokyo quantum networks. These stud-
ies have addressed issues such as the distance between nodes
and the stabilization of transmissions through the use of trusted
nodes and optical switches. As indicated in equation(8), the
probability of successful transmission is dependent on the at-
tenuation coefficient and the distance between the nodes, with
different optical materials exhibiting variable attenuation con-
stants. This requires exploring diverse topologies to optimize
node placement and attenuation impacts. Our study evaluates
the performance of three prominent QKD protocols—Decoy-
state, 3-stage, and E91—across various network topologies.

Our findings indicate that the grid topology outperforms
simpler configurations by leveraging multiple paths and trusted
nodes, enhancing the key pool and robustness across the three
explored QKD protocols. Notably, when we analyzed the
torus topology with the 3-stage and E91 protocols, it yielded
significantly higher key rates than any other topology. Addi-
tionally, we derived a mathematical model to quantify key-rate
variations with increasing distances between Alice and Bob
over the line topology. We also formulated an equation for
the maximum feasible distance for stable transmission in a
line topology with three nodes, laying foundational insights
for practical quantum network designs. This advancement
underscores the importance of tailoring the multi-photon burst
size to the node separation, optimizing communication effi-
cacy in practical quantum networks. Apart from these, the
multiphoton approach studied in this work can be used in
multi-carrier continuous-variable QKD (CVQKD) systems,
where coherent states are multiplexed into Gaussian subcarrier
channels to increase aggregate key rates and resilience against
channel noise[43]. All of the results presented in this work
define future frameworks for a more scalable and reliable
network, laying foundation for the development of Quantum
Internet[44].

As future work, we aim to establish a relationship between
multi-photon burst sizes and maximum stable transmission
distances across various topologies, enhancing our under-
standing of multi-photon device behaviors. There is also a
need to address practical challenges associated with current
QKD protocols, which often rely on heuristics and may not
provide optimal solutions, thereby limiting their practicality
for larger network development [45]. Moreover, in the NISQ
era, network engineering must account for Johnson noise and
other real-world phenomena, necessitating the development of
advanced error-correction methods to improve quantum router
performance in noisy environments [46]. A proposed solution
to these problems in recent times has been quantum augmented
networks. In this approach, several quantum components (such
as quantum teleportation[47], QKD, quantum error correction,
etc.) are strategically integrated in current classical networks
to enable large-scale quantum communication [48], [49].

Fig. 11: Relationship between the Maximum Stable Distance (A-B) and 
the size of multi-photon burst used.

Fig. 13: Relationship between the Maximum Stable Distance (A-B) and 
the size of multi-photon burst used consisting of burst sizes up to 106 
qubits (x-axis is in log scale). CI refers to the confidence index of the 

curve fitting.

Fig. 12: Relationship between the maximum stable distance (between 
Alice and Bob) and the size of multi-photon burst used consisting of 
burst sizes up to 106 qubits. The dashed lines is just for visualization 
purposes, and to study the data- trend more effectively, we do curve 

fitting in log scale in next figure.

9

Fig. 11: Relationship between the Maximum Stable Distance
(A-B) and the size of multi-photon burst used.

Fig. 12: Relationship between the maximum stable distance
(between Alice and Bob) and the size of multi-photon burst
used consisting of burst sizes up to 106 qubits. The dashed
lines is just for visualization purposes, and to study the data-
trend more effectively, we do curve fitting in log scale in next
figure.

Fig. 13: Relationship between the Maximum Stable Distance
(A-B) and the size of multi-photon burst used consisting of
burst sizes up to 106 qubits (x-axis is in log scale). CI refers
to the confidence index of the curve fitting.

insight into a rather counter-intuitive relationship occurring
between the two quantities. For line topology with B = 0.85
and D = 0.02, and α = 0.15, equation(16) can be used to

determine the maximum distance of stable transmission for a
given value of the multi-photon burst.

V. CONCLUSIONS AND FUTURE WORK

Quantum networks are increasingly becoming viable, as
evidenced by empirical studies from initiatives such as the
DARPA, European, and Tokyo quantum networks. These stud-
ies have addressed issues such as the distance between nodes
and the stabilization of transmissions through the use of trusted
nodes and optical switches. As indicated in equation(8), the
probability of successful transmission is dependent on the at-
tenuation coefficient and the distance between the nodes, with
different optical materials exhibiting variable attenuation con-
stants. This requires exploring diverse topologies to optimize
node placement and attenuation impacts. Our study evaluates
the performance of three prominent QKD protocols—Decoy-
state, 3-stage, and E91—across various network topologies.

Our findings indicate that the grid topology outperforms
simpler configurations by leveraging multiple paths and trusted
nodes, enhancing the key pool and robustness across the three
explored QKD protocols. Notably, when we analyzed the
torus topology with the 3-stage and E91 protocols, it yielded
significantly higher key rates than any other topology. Addi-
tionally, we derived a mathematical model to quantify key-rate
variations with increasing distances between Alice and Bob
over the line topology. We also formulated an equation for
the maximum feasible distance for stable transmission in a
line topology with three nodes, laying foundational insights
for practical quantum network designs. This advancement
underscores the importance of tailoring the multi-photon burst
size to the node separation, optimizing communication effi-
cacy in practical quantum networks. Apart from these, the
multiphoton approach studied in this work can be used in
multi-carrier continuous-variable QKD (CVQKD) systems,
where coherent states are multiplexed into Gaussian subcarrier
channels to increase aggregate key rates and resilience against
channel noise[43]. All of the results presented in this work
define future frameworks for a more scalable and reliable
network, laying foundation for the development of Quantum
Internet[44].

As future work, we aim to establish a relationship between
multi-photon burst sizes and maximum stable transmission
distances across various topologies, enhancing our under-
standing of multi-photon device behaviors. There is also a
need to address practical challenges associated with current
QKD protocols, which often rely on heuristics and may not
provide optimal solutions, thereby limiting their practicality
for larger network development [45]. Moreover, in the NISQ
era, network engineering must account for Johnson noise and
other real-world phenomena, necessitating the development of
advanced error-correction methods to improve quantum router
performance in noisy environments [46]. A proposed solution
to these problems in recent times has been quantum augmented
networks. In this approach, several quantum components (such
as quantum teleportation[47], QKD, quantum error correction,
etc.) are strategically integrated in current classical networks
to enable large-scale quantum communication [48], [49].

10

In summary, this study not only highlighted the advantages
of multi-photon QKD protocols across different topologies but
also established an empirical relationship between burst size
and stable transmission distances for the 3-stage protocol. This
protocol demonstrated enhanced capabilities for transmitting
higher-order qubit bursts, yielding more stable and higher
key rates. While the empirical relationship was specifically
developed for the 3-stage protocol over the line topology, the
insights gained will guide the selection of suitable protocols
for crafting more robust quantum networks.
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In summary, this study not only highlighted the advantages
of multi-photon QKD protocols across different topologies but
also established an empirical relationship between burst size
and stable transmission distances for the 3-stage protocol. This
protocol demonstrated enhanced capabilities for transmitting
higher-order qubit bursts, yielding more stable and higher
key rates. While the empirical relationship was specifically
developed for the 3-stage protocol over the line topology, the
insights gained will guide the selection of suitable protocols
for crafting more robust quantum networks.
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I. INTRODUCTION

As LTE networks become increasingly common, 
there's a growing interest in Centralized Radio Access 
Networks, or CRANs. These networks are appealing because 
they can significantly lower both operational and initial costs. 
In a CRAN configuration, the system is divided into the 
baseband unit (BBU) and the remote radio unit (RRU). 
Essentially, a centralized group of BBUs handles the intense 
baseband processing and manages control and oversight tasks 
for numerous RRUs. The connection between the RRUs and 
BBUs, known as the fronthaul, depends on the well-
established Common Public Radio Interface (CPRI) standard 
to work effectively.[1]. 
To address the complex needs of 5G and 6G networks and 
their advanced antenna systems, experts are increasingly 
considering Wavelength Division Multiplexing (WDM) as a 
solution for transmitting CPRI data across fronthaul 
networks. WDM offers several advantages: it enhances 
network efficiency, supports various types of data 
seamlessly, and helps save energy. However, the main 
challenge is making this technology affordable and flexible, 
especially in relation to the remote radio unit (RRU) 
components of the network[1]. The expense tied to the lasers 
used in RRUs poses a significant challenge to the commercial 
feasibility of this technology[1]. 

 

As the call for more transmission capacity grows, Mode-
Division Multiplexing (MDM) is also gaining traction. MDM 
is being scrutinized for its capacity to manage swift optical 
transmissions and enhance access networks, potentially 
serving an expanding number of users [2][3], [4]. Notably, 
MDM systems are not restricted by wavelength demands, 
which is a major plus for network services that require non-
specific wavelength capabilities. This characteristic could 
lead to substantial cost cuts for the RRUs[1]. Moreover, the 
multiple access technique plays a vital role for access 
networks. In classical mobile communication networks, 
various multiple access techniques have been standard, such 
as Frequency Division Multiple Access (FDMA), Time 
Division Multiple Access (TDMA), Code Division Multiple 
Access (CDMA), and Orthogonal Frequency-Division 
Multiple Access (OFDMA). FDMA works by splitting the 
available bandwidth into several distinct frequency bands, 
each assigned to an individual user. TDMA, on the other 
hand, segments time into separate frames, which are further 
divided into slots, with each time slot allocated to a different 
user to enable multiple users to share the same frequency 
channel[5]. CDMA employs spread spectrum technology, 
where a pseudo-random code modulates the data signal, 
widening its bandwidth before it's transmitted over a carrier 
wave[6]. However, these traditional multiple access methods 
have limitations in terms of resource allocation and are 
unable to cater to the massive connectivity and high-volume 
requirements of 5G networks. As a result, there's a pressing 
need for innovative multiple access strategies that can fulfill 
the demands of next-generation mobile communications, 
which emphasize supporting a large number of concurrent 
users and connections[6]. Frequency, time, code, and space 
are all dimensions that can independently separate users in 
communication systems, offering distinct degrees of freedom 
for multiple access methods. For instance, CDMA exploits 
frequency, time, and code in conjunction to differentiate 
between users, giving it three degrees of freedom. In contrast 
to these traditional dimensions, optical modes present an 
additional degree of freedom for millimeter-wave 
communications[5][7].  
Despite the fact that the traditional multiple access techniques 
mentioned above provide the air interface to the end users 
devices in mobile networks, this paper introduces and 
explores a different multiple access strategy for millimeter-
wave communication systems, a strategy that leverages the 
orthogonality and high dimensionality of optical modes 
where the access units here are the RRUs. The main 
contribution presented herein is the proposed adaptation of 
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each assigned to an individual user. TDMA, on the other 
hand, segments time into separate frames, which are further 
divided into slots, with each time slot allocated to a different 
user to enable multiple users to share the same frequency 
channel[5]. CDMA employs spread spectrum technology, 
where a pseudo-random code modulates the data signal, 
widening its bandwidth before it's transmitted over a carrier 
wave[6]. However, these traditional multiple access methods 
have limitations in terms of resource allocation and are 
unable to cater to the massive connectivity and high-volume 
requirements of 5G networks. As a result, there's a pressing 
need for innovative multiple access strategies that can fulfill 
the demands of next-generation mobile communications, 
which emphasize supporting a large number of concurrent 
users and connections[6]. Frequency, time, code, and space 
are all dimensions that can independently separate users in 
communication systems, offering distinct degrees of freedom 
for multiple access methods. For instance, CDMA exploits 
frequency, time, and code in conjunction to differentiate 
between users, giving it three degrees of freedom. In contrast 
to these traditional dimensions, optical modes present an 
additional degree of freedom for millimeter-wave 
communications[5][7].  
Despite the fact that the traditional multiple access techniques 
mentioned above provide the air interface to the end users 
devices in mobile networks, this paper introduces and 
explores a different multiple access strategy for millimeter-
wave communication systems, a strategy that leverages the 
orthogonality and high dimensionality of optical modes 
where the access units here are the RRUs. The main 
contribution presented herein is the proposed adaptation of 
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Essentially, a centralized group of BBUs handles the intense 
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for numerous RRUs. The connection between the RRUs and 
BBUs, known as the fronthaul, depends on the well-
established Common Public Radio Interface (CPRI) standard 
to work effectively.[1]. 
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their advanced antenna systems, experts are increasingly 
considering Wavelength Division Multiplexing (WDM) as a 
solution for transmitting CPRI data across fronthaul 
networks. WDM offers several advantages: it enhances 
network efficiency, supports various types of data 
seamlessly, and helps save energy. However, the main 
challenge is making this technology affordable and flexible, 
especially in relation to the remote radio unit (RRU) 
components of the network[1]. The expense tied to the lasers 
used in RRUs poses a significant challenge to the commercial 
feasibility of this technology[1]. 

 

As the call for more transmission capacity grows, Mode-
Division Multiplexing (MDM) is also gaining traction. MDM 
is being scrutinized for its capacity to manage swift optical 
transmissions and enhance access networks, potentially 
serving an expanding number of users [2][3], [4]. Notably, 
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which is a major plus for network services that require non-
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need for innovative multiple access strategies that can fulfill 
the demands of next-generation mobile communications, 
which emphasize supporting a large number of concurrent 
users and connections[6]. Frequency, time, code, and space 
are all dimensions that can independently separate users in 
communication systems, offering distinct degrees of freedom 
for multiple access methods. For instance, CDMA exploits 
frequency, time, and code in conjunction to differentiate 
between users, giving it three degrees of freedom. In contrast 
to these traditional dimensions, optical modes present an 
additional degree of freedom for millimeter-wave 
communications[5][7].  
Despite the fact that the traditional multiple access techniques 
mentioned above provide the air interface to the end users 
devices in mobile networks, this paper introduces and 
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wave communication systems, a strategy that leverages the 
orthogonality and high dimensionality of optical modes 
where the access units here are the RRUs. The main 
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the Mode Division Multiple Access (MDMA) scheme, which 
utilizes the spatial characteristics of optical modes for multi-
antenna millimeter-wave communication systems based on 
Mode Division Multiplexing (MDM). It is demonstrated that 
the use of optical modes as a new degree of freedom has the 
potential to significantly enhance the capacity and spectral 
efficiency of communication systems, with a particular 
advantage for In-Building Solutions (IBS). Moreover, this 
paper shows that a bidirectional MDM transmission system 
that centralizes the generation and excitation of modes at the 
point of transmission origin can streamline the design of 
Remote Radio Units (RRUs), potentially making them less 
complex and more cost-effective to produce[1]. 

II. SYSTEM CONCEPT

MDM is recognized as a potent method that has the potential 
to vastly expand transmission capacities within high-speed 
optical data transport and access networks, thereby enabling 
the support of considerably expanded user bases[2] . MDM 
technique is distinct from conventional methods that use 
single-mode fibers (SMF), which transmit a single data 
stream, and multimode fibers (MMF), which have less 
control over the transmitted signals. MDM utilizes the 
orthogonal properties of light modes to create multiple 
independent data channels within a single fiber, offering a 
stark contrast to wavelength-based multiplexing techniques 
such as Coarse and Dense Wavelength Division Multiplexing 
(CWDM and DWDM), which segregate channels by 
different wavelengths of light. [1]. While multimode fibers 
(MMFs) have the theoretical capability to support numerous 
modes and thereby enhance capacity, their practical 
application over extended distances is limited due to issues 
like crosstalk, where there is unwanted energy transfer 
between modes, and modal dispersion, which can cause 
signal distortion[8] .  These issues compromise the integrity 
of the signal, which can result in a high Bit Error Rate (BER). 
Consequently, this substantially restricts the bandwidth-
distance product, a measure of the data-carrying capacity of 
the fiber over a given distance. [8]. To address these 
challenges, Few Mode Fibers (FMFs) have been introduced. 
They are engineered with a core size that is intermediate 
between that of Single Mode Fibers (SMFs) and Multimode 
Fibers (MMFs), allowing FMFs to support a finite, 
manageable number of modes. This innovation curtails 
crosstalk and improves signal clarity, rendering FMFs a more 
viable option for long-distance communication[9].  

Expanding on MDM, MDMA further improves network 
adaptability. In an MDMA framework, distinct modes are 
allocated to different remote devices RRUs. This method sets 
up separate transmission paths within the same optical fiber, 
thus achieving a level of physical layer isolation. [10].  A 
solitary FMF linking the Central Office (CO) to various 
Remote Radio Units (RRUs) is capable of sustaining 
numerous dedicated channels. This configuration presents an 
effective IBS, equipped with ample capacity to cater to 
multiple RRUs simultaneously. 

Although MDM and MDMA offer considerable benefits, its 
full-scale commercial deployment encounters various 
hurdles. The technologies for effectively multiplexing and 

demultiplexing light modes are still in the developmental 
phase and require additional enhancements to achieve peak 
functionality [1]. Furthermore, to address issues such as 
crosstalk and modal dispersion, there is often a need to 
implement sophisticated Digital Signal Processing (DSP) 
methods. While these DSP techniques are potent, they have 
the potential to add to the system's intricacy [11][12]. 
A bidirectional and symmetrical MDM system with MDMA 
as the multiple access technique that is designed for high-
speed mobile fronthaul applications, is proposed. For 
simplicity, the system under consideration involves a single 
CO and two RRUs, necessitating the use of four spatial 
modes, two modes for the downlinks and the other for the 
uplinks. The transmission of the downlink RF signal is 
facilitated by the first two modes, while the transmission of 
an unmodulated carrier from the Baseband Unit (BBU) pool 
is carried out by the second two modes. At the RRU, the 
carrier is received and modulated with the uplink RF signal. 
This method centralizes mode generation, thereby reducing 
the complexity and cost of the RRU by obviating the need for 
costly laser components. Crosstalk issues, often encountered 
in wavelength-reuse schemes, are minimized by this design, 
which enables symmetrical bidirectional transmission [1]. 
Figure 1 shows the system's concept structure, featuring the 
paths for the carrier, the RF/Downlinks, and the RF/Uplinks. 
At the CO, four optical modes are generated and sent to the 
RRU through an FMF. The modes designated for downlinks 
are then picked up at the RRU, where they are filtered, and 
the Radio Frequency (RF) signals are dispatched to their 
respective antennas. Conversely, the RF signals for uplinks, 
collected by the antennas, undergo filtering and amplification 
before modulating the latter two optical modes, which 
initially act as carriers. These modulated modes are 
subsequently merged back into the FMF via one or more 
circulators back to the CO. 

 
Fig. 1. System Concept 

Beyond centralizing mode generation to simplify the RRU 
design, incorporating a PWoF solution could offer additional 
advantages. By delivering both power and data through the 
same optical fiber, PWoF eliminates the need for separate 
electrical infrastructure at the RRU site [13]. This approach 
is particularly valuable in scenarios where space or access to 
power is limited, such as in-building or remote installations. 
As this technology continues to mature, integrating PWoF 
into MDMA-based systems could lead to more compact, 
energy-efficient, and cost-effective fronthaul architectures 
[14]. 
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Beyond centralizing mode generation to simplify the RRU 
design, incorporating a PWoF solution could offer additional 
advantages. By delivering both power and data through the 
same optical fiber, PWoF eliminates the need for separate 
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III. SIMULATION AND MODELLING

The modeling of the system was carried out on 400m FMF 
utilizing the VPI Photonics simulation environment. This 
platform is esteemed for its extensive use in crafting and 
examining designs in the fields of integrated photonics, fiber 
optics, optoelectronic components, and optical transmission 
systems. It served as the principal tool in simulating the 
intricate details of our photonic system. 

A. FMF Modelling 

In MDM systems that utilize FMFs, unlike in conventional 
multimode fibers (MMFs) where mode excitation is a 
spontaneous process, a high degree of precision is required to 
govern the excitation of specific types and numbers of modes. 
This careful control over mode excitation is critical to achieve 
optimal transmission properties before the modes are coupled 
into the FMF. [1][15]. As previously stated, our proposal 
includes the use of an FMF that is designed to support four 
modes. The selection of the FMF's core diameter was 
determined by applying the natural frequency formula, 
considering the refractive indices of both the core and the 
cladding materials that are found in commercially available 
fibers [1] [16]. This analysis led to the selection of a fiber 
with a core diameter of 20 μm, which is not commercially 
available but can be ordered for customized research 
purposes like this study [17]. Various mode selection 
techniques have been developed by researchers to establish 
this level of control. [18]–[21]. The parameters of the Few 
Mode Fiber (FMF) utilized in the simulation were 
meticulously defined, drawing upon the mathematical 
calculations expounded in the preceding section. The 
excitation of the designated number of modes within the 
simulated FMF was confirmed. As shown in Figure 2, the 
simulation results affirm the precision of our theoretical 
model, demonstrating that a 20μm fiber supports four modes. 

 
Fig. 2. Excited modes 

B. Mux/DeMux 

The task of effectively multiplexing and demultiplexing light 
modes continues to be a dynamic field of study. [1]. Photonic 
lanterns are especially distinguished among the various 
strategies suggested for multiplexing and demultiplexing in 
MDM due to their structural simplicity. [22]. In this method, 
a specific quantity of Single Mode Fibers (SMFs), each 
featuring unique core and cladding dimensions, are fine-
tuned to align with the required mode number. These altered 

SMFs are collectively encased within a single sheath and 
undergo a meticulous tapering process, induced by controlled 
heating, to meet the adiabatic criterion, thus creating a 
photonic lantern. Nonetheless, the slimmed-down core of the 
tapered SMF makes the light field of the guided mode more 
prone to escaping into the cladding. Given that the refractive 
index of the quartz sleeve is less than that of the SMF 
cladding, a novel waveguide structure emerges between the 
cladding of the tapered fiber and the quartz sleeve [22]. 
Figure 3 presents the conceptual design of photonic lanterns. 
In this configuration, a component with reciprocal 
functionality is utilized to multiplex (MUX) and demultiplex 
(DeMUX) the modes into and out of the FMF, with its 
parameters appropriately adjusted for the process. 

 
Fig. 3. Photonic Lanterns [22] 

Within the simulation environment, the corresponding 
component named “CombinerSplitterMM” was utilized to 
emulate the photonic lanterns and to multiplex/demultiplex 
the modes within the FMF.  

C. Modes Selection 

In this configuration, we use a leading simulation software 
called VPI Photonics, which specializes in photonics design 
across integrated photonics, fiber optics, optoelectronics, and 
optical transmission systems. Spatial Light Modulators 
(SLM) are one of the simplest approaches used in modes 
selection where phase plates that have phase profiles match 
the targeted mode are used[15], [21]. 

The setup of this study consists of using laser sources 
equivalent to the number of modes. As mentioned in the 
previous section, a component named 
“CombinerSplitterMM” was utilized to emulate the photonic 
lanterns and to multiplex/demultiplex the modes within the 
FMF. To simulate SLM in the simulator, an equivalent 
component named “CouplerBeamMM” is used as the setup’s 
SLM. By setting the suitable parameters, it was possible to 
select the higher order modes LP11a, LP21a and LP31a. On 
the other hand, the fourth mode of choice is LP01, as it is the 
fundamental mode, SLM is not required to generate it. 
Fundamental mode LP01 and the excited higher order modes 
are shown in Figure 4. The utilization of these four modes is 
mentioned in table 1 below. 

TABLE I. MODES UTILIZATION 

Mode Utilization 

LP01 Downlink of RRU1 

LP11a Downlink of RRU2 

LP21a Uplink of RRU1 

LP31a Uplink of RRU2 
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Fig. 2. Excited modes 
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featuring unique core and cladding dimensions, are fine-
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Fig. 3. Photonic Lanterns [22] 

Within the simulation environment, the corresponding 
component named “CombinerSplitterMM” was utilized to 
emulate the photonic lanterns and to multiplex/demultiplex 
the modes within the FMF.  
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SLM. By setting the suitable parameters, it was possible to 
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TABLE I. MODES UTILIZATION 

Mode Utilization 

LP01 Downlink of RRU1 

LP11a Downlink of RRU2 

LP21a Uplink of RRU1 

LP31a Uplink of RRU2 

TABLE I
Modes utilization
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Utilizing the MUX/DEMUX component in the simulator, 
four modes have been selected as the data channels. LP01 
(Fundamental mode) and LP11a have been selected for the 
downlinks of RRU1 and RRU2 respectively. On the other 
hand, LP21a and LP31a have been selected for the uplinks. It 
was considered that each mode belongs to a different mode 
group to reduce the impact of the mode coupling that occurs 
during the propagation of these modes inside the FMF, Figure 
4 shows the selected 4 modes and their initial powers. 

 
Fig. 4. Excited modes before launching them into the FMF at the CO side, 
LP01 and LP11a are modulated (Downlinks), LP21a and LP31a are carriers 
only (Uplinks) 

D. Multiplexing Technique 

The proposed setup considers Mode Division Multiplexing 
(MDM) as the multiplexing technique for the downlinks, 
where one mode carries the data towards its destination 
Remote Radio Unit (RRU). On the other hand, due to the 
bidirectional setup, the uplink modes suffer from a second 
round of mode coupling—a physical phenomenon that occurs 
during the propagation of light modes inside the fiber [1] —
on their journey back to the Central Office (CO). To mitigate 
this impact, Mode Group Division Multiplexing (MGDM) 
has been selected as the multiplexing technique for the 
uplinks. Here, all coupled modes that belong to the same 
group are considered as a single data stream similar to the 
operating principle of the ordinary Multimode transmission 
systems. 

IV. RESULTS AND DISCUSSION 

A. Crosstalk 

While the use of FMF reduces crosstalk between modes [1], 
it remains a factor during light mode propagation along the 
transmission fiber. Crucially, no crosstalk is observed with 
the fundamental mode LP01, as it belongs to a distinct mode 
group. However, our simulation setup reveals crosstalk 
between the degenerate modes LP11a and LP11b, and as 
shown in Figures 5 and 6. 

 
Fig. 5. Launched LP11a 

 
Fig. 6. Crosstalk between LP11a and LP11b 

Moreover, severe crosstalk has been figured out in LP21a 
where its energy has been transferred to LP21b and LP02 and 
as shown in Figures 7 and 8. 

 
Fig. 7. Launched LP21a 

 

 
Fig. 8. Crosstalk between LP21a, LP21b, and LP02 

For LP31a, higher energy transfer has been observed, energy 
has been transferred to LP31b, LP12a, and LP12b with more 
aggressive mode coupling impact and as shown in Figures 9 
and 10. 

 
Fig. 9. Launched LP31a 
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Fig. 10. Crosstalk between LP31a, LP31b, LP12a and LP12b 

B. SLM Functionality 

As mentioned in the previous sections, SLMs have been used 
for mode selection at the RRU side as a way to combat the 
crosstalk and ensure that only the mode of choice reaches its 
target destination, all other modes except the mode of choice 
are “filtered out”, even if they belong to a different mode 
group. Figure 11 below shows an example of the SLM 
functionality to filter the unneeded mode LP11b. 

 
Fig. 11. SLM Functionality on LP11b 

C. Analysis of the Eye Diagrams 

Checking the obtained eye diagrams for the downlinks and 
the uplinks at 400m of fiber length, it is possible to say that 
adapting the concept of MDMA as a multiple access 
technique is feasible, the figures below show the obtained eye 
diagrams for the various links. 

 
Fig. 12. RRU1 Downlink 

 
Fig. 13. RRU2 Downlink 

The eye diagram openness indicates successful detection of 
the downlinks at the RRU side where high Optical Signal to 
Noise Ratio (OSNR) and low jitter are expected. Moreover, 
the implementation of MGDM shows promising results 
which can be expected with the obtained eye diagrams shown 
in the below figures. 

 
Fig. 14. RRU1 Uplink 

 
Fig. 15. RRU2 Uplink 

V. CONCLUSION 

In this study, we presented a proof of concept for using Mode 
Division Multiple Access (MDMA) as a viable alternative to 
the multiple access techniques available on the market. The 
modes were effectively generated and selected by the SLMs, 
after which they were multiplexed and demultiplexed on the 
RRU side. Furthermore, our proposed system can streamline 
RRU operations by centralizing the key mode generation 
process at the CO equipment. This paper shows the MDMA 
proof of concept through the simulation and analysis results 
and draws comparisons with our earlier works [1], [17], 
where the conceptual model and the behavior of the MDM 
system are elaborated. Additionally, we indicate that future 
research will explore reducing RRU complexities further by 
implementing the Power over Fiber (PWoF) approach. 
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Abstract—This work proposes serval sensor designs for a low- 
cost, highly-sensitive microwave sensor for identifying different 
liquid samples by monitoring the variation in S21 magnitude. The 
sensor is developed using an interdigital capacitor (IDC) in series 
connection with a circular spiral inductor (CSI) and connected 
directly to a photo-resistor (LDR). To enhance sensor insertion 
losses, the sensor is introduced to a Hilbert fractal open stub and 
coupled to an interdigital capacitor to operate at 1.22GHz. The 
accuracy of the sensor is significantly improved using a back loop 
trace, eliminating nonlinear effects from multi-layer diffractions. 
An analytical model based on circuit theory is suggested for the 
proposed sensor operation. The authors found an observable 
influence of varying the LDR value on sensor insertion losses, 
motivating the development of the sensor prototype. The sensor is 
manufactured and tested experimentally before and after samples 
introduction, with a human glucose sample mounted on the LDR 
patch to measure the effects of light intensity.
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I. INTRODUCTION 
icrowave sensors play a crucial role in biomedical 
applications, including noninversion sensing processes 

and analysis of bio tissue dielectric properties [1]. The future 
outlook for medicine is directed towards personal treatment 
regimens, which aim to establish personalized treatment plans 
for each patient [2]. Microwave technologies offer low-cost and 
low-power sensitivity, especially in the complex combination 
of compounds found in human body fluids like blood, glucose, 
and spinal fluids [3]. This leads to a wide time gap between 
sample acquisition and associated results. The increasing 
prevalence of chronic diseases and the need for cost-effective 
healthcare are the main challenges facing researchers in this 
field [4]. To achieve good medical care at low costs, researchers 
are focusing on spreading awareness of prevention and 
effective treatment against diseases rather than focusing on 
advanced treatment systems [5]. Healthcare providers and 
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employers are increasingly adopting modern communication 
technologies, such as microwave sensors, to promote "e-health" 
monitoring, which provides accurate and early diagnosis 
without the need for external medical control [6]. 

Biosensors for microwaves depend on the characteristics 
that determine the electromagnetic fields interacting with 
materials based on their molecular structure [7]. Microwave 
biosensors are designed to mutate changes in wave spread speed 
during the biological environment into a quantifiable signal, 
providing the diversity of a specified bio-parameter [8]. 

RF/microwave resonators are essential in radio frequency 
(RF)/microwave frameworks for detection and quantization. 
For optimal channel plow insertion loss (IL), high return loss 
(RL), high frequency selectivity, low losses, more fetched, and 
compactness [6]. Microwave sensors advanced work with new 
sensing technologies to do multi-band operations. Such 
technology will make it possible for short-range, high-
information-rate connections [8]. Microchannel planning 
commonly uses microwave resonators based on microstrip lines 
because of their cost-effectiveness, simplicity, and ease of 
manufacture [5]. To make multi-band microwave resonators, 
designers have used several different techniques, including 
stepping-impedance microstrip resonators, multi-mode 
resonators, parallel-coupled line resonators, and transmission 
zeroes [9]. To make sensors simpler and smaller, we can use 
stepped-impedance resonators, which work well with two or 
more transmission lines that have different characteristic 
impedances [10]. 

Biosensors are essential components in medical and 
biological experiments and diagnostics, measuring the dose of 
various biochemical species in aqueous solutions [11]. They 
have become essential in fields such as diagnostics, 
pharmaceutical procedures, biomedical engineering, industry, 
agricultural, and food safety [12]. Researchers have proposed 
various techniques and results for detection in different 
materials. In [13], a waveguide cavity-based sensor was 
presented for measuring the concentration of liquid solutions. 
The sensor operates at 1.91GHz in the fundamental TE101 
resonant mode and has been tested on water-sodium chloride 
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of compounds found in human body fluids like blood, glucose, 
and spinal fluids [3]. This leads to a wide time gap between 
sample acquisition and associated results. The increasing 
prevalence of chronic diseases and the need for cost-effective 
healthcare are the main challenges facing researchers in this 
field [4]. To achieve good medical care at low costs, researchers 
are focusing on spreading awareness of prevention and 
effective treatment against diseases rather than focusing on 
advanced treatment systems [5]. Healthcare providers and 
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employers are increasingly adopting modern communication 
technologies, such as microwave sensors, to promote "e-health" 
monitoring, which provides accurate and early diagnosis 
without the need for external medical control [6]. 

Biosensors for microwaves depend on the characteristics 
that determine the electromagnetic fields interacting with 
materials based on their molecular structure [7]. Microwave 
biosensors are designed to mutate changes in wave spread speed 
during the biological environment into a quantifiable signal, 
providing the diversity of a specified bio-parameter [8]. 

RF/microwave resonators are essential in radio frequency 
(RF)/microwave frameworks for detection and quantization. 
For optimal channel plow insertion loss (IL), high return loss 
(RL), high frequency selectivity, low losses, more fetched, and 
compactness [6]. Microwave sensors advanced work with new 
sensing technologies to do multi-band operations. Such 
technology will make it possible for short-range, high-
information-rate connections [8]. Microchannel planning 
commonly uses microwave resonators based on microstrip lines 
because of their cost-effectiveness, simplicity, and ease of 
manufacture [5]. To make multi-band microwave resonators, 
designers have used several different techniques, including 
stepping-impedance microstrip resonators, multi-mode 
resonators, parallel-coupled line resonators, and transmission 
zeroes [9]. To make sensors simpler and smaller, we can use 
stepped-impedance resonators, which work well with two or 
more transmission lines that have different characteristic 
impedances [10]. 

Biosensors are essential components in medical and 
biological experiments and diagnostics, measuring the dose of 
various biochemical species in aqueous solutions [11]. They 
have become essential in fields such as diagnostics, 
pharmaceutical procedures, biomedical engineering, industry, 
agricultural, and food safety [12]. Researchers have proposed 
various techniques and results for detection in different 
materials. In [13], a waveguide cavity-based sensor was 
presented for measuring the concentration of liquid solutions. 
The sensor operates at 1.91GHz in the fundamental TE101 
resonant mode and has been tested on water-sodium chloride 
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and water sucrose combinations. However, the accuracy of the 
resonant frequency evaluation is directly related to the quality 
factor QF and conditions around the measured records. In [14], 
a substrate integrated wave-guide (SIW) sensor was proposed 
to measure the permittivity of liquids. The resonant parameters 
of the sensor are affected by liquids passing through a slot 
opened on the upper side of the sensor. The sensitivity sensor is 
tested on different percentages of water in ethanol. The arterial 
neural network was used to solve the problem with relative 
errors of 5% and 7%, respectively. In [15], a microwave 
resonator based on Complementary Circular Spiral Resonator 
(CCSR) was proposed, working at 4.72GHz. Through 
experimentation and analysis, the proposed sensor can 
determine the concentrations of ethanol-water mixtures by 
measuring the resonant frequency of the CCSR and the 
permittivity of sample under test (SUT). In [16], a microwave 
resonator based on the complementary split-ring resonator 
(CSRR) coupling with a microstrip and the microfluidic 
channel was proposed, working at 3.994GHz. The sensor can 
also determine the water content of glucose by measuring the 
resonant frequency of the CSRR and the permittivity of SUT. 
In [17], a microwave sensor with a coplanar waveguide semi-
lumped meandering open complementary split ring resonator 
(MOCSRR) was proposed, operating up to frequencies of 
approximately 200MHz. The sensor successfully detects 
branded and unbranded fuel oil samples, with the difference 
demonstrated by the fluctuation in the transmission coefficient 
resonant frequency amplitude. In [18], a Cesare fractal 
geometry based on a compact Electromagnetic Bandgap (EBG) 
structure was presented to measure the complex permittivity of 
various liquids (butan-1-ol, methanol, and water). The relative 
permittivity is 3.57 for butan-1-ol, 21.3 for methanol, and 78 
for water. 

In this work, the proposed sensor is realized for enhancing 
anomaly detection of RF bio-sensors using machine learning 
techniques. For this the theoretical considerations and design 
are discussed in section II. The experimental validation is 
considered in section III. In section IV, the neural network 
implementation is realized. The paper is concluded in section 
V. 

Fig.1: The simplified block diagram of the design based on reconfigurable 
technology. 

II. THEORETICAL STUDY TO DESIGN A MICROWAVE SENSOR 
FOR BIOMEDICAL DETECTIONS 

This paper presents new microwave sensors for biomedical 
detection using a two-port network for liquid characterizations. 
The main structure is a miniaturized microwave resonator based 
on a circular spiral inductor, which is used to increase 
sensitivity and concentrate current before being transferred to 

the SUT. The sensor is introduced to three inclusions: open 
stub, Minkowski filter, and Hilbert filter. Open stubs are used 
to eliminate measurement distortions and dispersion effects, 
while Minkowski filter is used to linearize measurements and 
remove the effects of frequencies before 0.5GHz. The Hilbert 
curve is used to remove the effects of frequencies before 
0.5GHz. The sensors are designed to be compatible with 
microprocessors and measure water content variation based on 
frequency shift. The research also explores the use of a photo 
resistor to control sensor performance and measure output 
voltage from a RF rectifier at the sensor's output port. A neural 
network model is presented to solve problems involving 
nonlinearities, multi-variables, and multi-resonances. 
 
A. Base Sensor Design 

The proposed sensor is mounted on a FR4 substrate with a 
thickness of 1.6 mm and is based on OS-CRLH. It consists of a 
transmission line connected to an RLC branch network, which 
is structured as input capacitor which are inspired from [19] in 
series with a circular spiral inductor Lse and connected directly 
to a photo-resistor LDR. The LDR is mounted between the LC 
branches at the middle of the sensor, and the back panel is 
covered with a metallic ground plane of 0.035 mm. The 
proposed sensor geometrical details are explained as seen in 
Fig.2. Consequently, the main structure of the proposed sensor 
is constructed from the same proposed sensor with Hilbert 
curve introduction. As maintained later, the proposed sensor is 
constructed from an inter digital capacitor to remove the effects 
of the imaginary component that is generated by the indictor 
structure which mainly stores the energy from the propagation 
[19]. The inductor structure is invoked to be a spiral geometry 
cause of being a highly sensitive stricter that concentrate the 
current before being transferred to SUT. 

 
Fig.2; The proposed sensor geometry: (a) front view and (b) back view. Note: 

all dimensions are in mm scale. 
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and water sucrose combinations. However, the accuracy of the 
resonant frequency evaluation is directly related to the quality 
factor QF and conditions around the measured records. In [14], 
a substrate integrated wave-guide (SIW) sensor was proposed 
to measure the permittivity of liquids. The resonant parameters 
of the sensor are affected by liquids passing through a slot 
opened on the upper side of the sensor. The sensitivity sensor is 
tested on different percentages of water in ethanol. The arterial 
neural network was used to solve the problem with relative 
errors of 5% and 7%, respectively. In [15], a microwave 
resonator based on Complementary Circular Spiral Resonator 
(CCSR) was proposed, working at 4.72GHz. Through 
experimentation and analysis, the proposed sensor can 
determine the concentrations of ethanol-water mixtures by 
measuring the resonant frequency of the CCSR and the 
permittivity of sample under test (SUT). In [16], a microwave 
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(CSRR) coupling with a microstrip and the microfluidic 
channel was proposed, working at 3.994GHz. The sensor can 
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resonant frequency of the CSRR and the permittivity of SUT. 
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(MOCSRR) was proposed, operating up to frequencies of 
approximately 200MHz. The sensor successfully detects 
branded and unbranded fuel oil samples, with the difference 
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resonant frequency amplitude. In [18], a Cesare fractal 
geometry based on a compact Electromagnetic Bandgap (EBG) 
structure was presented to measure the complex permittivity of 
various liquids (butan-1-ol, methanol, and water). The relative 
permittivity is 3.57 for butan-1-ol, 21.3 for methanol, and 78 
for water. 

In this work, the proposed sensor is realized for enhancing 
anomaly detection of RF bio-sensors using machine learning 
techniques. For this the theoretical considerations and design 
are discussed in section II. The experimental validation is 
considered in section III. In section IV, the neural network 
implementation is realized. The paper is concluded in section 
V. 
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the SUT. The sensor is introduced to three inclusions: open 
stub, Minkowski filter, and Hilbert filter. Open stubs are used 
to eliminate measurement distortions and dispersion effects, 
while Minkowski filter is used to linearize measurements and 
remove the effects of frequencies before 0.5GHz. The Hilbert 
curve is used to remove the effects of frequencies before 
0.5GHz. The sensors are designed to be compatible with 
microprocessors and measure water content variation based on 
frequency shift. The research also explores the use of a photo 
resistor to control sensor performance and measure output 
voltage from a RF rectifier at the sensor's output port. A neural 
network model is presented to solve problems involving 
nonlinearities, multi-variables, and multi-resonances. 
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The proposed sensor is mounted on a FR4 substrate with a 
thickness of 1.6 mm and is based on OS-CRLH. It consists of a 
transmission line connected to an RLC branch network, which 
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series with a circular spiral inductor Lse and connected directly 
to a photo-resistor LDR. The LDR is mounted between the LC 
branches at the middle of the sensor, and the back panel is 
covered with a metallic ground plane of 0.035 mm. The 
proposed sensor geometrical details are explained as seen in 
Fig.2. Consequently, the main structure of the proposed sensor 
is constructed from the same proposed sensor with Hilbert 
curve introduction. As maintained later, the proposed sensor is 
constructed from an inter digital capacitor to remove the effects 
of the imaginary component that is generated by the indictor 
structure which mainly stores the energy from the propagation 
[19]. The inductor structure is invoked to be a spiral geometry 
cause of being a highly sensitive stricter that concentrate the 
current before being transferred to SUT. 

 
Fig.2; The proposed sensor geometry: (a) front view and (b) back view. Note: 

all dimensions are in mm scale. 
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The suggested design examines the Hilbert-curve 
configuration to minimize sensor dimensions and enhance 
frequency resonances [20]. The examined fractal geometry is 
founded on the third-order Hilbert geometry, as seen in Fig. 2. 
The suggested equivalent circuit model for Hilbert geometry, as 
shown in Fig. 2, is developed from Richard Koch's theory [8]. 
The equivalent circuit model of the proposed unit cell is 
produced from the simulation results, as seen in Fig. 2. The 
equivalent capacitances of coupling between the unit cell and 
neighboring cells are denoted as the left-hand capacitor (CST), 
while the fractal slot is regarded as an inductor (LST), where 
the magnetic current mobility in the air traces may be amplified. 
This inductor corresponds to the magnetic field contained 
inside the fractal slots of the rings. The material loss is 
determined by the resistor RST [11]. The suggested sensor 
design has a feedback loop structure. The benefit of this 
introduction is to get a band reject filter response rather than a 
passband resonance. This alteration enhances the accuracy of 
the measurement findings [12]. 

The suggested sensor design is founded on an equivalent 
circuit model, which is analytically derived from an analogous 
circuit model based on the established RLC network, typically 
configured as an IDC in series with a CSI and the Hilbert 
fractal. The suggested structural equivalent circuit model is 
developed with the lumped elements Richard model [1]. The 
suggested circuit model consists of a 50Ω input impedance RF 
source connected in series with a parallel (R-L-C) branch, as 
seen in Fig.3. The primary transmission line was characterized 
by an inductive segment LT and capacitive air gaps Cgap, as 
previously seen in Fig.3(a). The proposed circuit model's S-
parameters, shown in Fig. 3(b), are analyzed and juxtaposed 
with those obtained via CST MWS. An effective agreement is 
attained based on the specified lumped components, which are 
modeled in Advanced Devices Simulator (ADS). The assessed 
RLC components are enumerated in Table I.  

 
(a) 

 
(b) 

Fig.3 Equivalent circuit analytical model of the proposed sensor: (a) circuit 
model and (b) S-parameters. 

 
Table I: Lumped element values of the equivalent circuit model 

Eleme
nt 

RL
H 

RR
H 

GL
H 

GR
H 

CL
H 

CR
H 

LL
H 

LRH 

Valus 12.2 
Ω 

50 
Ω 

0.1 
S 

4 S 1.1p
F 

3.1p
F 

3nH 2.2n
H 

 

C.  Sensor Operation and Detection Process 
This section presents the operational and reconfiguration 

scenarios designed to illustrate the proposed technique for 
comprehending sensor functionality. By altering the resistance 
of the included LDR from 100Ω to 1000Ω, a notable shift in the 
spectra of the suggested sensor S21 is seen, as shown in Fig. 4. 
This change is ascribed to the voltage division effects between 
the overall impedance of the proposed sensor and the LDR [13]. 
The present motion would be substantially influenced and 
traverse the back loop structure to be diffused inside the 
suggested fractal form. Consequently, this dissipation will be 
very beneficial for sensing, as will be shown subsequently. 
Fig.4 illustrates three frequency resonances at 630MHz, 
1.22GHz, and 3.2GHz, all of which will be used in the sensing 
procedure of this study. 

 
Fig.4: Evaluated S21 spectra with respect to varying the LDR value. 

III. EXPERIMENTAL VALIDATIONS 
This paper presents a sensor design for glucose samples 
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performance, eliminating field fringing effects from 
discontinuities. The sensor is connected with a back loop 
structure, allowing for band reject filter response and 
controlling charging rise time until the photo-resistor reaches 
saturation. The sensor is fabricated and measured 
experimentally using a Professional Network Analyzer (Agilent 
PNA 8720) after a through transmission calibration process. 
The measurements are conducted to S11 and S21 spectra to 
eliminate possible errors. The sensor shows a well-defined 
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The suggested design examines the Hilbert-curve 
configuration to minimize sensor dimensions and enhance 
frequency resonances [20]. The examined fractal geometry is 
founded on the third-order Hilbert geometry, as seen in Fig. 2. 
The suggested equivalent circuit model for Hilbert geometry, as 
shown in Fig. 2, is developed from Richard Koch's theory [8]. 
The equivalent circuit model of the proposed unit cell is 
produced from the simulation results, as seen in Fig. 2. The 
equivalent capacitances of coupling between the unit cell and 
neighboring cells are denoted as the left-hand capacitor (CST), 
while the fractal slot is regarded as an inductor (LST), where 
the magnetic current mobility in the air traces may be amplified. 
This inductor corresponds to the magnetic field contained 
inside the fractal slots of the rings. The material loss is 
determined by the resistor RST [11]. The suggested sensor 
design has a feedback loop structure. The benefit of this 
introduction is to get a band reject filter response rather than a 
passband resonance. This alteration enhances the accuracy of 
the measurement findings [12]. 

The suggested sensor design is founded on an equivalent 
circuit model, which is analytically derived from an analogous 
circuit model based on the established RLC network, typically 
configured as an IDC in series with a CSI and the Hilbert 
fractal. The suggested structural equivalent circuit model is 
developed with the lumped elements Richard model [1]. The 
suggested circuit model consists of a 50Ω input impedance RF 
source connected in series with a parallel (R-L-C) branch, as 
seen in Fig.3. The primary transmission line was characterized 
by an inductive segment LT and capacitive air gaps Cgap, as 
previously seen in Fig.3(a). The proposed circuit model's S-
parameters, shown in Fig. 3(b), are analyzed and juxtaposed 
with those obtained via CST MWS. An effective agreement is 
attained based on the specified lumped components, which are 
modeled in Advanced Devices Simulator (ADS). The assessed 
RLC components are enumerated in Table I.  
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C.  Sensor Operation and Detection Process 
This section presents the operational and reconfiguration 

scenarios designed to illustrate the proposed technique for 
comprehending sensor functionality. By altering the resistance 
of the included LDR from 100Ω to 1000Ω, a notable shift in the 
spectra of the suggested sensor S21 is seen, as shown in Fig. 4. 
This change is ascribed to the voltage division effects between 
the overall impedance of the proposed sensor and the LDR [13]. 
The present motion would be substantially influenced and 
traverse the back loop structure to be diffused inside the 
suggested fractal form. Consequently, this dissipation will be 
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1.22GHz, and 3.2GHz, all of which will be used in the sensing 
procedure of this study. 

 
Fig.4: Evaluated S21 spectra with respect to varying the LDR value. 

III. EXPERIMENTAL VALIDATIONS 
This paper presents a sensor design for glucose samples 

aimed at improving detection accuracy by generating an output 
voltage. The main limitation is the difficulty in linearizing 
measurements due to field fringing from boundary conductions. 
The proposed method uses a photo-resistor to control sensor 
performance, eliminating field fringing effects from 
discontinuities. The sensor is connected with a back loop 
structure, allowing for band reject filter response and 
controlling charging rise time until the photo-resistor reaches 
saturation. The sensor is fabricated and measured 
experimentally using a Professional Network Analyzer (Agilent 
PNA 8720) after a through transmission calibration process. 
The measurements are conducted to S11 and S21 spectra to 
eliminate possible errors. The sensor shows a well-defined 
resonance at 1.5GHz with S21= -27 dB. An excellent agreement 
is found between numerical results and measurements within 
frequencies from 0.1GHz up to 4GHz. 

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 

 

3 

The suggested design examines the Hilbert-curve 
configuration to minimize sensor dimensions and enhance 
frequency resonances [20]. The examined fractal geometry is 
founded on the third-order Hilbert geometry, as seen in Fig. 2. 
The suggested equivalent circuit model for Hilbert geometry, as 
shown in Fig. 2, is developed from Richard Koch's theory [8]. 
The equivalent circuit model of the proposed unit cell is 
produced from the simulation results, as seen in Fig. 2. The 
equivalent capacitances of coupling between the unit cell and 
neighboring cells are denoted as the left-hand capacitor (CST), 
while the fractal slot is regarded as an inductor (LST), where 
the magnetic current mobility in the air traces may be amplified. 
This inductor corresponds to the magnetic field contained 
inside the fractal slots of the rings. The material loss is 
determined by the resistor RST [11]. The suggested sensor 
design has a feedback loop structure. The benefit of this 
introduction is to get a band reject filter response rather than a 
passband resonance. This alteration enhances the accuracy of 
the measurement findings [12]. 

The suggested sensor design is founded on an equivalent 
circuit model, which is analytically derived from an analogous 
circuit model based on the established RLC network, typically 
configured as an IDC in series with a CSI and the Hilbert 
fractal. The suggested structural equivalent circuit model is 
developed with the lumped elements Richard model [1]. The 
suggested circuit model consists of a 50Ω input impedance RF 
source connected in series with a parallel (R-L-C) branch, as 
seen in Fig.3. The primary transmission line was characterized 
by an inductive segment LT and capacitive air gaps Cgap, as 
previously seen in Fig.3(a). The proposed circuit model's S-
parameters, shown in Fig. 3(b), are analyzed and juxtaposed 
with those obtained via CST MWS. An effective agreement is 
attained based on the specified lumped components, which are 
modeled in Advanced Devices Simulator (ADS). The assessed 
RLC components are enumerated in Table I.  

 
(a) 

 
(b) 

Fig.3 Equivalent circuit analytical model of the proposed sensor: (a) circuit 
model and (b) S-parameters. 

 
Table I: Lumped element values of the equivalent circuit model 

Eleme
nt 

RL
H 

RR
H 

GL
H 

GR
H 

CL
H 

CR
H 

LL
H 

LRH 

Valus 12.2 
Ω 

50 
Ω 

0.1 
S 

4 S 1.1p
F 

3.1p
F 

3nH 2.2n
H 

 

C.  Sensor Operation and Detection Process 
This section presents the operational and reconfiguration 

scenarios designed to illustrate the proposed technique for 
comprehending sensor functionality. By altering the resistance 
of the included LDR from 100Ω to 1000Ω, a notable shift in the 
spectra of the suggested sensor S21 is seen, as shown in Fig. 4. 
This change is ascribed to the voltage division effects between 
the overall impedance of the proposed sensor and the LDR [13]. 
The present motion would be substantially influenced and 
traverse the back loop structure to be diffused inside the 
suggested fractal form. Consequently, this dissipation will be 
very beneficial for sensing, as will be shown subsequently. 
Fig.4 illustrates three frequency resonances at 630MHz, 
1.22GHz, and 3.2GHz, all of which will be used in the sensing 
procedure of this study. 

 
Fig.4: Evaluated S21 spectra with respect to varying the LDR value. 

III. EXPERIMENTAL VALIDATIONS 
This paper presents a sensor design for glucose samples 

aimed at improving detection accuracy by generating an output 
voltage. The main limitation is the difficulty in linearizing 
measurements due to field fringing from boundary conductions. 
The proposed method uses a photo-resistor to control sensor 
performance, eliminating field fringing effects from 
discontinuities. The sensor is connected with a back loop 
structure, allowing for band reject filter response and 
controlling charging rise time until the photo-resistor reaches 
saturation. The sensor is fabricated and measured 
experimentally using a Professional Network Analyzer (Agilent 
PNA 8720) after a through transmission calibration process. 
The measurements are conducted to S11 and S21 spectra to 
eliminate possible errors. The sensor shows a well-defined 
resonance at 1.5GHz with S21= -27 dB. An excellent agreement 
is found between numerical results and measurements within 
frequencies from 0.1GHz up to 4GHz. 

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 

 

3 

The suggested design examines the Hilbert-curve 
configuration to minimize sensor dimensions and enhance 
frequency resonances [20]. The examined fractal geometry is 
founded on the third-order Hilbert geometry, as seen in Fig. 2. 
The suggested equivalent circuit model for Hilbert geometry, as 
shown in Fig. 2, is developed from Richard Koch's theory [8]. 
The equivalent circuit model of the proposed unit cell is 
produced from the simulation results, as seen in Fig. 2. The 
equivalent capacitances of coupling between the unit cell and 
neighboring cells are denoted as the left-hand capacitor (CST), 
while the fractal slot is regarded as an inductor (LST), where 
the magnetic current mobility in the air traces may be amplified. 
This inductor corresponds to the magnetic field contained 
inside the fractal slots of the rings. The material loss is 
determined by the resistor RST [11]. The suggested sensor 
design has a feedback loop structure. The benefit of this 
introduction is to get a band reject filter response rather than a 
passband resonance. This alteration enhances the accuracy of 
the measurement findings [12]. 

The suggested sensor design is founded on an equivalent 
circuit model, which is analytically derived from an analogous 
circuit model based on the established RLC network, typically 
configured as an IDC in series with a CSI and the Hilbert 
fractal. The suggested structural equivalent circuit model is 
developed with the lumped elements Richard model [1]. The 
suggested circuit model consists of a 50Ω input impedance RF 
source connected in series with a parallel (R-L-C) branch, as 
seen in Fig.3. The primary transmission line was characterized 
by an inductive segment LT and capacitive air gaps Cgap, as 
previously seen in Fig.3(a). The proposed circuit model's S-
parameters, shown in Fig. 3(b), are analyzed and juxtaposed 
with those obtained via CST MWS. An effective agreement is 
attained based on the specified lumped components, which are 
modeled in Advanced Devices Simulator (ADS). The assessed 
RLC components are enumerated in Table I.  

 
(a) 

 
(b) 

Fig.3 Equivalent circuit analytical model of the proposed sensor: (a) circuit 
model and (b) S-parameters. 

 
Table I: Lumped element values of the equivalent circuit model 

Eleme
nt 

RL
H 

RR
H 

GL
H 

GR
H 

CL
H 

CR
H 

LL
H 

LRH 

Valus 12.2 
Ω 

50 
Ω 

0.1 
S 

4 S 1.1p
F 

3.1p
F 

3nH 2.2n
H 

 

C.  Sensor Operation and Detection Process 
This section presents the operational and reconfiguration 

scenarios designed to illustrate the proposed technique for 
comprehending sensor functionality. By altering the resistance 
of the included LDR from 100Ω to 1000Ω, a notable shift in the 
spectra of the suggested sensor S21 is seen, as shown in Fig. 4. 
This change is ascribed to the voltage division effects between 
the overall impedance of the proposed sensor and the LDR [13]. 
The present motion would be substantially influenced and 
traverse the back loop structure to be diffused inside the 
suggested fractal form. Consequently, this dissipation will be 
very beneficial for sensing, as will be shown subsequently. 
Fig.4 illustrates three frequency resonances at 630MHz, 
1.22GHz, and 3.2GHz, all of which will be used in the sensing 
procedure of this study. 

 
Fig.4: Evaluated S21 spectra with respect to varying the LDR value. 

III. EXPERIMENTAL VALIDATIONS 
This paper presents a sensor design for glucose samples 

aimed at improving detection accuracy by generating an output 
voltage. The main limitation is the difficulty in linearizing 
measurements due to field fringing from boundary conductions. 
The proposed method uses a photo-resistor to control sensor 
performance, eliminating field fringing effects from 
discontinuities. The sensor is connected with a back loop 
structure, allowing for band reject filter response and 
controlling charging rise time until the photo-resistor reaches 
saturation. The sensor is fabricated and measured 
experimentally using a Professional Network Analyzer (Agilent 
PNA 8720) after a through transmission calibration process. 
The measurements are conducted to S11 and S21 spectra to 
eliminate possible errors. The sensor shows a well-defined 
resonance at 1.5GHz with S21= -27 dB. An excellent agreement 
is found between numerical results and measurements within 
frequencies from 0.1GHz up to 4GHz. 

TABLE I
luMped eleMent values of the eQuivalent circuit Model



On the Enhancement Anomaly Detection for RF Bio-Sensors by 
Computing Artificial Networks Using Machine Learning Techniques

JUNE 2025 • VOLUME XVII • NUMBER 292

INFOCOMMUNICATIONS JOURNAL

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 

 

4 

The sensor was tested by taking different samples of the 
glucose and water mixture and measured experimentally in 
terms of S21 spectra. The use of an LDR switch is conducted 
with a long glass slab to avoid direct contamination and 
linearize variation using the LDR switch. The sensor is 
fabricated using a wit chemical etching process and S21 spectra 
are measured before and after glucose introduction on top of the 
LDR spot using an Agilent vector network analyzer. For this, 
an experimental study was conducted to validate the 
effectiveness of glucose level variation on sensor performance 
at 1.22GHz. The results showed that the proposed sensor is an 
excellent candidate for glucose measurements and could be 
promising for other biological fluid characterizations. The 
sensor was introduced to 15 patients and measured glucose 
levels at three different times, about 7 days to 10 days apart. 
The results showed that the variation in output voltage 
increased rapidly with increasing glucose magnitude as listed in 
Table II. The glucose sample used was about 0.01cc to avoid 
contamination effects. 

Fig.5; Experimental validation: (a) Fabricated sensor and (b) S-parameter 
spectra.  

The proposed sensor is linked to an RF rectifier to gauge the 
output voltage across a resistor connected in parallel to the 
output terminals of the RF rectifier, as shown in Fig. 6(a).  This 
measurement is conducted by varying the light intensity on the 
photoresist from 100 Ω to 600 Ω.  This variance is analyzed 
quantitatively by examining the effective impedance change 
and its impact on the S21 value at 1.22GHz.  The fluctuation is 

experimentally monitored about an output voltage (Vout) for 
practical use.  The fluctuation in Vout has a linear trend, as seen 
in Table II.  This signifies that a satisfactory concordance has 
been attained between the experimental and simulated 
outcomes.  The proposed sensor variation in response may be 
attained by using an RF rectifier to assess the alteration in 
output voltage via an oscilloscope.  The input voltage is set at 
100 mV from the sources.  Fig.6(b) illustrates the fluctuation of 
the output voltage of the proposed RF rectifier in relation to the 
change in input power. 

 
Table II: Measured glucose influence on the proposed sensor performance. 

Case 
number BMI Age/ 

year Sex Glucose 
level mV |S21| 

1 19.1 7 F 
102 72.2 0.106 
200 74.7 0.115 
156 73.9 0.111 

2 24.9 51 F 
111 72.8 0.109 
123 72.3 0.112 
201 75.3 0.115 

3 21.4 70 M 
300 77.2 0.121 
125 72.9 0.111 
245 76.3 0.156 

4 28.1 45 M 
301 76.9 0.116 
359 78.1 0.182 
277 78.4 0.174 

5 26.7 56 M 
231 74.5 0.123 
93 72.1 0.193 
108 72.4 0.191 

6 32.1 35 F 
122 73.1 0.103 
133 73.1 0.109 
143 73.9 0.108 

7 33.5 43 F 
185 74.1 0.122 
164 73.9 0.133 
166 72.4 0.124 

8 29.8 42 F 
101 73.1 0.091 
91 72.9 0.094 
98 73 0.092 

9 23.4 49 F 
144 74.1 0.091 
187 77.8 0.098 
145 77.4 0.092 

10 32.6 37 M 
190 76.3 0.109 
123 75.6 0.106 
144 76.1 0.11 

11 36.1 72 M 
102 72.4 0.111 
300 77.3 0.11 
340 77.9 0.113 

12 34.6 67 M 
390 77.8 0.189 
331 77.3 0.188 
301 77 0.177 

13 21.4 63 M 
210 74.9 0.109 
243 75.2 0.101 
226 75.1 0.105 

14 22.5 68 M 
189 74.2 0.195 
130 73.4 0.196 
210 74.4 0.179 

15 23.8 54 M 
221 75.3 0.109 
289 75.9 0.11 
234 75.2 0.112 
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Measured glucose influence on the proposed sensor  

perforMance.
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Fig.6: (a) Experimental setup and (b) RF rectifier performance. 

IV. NEURAL NETWORK IMPLEMENTATION 
In this section, the variation in the measured S21 magnitude 

from is performed. The S21 variation with respect to the glucose 
level normalization are evaluated from measurement data. In 
such data, the detection process is performed according to the 
S21 change. For this, a comparison study between measured data 
is conducted to realize the trade-line regressions for 
measurements with a negative slop as seen in Fig.7. 

 
Fig.7: A comparison study between measured points. 

 
This study used the instances from Table II to derive the 

input data. The samples are categorized into training and testing 
sets. To find the best performance index (P.I.) for the ANN, the 
number of neurons, epochs, and learning rate will be changed. 
The neural network will then be trained five times, and the 
results will be averaged. There is one buried layer containing 
three neurons. The learning rate is set at 0.001, with a total of 
88 epochs. The mean P.I. of this network is 76.32%. The 
MATLAB code is used to categorize the input data from 

regression, demonstrating the categorization of the data based 
on their respective categories. The input data in this category is 
classified by the neural network into three periods, mostly 
based on the regression rate. In this categorization, the first third 
of the input data is designated as low glucose level. The second 
interval pertains to the intermediate glucose concentration. The 
last interval is regarded for elevated glucose levels. Figure 8 
demonstrates that the data regression aligns very well with the 
output data. Furthermore, the regression topic is notably 
relevant; the suggested sensor, based on the neural network, 
achieves exceptional alignment with classifications at both low 
and high glucose levels. This finding is confined to intermediate 
values, which may result in significant inaccuracy. To provide 
an effective solution, more data points are necessary to identify 
the optimal fit for this period. It is noteworthy that the disparity 
in the intermediate period is shown in Fig. 7, which depicts a 
breakpoint in the center of the values from the simulation that 
aligns with the actual data. Table III enumerates the optimal 
values achieved for the most frequently used neural network 
parameters. 

Fig.8: Findings from the regression analysis. 

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 

 

5 

 
(a) 

 
(b) 

Fig.6: (a) Experimental setup and (b) RF rectifier performance. 

IV. NEURAL NETWORK IMPLEMENTATION 
In this section, the variation in the measured S21 magnitude 

from is performed. The S21 variation with respect to the glucose 
level normalization are evaluated from measurement data. In 
such data, the detection process is performed according to the 
S21 change. For this, a comparison study between measured data 
is conducted to realize the trade-line regressions for 
measurements with a negative slop as seen in Fig.7. 
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aligns with the actual data. Table III enumerates the optimal 
values achieved for the most frequently used neural network 
parameters. 
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Table III: NN parameters 

NN parameters NN for simulation 
Number of Input layer nodes 5 
Number of Hidden layer nodes 3 
Number of Output Layer nodes 1 
Transfer function logsig 
Training function pureline 
Learning rate 0.001 
Maximum number of Epochs 88 

 
Finally, the proposed sensor is compared to the relatives 

published in the literature as listed in Table IV. The proposed 
work is compared interms of Q-factor, sensing type, and 
frequency. It is found that the proposed sensor provides the 
highest Q-factor with a resonance frequency of 1.22GHz. This 
frequency band is highly suitable for biomedical applications, 
particularly glucose level detection. Because it can balance 
penetration depth, sensitivity, and signal integrity, the 1.22GHz 
frequency is perfect for biomedical applications that need to 
find glucose levels [12]. Its dielectric properties, which vary 
with frequency, make it easier to detect variations in glucose 
concentrations. The frequency also keeps signal loss to a 
minimum, which makes it possible to use a non-invasive 
method that is still sensitive to changes in glucose levels. 
Additionally, it offers biomedical safety and non-invasiveness, 
as it doesn't require direct contact with blood. The high-Q 
sensor at 1.22GHz allows for compact microwave sensors with 
strong resonance characteristics, improving measurement 
precision. 

 
Table IV: A comparison between the proposed sensor and other published 

results 

Ref. Q-factor Sensing Fo/GHz 
[4] 280 Solid 2.4 
[5] 407.34 Solid 2.2 
[6] 345 Solid 3.2 
[7] 652 Solid 2.22 
[8] 446, 506 Solid 2.5 and 3.9 
[9] 458 Solid 1.5 

[10] 662 Solid 2.4 
[11] 265 Liquid 2.45 
[12] 398 Liquid 1.8, 2.45, and 3.5 
[13] 425 Liquid 5.3 and 5.8 
[14] 280, 160 Liquid 5.76 and 7.85 
[15] 111.56, 21.39 Liquid 2.45 and 5.8 
[16] 286.5 Powder 1 to 3 
[17] 385.6 Powder 1.0–3 

The proposed work 794.7 Liquid 1.22 
   

V. CONCLUSION 
The proposed sensor design utilizes a microwave resonator 

based on the CRLH structure of Hilbert geometry. It is tested 
with glucose from 11 different patients, and the way it works 
involves a new way of using an LDR part that makes the sensor 
work differently when the amount of glucose changes. We 
attribute this change to the transparency of the glucose under 
test, which alters the frequency shift and S21 magnitude. The 
writers found that the ratio in the S21 magnitude is critical at 
1.22GHz with linear variation. Because of the linear variation, 
the authors believe that this design is ideal for sensing. The 
proposed sensor circuit model is used to see what happens when 
the proposed sensor parts are added, and the outcomes are 
contrasted with the actual outcomes that were measured. We 
numerically test the sensor's performance using CST MWS and 
validate it with ADS. It was solved analytically with circuit 
model analysis, and the suggested sensor works in a straight 
line, but the way it works changes depending on what is being 
tested. Transmission line technology forms the suggested 
sensor. It has a transmission line that is linked to an RLC 
network, set up as an IDC in series with a CSI, and linked 
directly to an LDR. The sensor operates at 1.22GHz and detects 
water introductions successfully by changing the S21 
magnitude directly. 
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I. INTRODUCTION 
n the era of globalization, contemporary networks encounter 
a significant upswing in traffic demand. To meet the specific 
demands of cellular systems, these networks are strategically 

deployed over short distances. Additionally, wireless Local 
Area Networks (WLANs) are ubiquitously employed in various 
locations to address connectivity needs. The growing popularity 
of mobile broadband services and the introduction of new 
concepts like machine-to-machine (M2M) and the Internet of 
Things (IoT) are also responsible for the rise in wireless traffic. 
In daily routine, consumers are more likely to rely severely on 
mobile data due to the widespread of cellular services. Our 
living standards have increased thanks to the greater potential 
that the 3G, 4G, and 5G have brought forth, such high data rates 
and minimal latency. The improved feature in new generations 
[1], has enabled users to do online gaming, video calls, and 
engagement on social media platforms such as Twitter, 
Instagram, and Facebook. The whole world is going to be 
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connected by mobile devices with the evolution of networks in 
upcoming years. The advancement or the evolution of mobile 
network is evident from the increasing number of mobile 
devices, large connectivity, high data traffic, and increased 
widespread mobile applications. The massive MIMO technique 
is one of the important technologies for future 5G or 6G 
networks. The large number of antennas at BS is basically the 
expansion of conventional MIMO system which provide 
increased throughput and enhanced spectral efficiency. The 
essence of this technology lies in the integration of antennas, 
radios, and accessible spectrums to allow higher speed and 
capacity for the upcoming 5G era [2]. Considering its ability to 
boost throughput and spectral efficiency, massive MIMO is 
currently regarded as a technology that will be required for 
upcoming wireless standards [3], [4]. The crucial aspect lies in 
the substantial array gain achieved by massive MIMO through 
the utilization of a significant number of antennas [4]. One key 
technological advancement that makes 5G and advanced 
networks possible is massive MIMO. Massive MIMO and 
intelligent sensing systems are closely related because 
intelligent sensing systems mainly depend on 5G and beyond 
networks to operate. 

 
Conventional multi-access methods for collecting data 

from multiple smart sensors are very unfeasible and result in 
decreased reliability, low data rates, and high latency. However, 
Massive MIMO is excellent at detecting data from several 
sensor transmissions at once, drastically cutting latency, and 
giving sensors higher data rates and more stable connections. 
This is due to its extensive beam forming and multiplexing 
capabilities. The real-time transmission of data gathered by 
smart sensors to central monitoring hubs is expected to be made 
possible by massive MIMO systems. This will enable a variety 
of applications, including intelligent highways, innovative 
buildings, autonomous vehicles, remote healthcare, smart grids, 
advanced antennas, and environmental monitoring. 
 

Fig. 1 shows the number of connected devices and data traffic 
for each year from 2020 to 2030, and it is evident that both the 
number of devices per person and data traffic are steadily rising 
each year. 

 

Third author is associated Iqra University, Karachi, Pakistan (e-mail: 
sadiq.rehman@iqra.edu.pk).  

Fourth author is associated Hamdard University, Karachi, Pakistan (e-mail: 
halar.mustafa@hamdard.edu.pk).  

 
 

Constrained LS Channel Estimation for Massive 
MIMO Communication Systems 

Muhammad Ahsan Shaikh, Tayyab Ahmed Shaikh, Sadiq ur Rehman, and Halar Mustafa  

I 

 1 

 
Abstract— In recent years, the manufacturing of mobile and 

IoT devices has increased dramatically. For the service provider, 
the requirement for high throughput and extensive connectivity 
became a major obstacle. In B5G and 6G, different advanced 
technologies have been introduced to cater demands of users 
effectively. One of the most important technologies of next-
generation networks is massive MIMO systems. In multiuser 
communication systems, transmission and reception of signals 
occur simultaneously which creates multiuser interference (MUI). 
The presence of MUI in the system is the major challenge for the 
effective operation of massive MIMO receivers. The influence of 
MUI must be minimized using a channel estimation technique in 
order to fully utilize the capabilities of a massive MIMO system. 
This work proposes the constrained least square (LS) channel 
estimate technique to improve the massive MIMO downlink 
system's overall performance. The Mean Square Error shows that 
the unconstrained LS performance is poor as compared to the 
constrained LS channel estimation. Additionally, the effectiveness 
of the proposed constraint LS channel estimate is assessed in 
communication systems using varying transmission antennas at 
the base station and number of users.
 

Index Terms— Massive MIMO, Channel Estimation, B5G, MUI, 
Least Square
 

I. INTRODUCTION 
n the era of globalization, contemporary networks encounter 
a significant upswing in traffic demand. To meet the specific 
demands of cellular systems, these networks are strategically 

deployed over short distances. Additionally, wireless Local 
Area Networks (WLANs) are ubiquitously employed in various 
locations to address connectivity needs. The growing popularity 
of mobile broadband services and the introduction of new 
concepts like machine-to-machine (M2M) and the Internet of 
Things (IoT) are also responsible for the rise in wireless traffic. 
In daily routine, consumers are more likely to rely severely on 
mobile data due to the widespread of cellular services. Our 
living standards have increased thanks to the greater potential 
that the 3G, 4G, and 5G have brought forth, such high data rates 
and minimal latency. The improved feature in new generations 
[1], has enabled users to do online gaming, video calls, and 
engagement on social media platforms such as Twitter, 
Instagram, and Facebook. The whole world is going to be 
 

 The authors acknowledge the support of the Hamdard University, Karachi, 
Pakistan, in facilitating this research. 

First author is associated Hamdard University, Karachi, Pakistan (e-mail: 
muhammad.ahsan@hamdard.edu.pk).  

Second author is affiliated Hamdard University, Karachi, Pakistan (e-mail: 
tayyab.ahmed@hamdard.edu.pk).  

connected by mobile devices with the evolution of networks in 
upcoming years. The advancement or the evolution of mobile 
network is evident from the increasing number of mobile 
devices, large connectivity, high data traffic, and increased 
widespread mobile applications. The massive MIMO technique 
is one of the important technologies for future 5G or 6G 
networks. The large number of antennas at BS is basically the 
expansion of conventional MIMO system which provide 
increased throughput and enhanced spectral efficiency. The 
essence of this technology lies in the integration of antennas, 
radios, and accessible spectrums to allow higher speed and 
capacity for the upcoming 5G era [2]. Considering its ability to 
boost throughput and spectral efficiency, massive MIMO is 
currently regarded as a technology that will be required for 
upcoming wireless standards [3], [4]. The crucial aspect lies in 
the substantial array gain achieved by massive MIMO through 
the utilization of a significant number of antennas [4]. One key 
technological advancement that makes 5G and advanced 
networks possible is massive MIMO. Massive MIMO and 
intelligent sensing systems are closely related because 
intelligent sensing systems mainly depend on 5G and beyond 
networks to operate. 

 
Conventional multi-access methods for collecting data 

from multiple smart sensors are very unfeasible and result in 
decreased reliability, low data rates, and high latency. However, 
Massive MIMO is excellent at detecting data from several 
sensor transmissions at once, drastically cutting latency, and 
giving sensors higher data rates and more stable connections. 
This is due to its extensive beam forming and multiplexing 
capabilities. The real-time transmission of data gathered by 
smart sensors to central monitoring hubs is expected to be made 
possible by massive MIMO systems. This will enable a variety 
of applications, including intelligent highways, innovative 
buildings, autonomous vehicles, remote healthcare, smart grids, 
advanced antennas, and environmental monitoring. 
 

Fig. 1 shows the number of connected devices and data traffic 
for each year from 2020 to 2030, and it is evident that both the 
number of devices per person and data traffic are steadily rising 
each year. 

 

Third author is associated Iqra University, Karachi, Pakistan (e-mail: 
sadiq.rehman@iqra.edu.pk).  

Fourth author is associated Hamdard University, Karachi, Pakistan (e-mail: 
halar.mustafa@hamdard.edu.pk).  

 
 

Constrained LS Channel Estimation for Massive 
MIMO Communication Systems 

Muhammad Ahsan Shaikh, Tayyab Ahmed Shaikh, Sadiq ur Rehman, and Halar Mustafa  

I 

 1 

 
Abstract— In recent years, the manufacturing of mobile and 

IoT devices has increased dramatically. For the service provider, 
the requirement for high throughput and extensive connectivity 
became a major obstacle. In B5G and 6G, different advanced 
technologies have been introduced to cater demands of users 
effectively. One of the most important technologies of next-
generation networks is massive MIMO systems. In multiuser 
communication systems, transmission and reception of signals 
occur simultaneously which creates multiuser interference (MUI). 
The presence of MUI in the system is the major challenge for the 
effective operation of massive MIMO receivers. The influence of 
MUI must be minimized using a channel estimation technique in 
order to fully utilize the capabilities of a massive MIMO system. 
This work proposes the constrained least square (LS) channel 
estimate technique to improve the massive MIMO downlink 
system's overall performance. The Mean Square Error shows that 
the unconstrained LS performance is poor as compared to the 
constrained LS channel estimation. Additionally, the effectiveness 
of the proposed constraint LS channel estimate is assessed in 
communication systems using varying transmission antennas at 
the base station and number of users.
 

Index Terms— Massive MIMO, Channel Estimation, B5G, MUI, 
Least Square
 

I. INTRODUCTION 
n the era of globalization, contemporary networks encounter 
a significant upswing in traffic demand. To meet the specific 
demands of cellular systems, these networks are strategically 

deployed over short distances. Additionally, wireless Local 
Area Networks (WLANs) are ubiquitously employed in various 
locations to address connectivity needs. The growing popularity 
of mobile broadband services and the introduction of new 
concepts like machine-to-machine (M2M) and the Internet of 
Things (IoT) are also responsible for the rise in wireless traffic. 
In daily routine, consumers are more likely to rely severely on 
mobile data due to the widespread of cellular services. Our 
living standards have increased thanks to the greater potential 
that the 3G, 4G, and 5G have brought forth, such high data rates 
and minimal latency. The improved feature in new generations 
[1], has enabled users to do online gaming, video calls, and 
engagement on social media platforms such as Twitter, 
Instagram, and Facebook. The whole world is going to be 
 

 The authors acknowledge the support of the Hamdard University, Karachi, 
Pakistan, in facilitating this research. 

First author is associated Hamdard University, Karachi, Pakistan (e-mail: 
muhammad.ahsan@hamdard.edu.pk).  

Second author is affiliated Hamdard University, Karachi, Pakistan (e-mail: 
tayyab.ahmed@hamdard.edu.pk).  

connected by mobile devices with the evolution of networks in 
upcoming years. The advancement or the evolution of mobile 
network is evident from the increasing number of mobile 
devices, large connectivity, high data traffic, and increased 
widespread mobile applications. The massive MIMO technique 
is one of the important technologies for future 5G or 6G 
networks. The large number of antennas at BS is basically the 
expansion of conventional MIMO system which provide 
increased throughput and enhanced spectral efficiency. The 
essence of this technology lies in the integration of antennas, 
radios, and accessible spectrums to allow higher speed and 
capacity for the upcoming 5G era [2]. Considering its ability to 
boost throughput and spectral efficiency, massive MIMO is 
currently regarded as a technology that will be required for 
upcoming wireless standards [3], [4]. The crucial aspect lies in 
the substantial array gain achieved by massive MIMO through 
the utilization of a significant number of antennas [4]. One key 
technological advancement that makes 5G and advanced 
networks possible is massive MIMO. Massive MIMO and 
intelligent sensing systems are closely related because 
intelligent sensing systems mainly depend on 5G and beyond 
networks to operate. 

 
Conventional multi-access methods for collecting data 

from multiple smart sensors are very unfeasible and result in 
decreased reliability, low data rates, and high latency. However, 
Massive MIMO is excellent at detecting data from several 
sensor transmissions at once, drastically cutting latency, and 
giving sensors higher data rates and more stable connections. 
This is due to its extensive beam forming and multiplexing 
capabilities. The real-time transmission of data gathered by 
smart sensors to central monitoring hubs is expected to be made 
possible by massive MIMO systems. This will enable a variety 
of applications, including intelligent highways, innovative 
buildings, autonomous vehicles, remote healthcare, smart grids, 
advanced antennas, and environmental monitoring. 
 

Fig. 1 shows the number of connected devices and data traffic 
for each year from 2020 to 2030, and it is evident that both the 
number of devices per person and data traffic are steadily rising 
each year. 

 

Third author is associated Iqra University, Karachi, Pakistan (e-mail: 
sadiq.rehman@iqra.edu.pk).  

Fourth author is associated Hamdard University, Karachi, Pakistan (e-mail: 
halar.mustafa@hamdard.edu.pk).  

 
 

Constrained LS Channel Estimation for Massive 
MIMO Communication Systems 

Muhammad Ahsan Shaikh, Tayyab Ahmed Shaikh, Sadiq ur Rehman, and Halar Mustafa  

I 
 1 

 
Abstract— In recent years, the manufacturing of mobile and 

IoT devices has increased dramatically. For the service provider, 
the requirement for high throughput and extensive connectivity 
became a major obstacle. In B5G and 6G, different advanced 
technologies have been introduced to cater demands of users 
effectively. One of the most important technologies of next-
generation networks is massive MIMO systems. In multiuser 
communication systems, transmission and reception of signals 
occur simultaneously which creates multiuser interference (MUI). 
The presence of MUI in the system is the major challenge for the 
effective operation of massive MIMO receivers. The influence of 
MUI must be minimized using a channel estimation technique in 
order to fully utilize the capabilities of a massive MIMO system. 
This work proposes the constrained least square (LS) channel 
estimate technique to improve the massive MIMO downlink 
system's overall performance. The Mean Square Error shows that 
the unconstrained LS performance is poor as compared to the 
constrained LS channel estimation. Additionally, the effectiveness 
of the proposed constraint LS channel estimate is assessed in 
communication systems using varying transmission antennas at 
the base station and number of users.
 

Index Terms— Massive MIMO, Channel Estimation, B5G, MUI, 
Least Square
 

I. INTRODUCTION 
n the era of globalization, contemporary networks encounter 
a significant upswing in traffic demand. To meet the specific 
demands of cellular systems, these networks are strategically 

deployed over short distances. Additionally, wireless Local 
Area Networks (WLANs) are ubiquitously employed in various 
locations to address connectivity needs. The growing popularity 
of mobile broadband services and the introduction of new 
concepts like machine-to-machine (M2M) and the Internet of 
Things (IoT) are also responsible for the rise in wireless traffic. 
In daily routine, consumers are more likely to rely severely on 
mobile data due to the widespread of cellular services. Our 
living standards have increased thanks to the greater potential 
that the 3G, 4G, and 5G have brought forth, such high data rates 
and minimal latency. The improved feature in new generations 
[1], has enabled users to do online gaming, video calls, and 
engagement on social media platforms such as Twitter, 
Instagram, and Facebook. The whole world is going to be 
 

 The authors acknowledge the support of the Hamdard University, Karachi, 
Pakistan, in facilitating this research. 

First author is associated Hamdard University, Karachi, Pakistan (e-mail: 
muhammad.ahsan@hamdard.edu.pk).  

Second author is affiliated Hamdard University, Karachi, Pakistan (e-mail: 
tayyab.ahmed@hamdard.edu.pk).  

connected by mobile devices with the evolution of networks in 
upcoming years. The advancement or the evolution of mobile 
network is evident from the increasing number of mobile 
devices, large connectivity, high data traffic, and increased 
widespread mobile applications. The massive MIMO technique 
is one of the important technologies for future 5G or 6G 
networks. The large number of antennas at BS is basically the 
expansion of conventional MIMO system which provide 
increased throughput and enhanced spectral efficiency. The 
essence of this technology lies in the integration of antennas, 
radios, and accessible spectrums to allow higher speed and 
capacity for the upcoming 5G era [2]. Considering its ability to 
boost throughput and spectral efficiency, massive MIMO is 
currently regarded as a technology that will be required for 
upcoming wireless standards [3], [4]. The crucial aspect lies in 
the substantial array gain achieved by massive MIMO through 
the utilization of a significant number of antennas [4]. One key 
technological advancement that makes 5G and advanced 
networks possible is massive MIMO. Massive MIMO and 
intelligent sensing systems are closely related because 
intelligent sensing systems mainly depend on 5G and beyond 
networks to operate. 

 
Conventional multi-access methods for collecting data 

from multiple smart sensors are very unfeasible and result in 
decreased reliability, low data rates, and high latency. However, 
Massive MIMO is excellent at detecting data from several 
sensor transmissions at once, drastically cutting latency, and 
giving sensors higher data rates and more stable connections. 
This is due to its extensive beam forming and multiplexing 
capabilities. The real-time transmission of data gathered by 
smart sensors to central monitoring hubs is expected to be made 
possible by massive MIMO systems. This will enable a variety 
of applications, including intelligent highways, innovative 
buildings, autonomous vehicles, remote healthcare, smart grids, 
advanced antennas, and environmental monitoring. 
 

Fig. 1 shows the number of connected devices and data traffic 
for each year from 2020 to 2030, and it is evident that both the 
number of devices per person and data traffic are steadily rising 
each year. 

 

Third author is associated Iqra University, Karachi, Pakistan (e-mail: 
sadiq.rehman@iqra.edu.pk).  

Fourth author is associated Hamdard University, Karachi, Pakistan (e-mail: 
halar.mustafa@hamdard.edu.pk).  

 
 

Constrained LS Channel Estimation for Massive 
MIMO Communication Systems 

Muhammad Ahsan Shaikh, Tayyab Ahmed Shaikh, Sadiq ur Rehman, and Halar Mustafa  

I 

 1 

 
Abstract— In recent years, the manufacturing of mobile and 

IoT devices has increased dramatically. For the service provider, 
the requirement for high throughput and extensive connectivity 
became a major obstacle. In B5G and 6G, different advanced 
technologies have been introduced to cater demands of users 
effectively. One of the most important technologies of next-
generation networks is massive MIMO systems. In multiuser 
communication systems, transmission and reception of signals 
occur simultaneously which creates multiuser interference (MUI). 
The presence of MUI in the system is the major challenge for the 
effective operation of massive MIMO receivers. The influence of 
MUI must be minimized using a channel estimation technique in 
order to fully utilize the capabilities of a massive MIMO system. 
This work proposes the constrained least square (LS) channel 
estimate technique to improve the massive MIMO downlink 
system's overall performance. The Mean Square Error shows that 
the unconstrained LS performance is poor as compared to the 
constrained LS channel estimation. Additionally, the effectiveness 
of the proposed constraint LS channel estimate is assessed in 
communication systems using varying transmission antennas at 
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Index Terms— Massive MIMO, Channel Estimation, B5G, MUI, 
Least Square
 

I. INTRODUCTION 
n the era of globalization, contemporary networks encounter 
a significant upswing in traffic demand. To meet the specific 
demands of cellular systems, these networks are strategically 

deployed over short distances. Additionally, wireless Local 
Area Networks (WLANs) are ubiquitously employed in various 
locations to address connectivity needs. The growing popularity 
of mobile broadband services and the introduction of new 
concepts like machine-to-machine (M2M) and the Internet of 
Things (IoT) are also responsible for the rise in wireless traffic. 
In daily routine, consumers are more likely to rely severely on 
mobile data due to the widespread of cellular services. Our 
living standards have increased thanks to the greater potential 
that the 3G, 4G, and 5G have brought forth, such high data rates 
and minimal latency. The improved feature in new generations 
[1], has enabled users to do online gaming, video calls, and 
engagement on social media platforms such as Twitter, 
Instagram, and Facebook. The whole world is going to be 
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connected by mobile devices with the evolution of networks in 
upcoming years. The advancement or the evolution of mobile 
network is evident from the increasing number of mobile 
devices, large connectivity, high data traffic, and increased 
widespread mobile applications. The massive MIMO technique 
is one of the important technologies for future 5G or 6G 
networks. The large number of antennas at BS is basically the 
expansion of conventional MIMO system which provide 
increased throughput and enhanced spectral efficiency. The 
essence of this technology lies in the integration of antennas, 
radios, and accessible spectrums to allow higher speed and 
capacity for the upcoming 5G era [2]. Considering its ability to 
boost throughput and spectral efficiency, massive MIMO is 
currently regarded as a technology that will be required for 
upcoming wireless standards [3], [4]. The crucial aspect lies in 
the substantial array gain achieved by massive MIMO through 
the utilization of a significant number of antennas [4]. One key 
technological advancement that makes 5G and advanced 
networks possible is massive MIMO. Massive MIMO and 
intelligent sensing systems are closely related because 
intelligent sensing systems mainly depend on 5G and beyond 
networks to operate. 

 
Conventional multi-access methods for collecting data 

from multiple smart sensors are very unfeasible and result in 
decreased reliability, low data rates, and high latency. However, 
Massive MIMO is excellent at detecting data from several 
sensor transmissions at once, drastically cutting latency, and 
giving sensors higher data rates and more stable connections. 
This is due to its extensive beam forming and multiplexing 
capabilities. The real-time transmission of data gathered by 
smart sensors to central monitoring hubs is expected to be made 
possible by massive MIMO systems. This will enable a variety 
of applications, including intelligent highways, innovative 
buildings, autonomous vehicles, remote healthcare, smart grids, 
advanced antennas, and environmental monitoring. 
 

Fig. 1 shows the number of connected devices and data traffic 
for each year from 2020 to 2030, and it is evident that both the 
number of devices per person and data traffic are steadily rising 
each year. 
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Fig. 1: Global mobile data traffic forecast for the period 2020 to 2030 [1].  
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proposed. The outcomes demonstrate that the suggested 
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algorithm.  The constrained algorithm is adopted from [5] for 
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channel estimation is a technique used to improve wireless 
communication system channel estimation accuracy while 
maintaining constraints pertaining to operational or physical 
characteristics of the system. 

 
The rest of the paper is organized below. The most recent 

advancements in massive MIMO communication are covered 
in Section 2, recent trends in channel estimation of massive 
MIMO is discussed in  Section  3, and the system  model  is 
explained in Section 4. Channel estimation is covered in 
Section 5, and the outcomes are covered in Section 6. Section 7 
concludes the entire paper. 
 

II. MASSIVE MIMO SYSTEMS 
MIMO techniques are a crucial component of 

contemporary wireless networks, and in order to achieve 
significant improvements in both spectral and energy 
efficiency, they have been used more and more in recent years 
[26]. SISO techniques were common before MIMO was 
adopted; these systems could not reliably sustain a great number 
of users due to their low throughput. Many MIMO 
technologies, including single-user MIMO (SU-MIMO), have 
been introduced to meet the growing demand from multiple 
users [6], [7], MU-MIMO [8] and network MIMO [9], [10] 
were created. But even with these state-of-the-art technologies, 
the demands are too great to meet on their own. The exponential 
increase in wireless users in recent years has resulted in trillions 
of data that need to be controlled with efficiency and 
dependability. Additionally, the use of billions of Internet of 
Things (IoT) devices for smart energy, smart healthcare, and 
smart homes contributes to the rise in data traffic. 

The 4G/LTE networks' existing MIMO technologies are 
inadequate to deal with this significant surge in traffic of data 

with the necessary speed and dependability. Massive MIMO 
technology is thus being investigated by the 5G network as a 
potential remedy for the problems brought on by the massive 
data traffic and the expanding user [3], [11]. The massive 
MIMO system has been studied extensively for its advantages 
[12]. One of the most important technologies for 5G and 6G is 
the massive MIMO communication technology. It is an 
advanced version of conventional MIMO, however in massive 
MIMO, thousands of antennas at the base station service tens of 
users [13]. In mm-Wave communication, antennas can be 
combined in a small area as compared to the microwave due to 
the small wavelength. Fig. 2 depicts the uplink and downlink 
massive MIMO system. Numerous antennas at the base station 
can create a directed beam for the intended user, allowing for 
great throughput at the user end with little interference to nearby 
users. When using massive MIMO instead of traditional MIMO 
systems, a high spectral efficiency is possible. Improved 
capacity and better signal quality are accomplished via 
numerous antennas, leading to sophisticated wireless 
communication systems [14]. The effect of rain on throughput 
is investigated in [27] and an AI-based solution is proposed to 
mitigate the effect of rain on throughput. The solar panel-based 
3D array antennas is investigated in [28] for MIMO 
applications and no negative effects on the antenna system 
performance.  
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TABLE I

CHANNEL ESTIMATION TECHNIQUES

Ref. System Model Channel Estimation Technique

[15] 
Uplink system model with 
Gaussian mixture model 
(GMM). 

Machine learning-based Channel 
Estimation. 

[16] Uplink training in flat 
Rayleigh fading channels. 

Maximum likelihood-based MMSE 
channel estimator. 

[17] Uplink XL-MIMO OFDM 
communication. 

Near-field XL-MIMO channel 
estimation schemes. 

[18] 
Massive MIMO system 
operating at millimeter 
waves using a lens array 

Channel Estimation based on Deep 
Learning. 

[19] Downlink massive MIMO 
system 

Compressive sensing-based channel 
estimation. 

[20] Down link massive MIMO Channel estimation based on block 
iterative support detection.  

[21] 
Rayleigh fading Downlink 
channel massive MIMO 
system model. 

There are two methods proposed: 
one makes use of a neural network 
with fully connected layers, and the 
other makes use of a CNN. 

[22] 
Narrowband flat block 
fading multiuser massive 
MIMO system. 

Suggested a method to streamline 
CSI acquisition and decrease pilot 
overhead 

[23] One-bit mmWave massive 
MIMO 

The Fisher information matrix 
(FIM) for these channel models. 

[24] 
millimeter-wave 
(mmWave) multiple-input 
multiple-output (MIMO) 
systems 

Channel estimation approach using 
an iterative reweighting log-sum 
constraint. 

[25] Multiuser massive MIMO 
uplink system 

Estimating Channels in Hybrid 
Massive MIMO Systems with 
Adaptive-Resolution ADCs. 

IV. SYSTEM MODEL 
 
In this paper, a downlink single-cell massive MIMO system 
with multiple base station antennas serving K single-antenna 
users simultaneously is examined given in Fig 3. 
 
      

Fig. 3: System Model.  

 

In this system model, antennas are arranged in an array linearly, 
which allows simplified design and implementation. The above 
arrangement is used to obtain enhanced beamforming. It will 
provide more coverage to the user available in the system in any 
direction. 

 

The signal that was received at time 𝑖𝑖 is shown below. 

 

𝑟𝑟(𝑖𝑖) =∑𝒖𝒖𝑘𝑘(𝑖𝑖𝑖𝑖𝑖 𝑖 𝑖𝑖(𝑖𝑖)
𝐾𝐾

𝑘𝑘𝑘𝑘
                         (1)  

where 𝒖𝒖𝑘𝑘(𝑖𝑖𝑖 = [𝑢𝑢𝑘𝑘(1), 𝑢𝑢𝑘𝑘(2), ⋯ , 𝑢𝑢𝑘𝑘(𝑀𝑀)], 𝑖𝑖 = 𝒉
ℎ𝑘
ℎ2
⋮
ℎ𝑀𝑀

], and 𝑖𝑖 is 

noise. 

In (1), desired user, interference, and noise can be written as 
follows  

𝑟𝑟(𝑖𝑖) = 𝒖𝒖𝑘(𝑖𝑖𝑖𝑖𝑖⏟  
desired

𝑖∑𝒖𝒖𝒌𝒌(𝑖𝑖𝑖𝑖𝑖
𝑲𝑲

𝒌𝒌𝑘𝒌𝒌⏟      
interference

𝑖 𝑖𝑖(𝑖𝑖𝑖⏟
noise

                (2) 

 

N is the number of samples used for the channel estimation 
procedure, and the variables in (2) can be specified as follows. 

𝒚𝒚 = 𝒉
𝑟𝑟(1)
𝑟𝑟(2)
⋮

𝑟𝑟(𝑁𝑁)
],   𝑼𝑼𝑘𝑘 = 𝒉

𝒖𝒖𝑘𝑘 (1)
𝒖𝒖𝑘𝑘(2)
⋮

𝒖𝒖𝑘𝑘(𝑁𝑁𝑖
], 𝒗𝒗 = 𝒉

𝑖𝑖(𝑣𝑖
𝑖𝑖(𝑣𝑖
⋮

𝑖𝑖(𝑁𝑁𝑖
] 

 

Now, (2) can be written as follows 

𝒚𝒚 = 𝑼𝑼𝑘𝑖𝑖 𝑖∑𝑼𝑼𝑘𝑘𝑖𝑖
𝐾𝐾

𝑘𝑘𝑘2
𝑖 𝒗𝒗                    (𝒗𝑖 

 

Now, (3) can also be written as 

𝒚𝒚 = 𝑼𝑼𝑖𝑖 𝑖 𝒗𝒗                             (4) 

 

Where 𝑼𝑼 is the sum of all 𝑼𝑼𝑘𝑘 

𝑼𝑼 =∑𝑼𝑼𝑘𝑘
𝐾𝐾

𝑘𝑘𝑘𝑘
                            (5) 
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V. CHANNEL ESTIMATION 

Since the estimated channel primarily determines overall 
system performance and error-free sent data detection, it is an 
essential component of wireless communication systems.  It is 
a well-known fact that the performance of any optimization 
goal improves by designing proper constraints on the 
optimization objective. This is due to the fact that the 
constraints restrict the search space for the optimization task 
and hence improves the convergence of the constrained 
optimization algorithm.  Therefore, the channel estimate in 
multiuser massive MIMO system, constrained and un-
constrained least square (LS) solution is designed. In this 
section LS based channel estimation technique is derived by 
considering different constraint such as when desired user pilots 
are known and when all the users pilot are known and results 
are compared to investigate the performance of each designed 
algorithms.  

A. Unconstrained LS (Least Square) when all users’ pilots 
are known 

We can assess it as follows by using the MSE as the 
cost function to be minimized 

𝐽𝐽 𝐽 𝐽𝐽 𝐽𝐽�̂�𝐽 − 𝐽𝐽𝐽2]                                (6)                                                        

 

Estimated channel can be written as 

�̂�𝐽 𝐽 𝑾𝑾𝐿𝐿𝐿𝐿𝒚𝒚                                      (𝒚)
                                                          

We can solve the norm and J expand as  

𝐽𝐽 𝐽 𝐽𝐽 𝐽𝐽�̂�𝐽 − 𝐽𝐽𝒉𝐻𝐻𝐽�̂�𝐽 − 𝐽𝐽𝒉]                      (𝒉)                                                      

 

Now substituting value of �̂�𝐽 from (7) 

𝐽𝐽 𝐽 𝐽𝐽[(𝑾𝑾𝐿𝐿𝐿𝐿𝒚𝒚 − 𝐽𝐽)𝐻𝐻(𝑾𝑾𝐿𝐿𝐿𝐿𝒚𝒚 − 𝐽𝐽)]          (9)                                                

 

Solving transpose, we get 

𝐽𝐽 𝐽 𝐽𝐽𝐽𝐽𝒚𝒚𝐻𝐻𝑾𝑾𝐿𝐿𝐿𝐿
𝐻𝐻 − 𝐽𝐽𝐻𝐻𝒉(𝑾𝑾𝐿𝐿𝐿𝐿𝒚𝒚 − 𝐽𝐽)]       (10)                             

 

Now substituting the value of y from equation (4) 

𝐽𝐽 𝐽 𝐽𝐽𝐽𝐽(𝐽𝐽𝐻𝐻𝑼𝑼𝐻𝐻 + 𝒗𝒗𝐻𝐻)𝑾𝑾𝐿𝐿𝐿𝐿
𝐻𝐻 − 𝐽𝐽𝐻𝐻}{𝑾𝑾𝐿𝐿𝐿𝐿(𝑼𝑼𝐽𝐽 + 𝒗𝒗) − 𝐽𝐽}]                             

(11) 

 

Solving 𝑾𝑾𝐿𝐿𝐿𝐿
𝐻𝐻and 𝑾𝑾𝐿𝐿𝐿𝐿 inside bracket we obtain  

𝐽𝐽 𝐽 𝐽𝐽𝐽𝐽𝐽𝐽𝐻𝐻𝑼𝑼𝐻𝐻𝑾𝑾𝐿𝐿𝐿𝐿
𝐻𝐻 + 𝒗𝒗𝐻𝐻𝑾𝑾𝐿𝐿𝐿𝐿

𝐻𝐻 − 𝐽𝐽𝐻𝐻}{𝑾𝑾𝐿𝐿𝐿𝐿𝑼𝑼𝐽𝐽 + 𝑾𝑾𝐿𝐿𝐿𝐿𝒗𝒗
− 𝐽𝐽}] 

 

Applying property of trace, we get,  

𝐽𝐽 𝐽 𝑇𝑇𝑇𝑇𝐽𝐽𝐽𝐽{(𝑾𝑾𝐿𝐿𝐿𝐿𝑼𝑼 − 𝑼𝑼𝑀𝑀)𝐽𝐽 + 𝑾𝑾𝐿𝐿𝐿𝐿𝒗𝒗}𝐽𝐽𝐽𝐻𝐻𝐽𝑼𝑼𝐻𝐻𝑾𝑾𝐿𝐿𝐿𝐿
𝐻𝐻 − 𝑼𝑼𝑀𝑀𝒉 +

𝒗𝒗𝐻𝐻𝑾𝑾𝐿𝐿𝐿𝐿
𝐻𝐻}]𝒉             (12) 

 

Rearranging the above equation, we receive 

𝐽𝐽 𝐽 𝑇𝑇𝑇𝑇 ((𝑾𝑾𝐿𝐿𝐿𝐿𝑼𝑼 − 𝑼𝑼𝑀𝑀)𝐽𝐽[𝐽𝐽𝐽𝐽𝐻𝐻]𝐽𝑼𝑼𝐻𝐻𝑾𝑾𝐿𝐿𝐿𝐿
𝐻𝐻 − 𝑼𝑼𝑀𝑀𝒉) +

𝑇𝑇𝑇𝑇𝐽𝑾𝑾𝐿𝐿𝐿𝐿𝐽𝐽[𝒗𝒗𝒗𝒗𝐻𝐻]𝑾𝑾𝐿𝐿𝐿𝐿
𝐻𝐻𝒉                (13)  

Since 𝐽𝐽[𝐽𝐽𝐽𝐽𝐻𝐻] 𝐽 𝑼𝑼𝑀𝑀 and 𝐽𝐽[𝒗𝒗𝒗𝒗𝐻𝐻] 𝐽 𝜎𝜎𝑛𝑛
2𝑼𝑼𝑁𝑁 

Therefore,   

 
   𝐽𝐽 𝐽 𝑇𝑇𝑇𝑇 ((𝑾𝑾𝐿𝐿𝐿𝐿𝑼𝑼 − 𝑼𝑼𝑀𝑀)𝑼𝑼𝑀𝑀𝐽𝑼𝑼𝐻𝐻𝑾𝑾𝐿𝐿𝐿𝐿

𝐻𝐻 − 𝑼𝑼𝑀𝑀𝒉) +
𝑇𝑇𝑇𝑇𝐽𝑾𝑾𝐿𝐿𝐿𝐿𝜎𝜎𝑛𝑛

2𝑼𝑼𝑁𝑁𝑾𝑾𝐿𝐿𝐿𝐿
𝐻𝐻𝒉                   (14) 

 

After simplification we obtain  

𝐽𝐽 𝐽 𝑇𝑇𝑇𝑇 ((𝑾𝑾𝐿𝐿𝐿𝐿𝑼𝑼 − 𝑼𝑼𝑀𝑀)𝐽𝑼𝑼𝐻𝐻𝑾𝑾𝐿𝐿𝐿𝐿
𝐻𝐻 − 𝑼𝑼𝑀𝑀𝒉) +

𝜎𝜎𝑛𝑛
2𝑼𝑼𝑁𝑁𝑇𝑇𝑇𝑇𝐽𝑾𝑾𝐿𝐿𝐿𝐿𝑾𝑾𝐿𝐿𝐿𝐿

𝐻𝐻𝒉                                                             (15) 

 

Rearranging the above equation, we get 

𝐽𝐽 𝐽 𝑇𝑇𝑇𝑇𝐽𝑾𝑾𝐿𝐿𝐿𝐿𝑼𝑼𝑼𝑼𝐻𝐻𝑾𝑾𝐿𝐿𝐿𝐿
𝐻𝐻𝒉 − 𝑇𝑇𝑇𝑇(𝑾𝑾𝐿𝐿𝐿𝐿𝑼𝑼) − 𝑇𝑇𝑇𝑇𝐽𝑼𝑼𝐻𝐻𝑾𝑾𝐿𝐿𝐿𝐿

𝐻𝐻𝒉 +
𝑇𝑇𝑇𝑇(𝑼𝑼𝑀𝑀) + 𝜎𝜎𝑛𝑛

2𝑼𝑼𝑁𝑁𝑇𝑇𝑇𝑇𝐽𝑾𝑾𝐿𝐿𝐿𝐿𝑾𝑾𝐿𝐿𝐿𝐿
𝐻𝐻𝒉     (16)                                     

 

We determine the aforementioned cost function's gradient with 
respect to the weight matrix and set it to zero in order to identify 
the best solution. 

𝜕𝜕𝐽𝐽
𝜕𝜕𝑾𝑾𝐿𝐿𝐿𝐿

𝐻𝐻 𝐽 𝑾𝑾𝐿𝐿𝐿𝐿𝑼𝑼𝑼𝑼𝐻𝐻 − 𝟎𝟎 − 𝑼𝑼𝐻𝐻 + 𝟎𝟎 + 𝜎𝜎𝑛𝑛
2𝑼𝑼𝑁𝑁𝑾𝑾𝐿𝐿𝐿𝐿 𝐽 𝟎𝟎

Finally, we get the solution is, therefore, 

𝑾𝑾𝐿𝐿𝐿𝐿 𝐽 𝑼𝑼𝐻𝐻(𝑼𝑼𝑼𝑼𝐻𝐻 + 𝜎𝜎𝑛𝑛
2𝑼𝑼𝑁𝑁)−𝟏𝟏                         (1𝒚)

                                       

B. Constrained LS when only desired user’s pilot is known
 

In this case, we assume that 𝒖𝒖1is known and all 
other 𝒖𝒖𝑘𝑘’s are unknown. 

We apply the following constrained optimization  

min 𝐽𝐽 𝐽 𝐽𝐽𝐽�̃�𝐽�̃�𝐽𝐻𝐻] subject to 𝑾𝑾𝐶𝐶𝐿𝐿𝐿𝐿1𝑼𝑼1 𝐽 𝑼𝑼𝑀𝑀 

 

Where �̃�𝐽 𝐽 �̂�𝐽 − 𝐽𝐽
Before proceeding further, we define 

𝑧𝑧 𝑧 𝑧 𝑧𝑧𝑘𝑘ℎ + 𝑣𝑣
𝐾𝐾

𝑘𝑘𝑘2
                                (1𝒉) 
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                                                              Therefore, equation (3) becomes 

𝒚𝒚 𝒚 𝒚𝒚1𝒉𝒉 𝒉 𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉19)                                                                   

Consequently, the problem of limited optimization can be 
formulated as 

min 𝐽𝐽 𝒚 𝐽𝐽 𝐽𝐽�̂�𝒉 − 𝒉𝒉𝒉𝐽�̂�𝒉 − 𝒉𝒉𝒉𝐻𝐻] subject to 𝑾𝑾𝐶𝐶𝐶𝐶𝐶𝐶1𝒖𝒖1 𝒚 𝐼𝐼𝑀𝑀 

min 𝐽𝐽 𝒚 𝐽𝐽[𝒉𝑾𝑾𝐶𝐶𝐶𝐶𝐶𝐶1𝒚𝒚 − 𝒉𝒉)𝒉𝑾𝑾𝐶𝐶𝐶𝐶𝐶𝐶1𝒚𝒚 − 𝒉𝒉)𝐻𝐻]𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉20)                                           

Using the values of y and z, we get 

min 𝐽𝐽 𝒚 𝐽𝐽[𝒉𝑾𝑾𝐶𝐶𝐶𝐶𝐶𝐶1𝒖𝒖1𝒉𝒉 𝒉 𝑾𝑾𝐶𝐶𝐶𝐶𝐶𝐶1𝒉𝒉
− 𝒉𝒉)𝒉𝑾𝑾𝐶𝐶𝐶𝐶𝐶𝐶1𝒖𝒖1𝒉𝒉 𝒉 𝑾𝑾𝐶𝐶𝐶𝐶𝐶𝐶1𝒉𝒉 − 𝒉𝒉)𝐻𝐻] 

𝒚 𝐽𝐽[𝒉𝑾𝑾𝐶𝐶𝐶𝐶𝐶𝐶1𝒉𝒉)𝒉𝑾𝑾𝐶𝐶𝐶𝐶𝐶𝐶1𝒉𝒉)𝐻𝐻]since𝒉𝑾𝑾𝐶𝐶𝐶𝐶𝐶𝐶1𝒖𝒖1 𝒚 𝐼𝐼𝑀𝑀
𝒚 𝐽𝐽𝐸𝑾𝑾𝐶𝐶𝐶𝐶𝐶𝐶1𝒉𝒉𝒉𝒉𝐻𝐻𝑾𝑾𝐶𝐶𝐶𝐶𝐶𝐶1

𝐻𝐻]𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉21)                                                      

Rearranging above equation, we receive 

min 𝐽𝐽 𝒚 𝑾𝑾𝐶𝐶𝐶𝐶𝐶𝐶1𝒉𝐽𝐽[𝒉𝒉𝒉𝒉𝐻𝐻]𝑾𝑾𝐶𝐶𝐶𝐶𝐶𝐶1
𝐻𝐻

min 𝐽𝐽 𝒚 𝑾𝑾𝐶𝐶𝐶𝐶𝐶𝐶1𝑹𝑹𝑧𝑧𝑾𝑾𝐶𝐶𝐶𝐶𝐶𝐶1
𝐻𝐻𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉22)                                                              

The solution is well-known [5] and is given by 

𝑾𝑾𝐶𝐶𝐶𝐶𝐶𝐶1 𝒚 𝒉𝒚𝒚1
𝐻𝐻𝑹𝑹𝑧𝑧

−1𝒚𝒚1)−1𝒚𝒚1
𝐻𝐻𝑹𝑹𝑧𝑧

−1𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉23)                                                    

To find𝒉𝑹𝑹𝑧𝑧, we can evaluate it as  

𝑹𝑹𝑧𝑧 𝒚 𝐽𝐽[𝒉𝒉𝒉𝒉𝐻𝐻] 

𝑹𝑹𝑧𝑧 𝒚 𝑬𝑬 𝑬𝑬𝑬 𝒚𝒚𝑘𝑘𝒉𝒉
𝐾𝐾

𝑘𝑘𝑘𝑘
𝒉 𝒗𝒗𝒗𝑬𝑬 𝒚𝒚𝑘𝑘𝒉𝒉

𝐾𝐾

𝑘𝑘𝑘𝑘
𝒉 𝒗𝒗𝒗

𝐻𝐻

]𝒉𝒉𝒉𝒉𝒉𝒉24) 

                                   

𝑹𝑹𝑧𝑧 𝒚 𝐽𝐽 𝐸𝑬 𝒚𝒚𝑘𝑘

𝐾𝐾

𝑘𝑘𝑘𝑘
𝐽𝐽[𝒉𝒉𝒉𝒉𝐻𝐻] 𝑬 𝒚𝒚𝑯𝑯

𝑘𝑘

𝐾𝐾

𝑘𝑘𝑘𝑘
] 𝒉 𝐽𝐽[𝒗𝒗𝒗𝒗𝐻𝐻]𝒉𝒉𝒉𝒉𝒉25) 

Applying estimates, we get 

𝑹𝑹𝑧𝑧 𝒚 𝑬𝑬 𝐸𝑬𝑬 𝒚𝒚𝑘𝑘

𝐾𝐾

𝑘𝑘𝑘𝑘
𝒗 𝐼𝐼𝑀𝑀 𝑬𝑬 𝒚𝒚𝑯𝑯

𝑘𝑘

𝐾𝐾

𝑘𝑘𝑘𝑘
𝒗] 𝒉𝒉 𝜎𝜎𝑛𝑛

𝑘𝐼𝐼𝑁𝑁 

𝑹𝑹𝑧𝑧 𝒚 𝑬 𝐽𝐽[𝒚𝒚𝑘𝑘𝒚𝒚𝑯𝑯
𝑘𝑘]

𝐾𝐾

𝑘𝑘𝑘𝑘
𝒉 𝜎𝜎𝑛𝑛

𝑘𝐼𝐼𝑁𝑁 

𝑹𝑹𝑧𝑧 𝒚 𝑬 𝑹𝑹𝑢𝑢𝑘𝑘

𝐾𝐾

𝑘𝑘𝑘𝑘
𝒉 𝜎𝜎𝑛𝑛

𝑘𝐼𝐼𝑁𝑁𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉26) 

 

 

 

 

                                                           

Where 

𝑹𝑹𝑢𝑢𝑘𝑘 𝒚 𝐽𝐽[𝒚𝒚𝑘𝑘𝒚𝒚𝑯𝑯
𝑘𝑘]

𝒚 𝐽𝐽

[
 
 
 
 
[
𝒖𝒖𝑘𝑘𝒉1)
𝒖𝒖𝑘𝑘𝒉2)

⋮
𝒖𝒖𝑘𝑘𝒉𝑁𝑁)

] [𝒖𝒖𝑯𝑯
𝑘𝑘𝒉1)𝒖𝒖𝑯𝑯

𝑘𝑘𝒉2) …𝒉𝒖𝒖𝑯𝑯
𝑘𝑘𝒉𝑁𝑁)]

]
 
 
 
 
𝒉𝒉𝒉𝒉𝒉𝒉𝒉 

𝒉𝒚 𝑇𝑇𝑇𝑇𝒉𝑹𝑹𝑘𝑘)𝐼𝐼𝑁𝑁𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉27)                                                                 
 
 

C. Constrained LS when all users’ pilots are known 
 
     In this section, we designed another constrained LS solution 
for the channel estimation by utilizing the knowledge of all the 
users’ pilots. For this purpose, we use the combined pilot matrix 
𝒚𝒚 to formulate the constrained LS problem as follows 

min 𝐽𝐽 𝒚 𝐽𝐽 𝐽𝐽�̂�𝒉 − 𝒉𝒉𝐽𝑘] subject to 𝑾𝑾𝐶𝐶𝐶𝐶𝐶𝐶𝑘𝒚𝒚 𝒚 𝐼𝐼𝑀𝑀 

𝐽𝐽 𝒚 𝐽𝐽[𝒉𝑾𝑾𝐶𝐶𝐶𝐶𝐶𝐶𝑘𝒉𝒚𝒚𝒉𝒉 𝒉 𝒗𝒗) − 𝒉𝒉)𝒉𝑾𝑾𝐶𝐶𝐶𝐶𝐶𝐶𝑘𝒉𝒚𝒚𝒉𝒉 𝒉 𝒗𝒗) − 𝒉𝒉)𝐻𝐻]𝒉𝒉28)                            

Simplifying we get 

𝐽𝐽 𝒚 𝐽𝐽[𝒉𝑾𝑾𝐶𝐶𝐶𝐶𝐶𝐶𝑘𝒗𝒗)𝒉𝑾𝑾𝐶𝐶𝐶𝐶𝐶𝐶𝑘𝒗𝒗)𝐻𝐻]𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉29)                                             

 

Applying estimate, we get 

𝐽𝐽 𝒚 𝑾𝑾𝐶𝐶𝐶𝐶𝐶𝐶𝑘𝑹𝑹𝑣𝑣𝑾𝑾𝐶𝐶𝐶𝐶𝐶𝐶𝑘
𝐻𝐻, where 𝑹𝑹𝑣𝑣 𝒚 𝜎𝜎𝑛𝑛

𝑘𝐼𝐼𝑁𝑁𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉30)                                   

 

Finally, solution of equation is 

𝑾𝑾𝐶𝐶𝐶𝐶𝐶𝐶𝑘 𝒚 𝐽𝒚𝒚𝑹𝑹𝑣𝑣
−𝟏𝟏𝒚𝒚𝒉−𝟏𝟏𝒚𝒚𝐻𝐻𝑹𝑹𝑣𝑣

−𝟏𝟏𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉31)  

                                          

VI. RESULTS AND ANALYSIS 

Simulation of constrained and unconstrained channel 
estimation is carried out to verify our three solutions. The 
graphs, in Fig. 3, show the results for LS for following three 
situations:  

 
(i) Constrained LS when only desired user pilot is known 
(ii) Unconstrained LS when all users’ pilots are known 
(iii) Constrained LS when all users’ pilots are known 
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Fig. 4. Constrained LS and Unconstrained LS Algorithm. 

 
     In Fig 4, constrained LS with desired user pilot and 
constrained LS with all pilots are known compared with 
unconstrained LS when all pilots are known. The curves show 
that the constrained LS with all known pilots performs better 
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