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Abstract—The advent of 2D graphical user interfaces in the
1980s shifted user interactions from line-based terminals to icon-
based interfaces. As smartphones emerged in the 2010s, portable
2D graphical interfaces became a reality, liberating users from
being confined to a single location when accessing digital
services. These transformations have profoundly altered our
understanding of digital information systems, with impacts that
cannot be easily quantified. Current advancements in virtual
and augmented reality (VR/AR), the Internet of Things (IoT),
and artificial intelligence (AI) are on the verge of ushering in the
next significant leap in cognitive expansion, introducing portable
and highly contextual spatial interfaces, also sometimes referred
to as Digital Realities (DRs). As a result, users now anticipate the
ability to engage with an increasing array and variety of digital
content in ways that are more contextualized and tailored to
their needs, taking into account factors such as time, location,
personalized goals and user-specific histories. In this paper, we
aim to give an overview of cognitive aspects relevant to content
integration and management specifically in DR environments,
and to propose solutions and / or best practices to address them.
Our discussion is centered around a paradigm called the Doing-
When-Seeing (DWS) paradigm, which we propose for the design
of Digital Reality interfaces. We demonstrate the applicability
of this paradigm to the design of interfaces for creating content,
organizing content, and semantically representing and retrieving
content within 3D Digital Reality environments.

Index Terms—content management; digital reality; cognitive
aspects of virtual reality

I. INTRODUCTION

Technological development has played a significant role in
shaping human civilization, from the earliest tools and ma-
chines to the modern-day innovations that are transforming the
world [1], [2], [3]. Two of the most prominent technological
trends in recent years is the rise of artificial intelligence —
including machine learning and deep learning — on the one
hand [4], [5], and advances in 3D spatial technologies on the
other [6]. Machine learning and deep learning technologies
are being used across industries to analyze data, automate
processes, and make predictions [7] — a tendency motivated
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by multiple factors, including the need for more automation,
the desire to improve decision-making, and the need to ac-
complish this in the face of a growing volume of information.
In turn, virtual reality and other 3D spatial technologies —
including even 3D digital twins — have been shown to be
instrumental tools in presenting users with more information at
a lower cognitive load, thereby increasing the interpretability
of complex physical-digital scenarios [8], [9], [10], [11]. The
merging of these fields is rapidly leading to new synergies, as
demonstrated for example in the definition of Digital Reality
and Internet of Digital Reality [12], [13].

A key challenge in the use of digital realities is how to
provide users with the information they need at the right time
and location. Such questions are increasingly important due to
a confluence of multiple factors:

« With the growing prevalence of mobile as opposed to
desktop computing, users have become less tethered to
any single location; hence, context-aware information
retrieval is becoming the norm. This problem can be
referred to as finding the content set appropriate to the
given context;

« With the growth of data volume in users’ digital life, two
further trends can be observed:

— Users are increasingly motivated to organize and
manage their own information spaces; this means
that users expect to be able to curate and organize
their own digital content within their (3D) digital
applications instead of merely consuming content
created by others

— It is increasingly challenging to present to users
all of the information relevant to a given context,
which can be difficult to find (i.e., filter out based
on semantic relevance) and also risks inducing a high
cognitive load

Together, these two trends create the challenge of orga-
nizing content sets and making them amenable to intuitive
exploration.

With respect to the first factor — i.e., the need for context-
aware content curation — 3D digital environments can be
hugely effective, as they are already spatial in nature, in
a way that closely mirrors human thinking through spatial
metaphors [6]. To formulate this in everyday terms: A 3D
virtual classroom environment can be easily conceptually as-
sociated with the activity of learning; while a 3D virtual home
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cinema environment can be easily conceptually associated with
leisurely activities such as watching films or listening to music.
In this way, content relevant to an appropriate context can be
easier to organize and retrieve [14].

The second factor — i.e., the data deluge that increasingly
surrounds users — also brings about a unique set of challenges,
especially when it comes to users inhabiting 3D virtual envi-
ronments. In this regard, key aspects range from the mechanics
of laying out content within a 3D virtual environment, all the
way to the high-level organization and retrieval of information
from large content sets. For example, a 3D virtual classroom
might host content sets relevant to a large variety of subjects.
Depending on the number of subjects available and the number
of lessons within each subject, the classroom as a physical
location might lose its relative importance, and the main
challenge would become finding the particular lesson a user
wants to work with at any given time. Clearly, there is a
tradeoff here between creating new spaces and adding content
to an existing space. However, even when adding new content
to an existing space, the question of what operations should
be available to users in helping them to lay out their content
is far from trivial.

In this paper, we introduce a paradigm which we refer
to as the “Doing-When-Seeing (DWS) paradigm”. DWS is
a generic design philosophy and methodology that can help
address a variety of challenges, including those of 3D content
layout creation, 3D content set organization, and contextual-
semantic content retrieval.

The paper is structured as follows. In Section II, we briefly
introduce some key nomenclature with respect to virtual reality
spaces that can help readers better understand the discussion
in later sections. In Section III, we introduce some of the
key cognitive challenges we have identified in the context
of 2D content integration and management in 3D digital
realities. This is followed by an introduction to the Doing-
When-Seeing paradigm, in Section IV. Finally, in Sections
V-VII, we demonstrate the viability of DWS by providing
examples of all of the aforementioned applications along with
a set of associated experimental validations.

II. KEY DEFINITIONS

To facilitate further discussions on the topic of 2D con-
tent integration and management, we introduce the following
terms:

Virtual camera: The unique viewpoint in a 3D virtual space
through which the 3D scene appears to the user’s eyes at
any given time. The virtual camera is characterized by a 3D
location (x,y,z spatial coordinates) and a spatial orientation
(determined by a 4-dimensional quaternion).

2D display panels (or 2D displays): Bounded rectangular
surfaces within a 3D space that are used to display 2D content,
including e.g. PDF files, webpages, images or videos. A 2D
display panel is characterized by its 3D location (X,y,z spatial
coordinates of its geometric center), a spatial orientation
(determined by a 4-dimensional quaternion), a width and a
height.

2D content layouts: Sets of 2D display panels appearing
in the same 3D space at the same time. One can think of a
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content layout as a project containing 2D documents that are
laid out on rectangular display panels in a 3D virtual space.

2D content integration and management: A set of tasks
associated with the specification, creation and retrieval of 2D
content layouts, together with their constituent 2D display
panels.

III. COGNITIVE CHALLENGES BEHIND 2D CONTENT
INTEGRATION AND MANAGEMENT

In this section, we provide a brief overview of key cognitive
challenges we have identified with respect to 2D content
integration and management in Digital Reality spaces.

A. Challenges associated with the creation of 2D display
panels

Based on an overview of the literature and currently widely
adopted best practices, we have identified two main challenges
that pertain to the creation of 2D display panels in particular,
which we refer to as the camera-object independence dilemma
and the lack of higher-order structural operations. These two
terms can be defined as follows:

o The term camera-object independence dilemma de-
scribes the tension that arises between the desire to
position 2D display panels in relation to the virtual
camera (as it is positioned and oriented at the current
point in time), and in relation to the surface normals of
3D objects within the environment. In particular, if the
location / orientation of the virtual camera is changed,
so as to enable the 2D display panels to be aligned with
the surface of an object more precisely, the former goal
— which relies on the camera pose remaining stationary —
is immediately undermined. This challenge is particularly
clear when a so-called 3D gizmo is used to edit the pose
and scale of objects in a 3D virtual scene. In this case, the
virtual camera either remains stationary, in which case it
is impossible to see whether the object being manipulated
is properly aligned with its surrounding objects; or the
camera viewpoint changes, in which case the user then
has to find a suitable location from which the gizmo can
be accessed again (Figure 1);

o The term lack of higher-order structural operations
describes the lack of support on many commonly used
interfaces for the intuitive manipulation of higher-order
structures within 2D content layouts. In particular, the
operations carried out during the creation of 2D display
panels and 2D content layouts can become tedious with-
out the ability to change the scale at which manipulations
can be made.

B. Challenges associated with content retrieval in digital
realities

Based on a literature review in [15], we have shown that an
overwhelming majority of current solutions towards semantic
document retrieval depend on predetermined semantic connec-
tions, either explicitly defined or extracted from human-created
datasets.
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Fig. 1. Example of a 3D gizmo used to change the position of an object in the scene. The camera-object independence dilemma is generated by the fact
that conceptually for the user, the camera and the object should be independent (allowing users to change their viewpoint in order to ascertain whether the
object being manipulated is properly aligned with its surroundings), whereas the use of the gizmo tethers the camera to the object and the 3D gizmo, making
it cumbersome to change the virtual camera orientation and to access the gizmo again.

However, it can be expected that users’ thinking and mem-
ory recall will often be guided by associative and episodic
factors. This means that, for instance, users will often recall
content sets based on memories of the time, location or topic
in the context of which they last accessed them. This suggests
that instead of relying exclusively on similarity of meaning, a
retrieval system might also rely on past episodes of interaction
as a surrogate for semantic similarity — including, for example,
by linking unsuccessful search entries to subsequent search
entries resulting in successful document retrieval. Such a
system would be capable of generating personalized, evolving
semantic labels through the course of its normal use.

When it comes to creating document store and retrieval
systems with adaptive semantic labels, we have identified the
following 3 challenges:

o syntactic saturation: the number of associations in a
semantic retrieval system reaches a point where several
search entries have a similar syntax, thereby becoming
easy for users to mistype;

o semantic saturation: the number of documents in a
semantic retrieval system reaches a point where several
documents have semantically similar search entries asso-
ciated with them;

o pragmatic saturation: provided that a semantic retrieval
system is configured so as to learn from user inputs (as
documents are being retrieved), an increasing number of
queries supplied to the system can result in a web of
associations so complex that it reduces the availability of
new semantic labels. We refer to this kind of saturation as
pragmatic because it relates to the way in which search
queries are entered into the system.

The three-fold problem of syntactic, semantic and prag-
matic saturation can be characterized — from a simplified
perspective — as problems having to do with “too many search
entries” (i.e., syntactic saturation), “foo many documents”

(i.e., semantic saturation), and “overfitting from too many user
interactions” (i.e., pragmatic saturation), respectively.

IV. THE DOING-WHEN-SEEING PARADIGM

We propose the Doing-When-Seeing (DWS) paradigm as a
general set of principles for the design of content management
related interactions in Digital Reality — including 3D virtual —
spaces.

The paradigm consists of the following types of operations,
which can be carried out in a loop, always executed in the
order 1 -2 —3orl— 3:

1) A set of selection operations, in which the user performs
an interaction that can serve as a uniquely identifiable
‘target’ during subsequent operations. Examples could
include the selection of an element or group of elements
on an interface (depending on the application domain),
or the submission of a keyword or search term in a text
box; in all of these cases, the element(s) or the text
entered can serve as a uniquely identifiable ‘target’;

2) A set of retrieval operations, in which the user ‘re-
trieves’ the previously selected ‘target’, thereby effect-
ing an operation in connection to it. Examples could
include duplicating the previously selected element, or
conceptually linking a previously entered text with a new
element.

3) A set of update operations, in which the user can
‘modify’ a previously selected ‘target’.

The name ‘Doing-When-Seeing’ arises from the logic of
these operations: one can only select as a target an entity
that one sees; and one can only perform retrieval or update
operations whenever one has seen and selected the target
entity.

At face value, DWS can simplify many operations from
a cognitive perspective because it removes the need to effect
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Fig. 2. Doing-When-Seeing operations proposed in [16] for creating and
editing 2D display panels.

changes that are not based on something that is already visible
or available to the user (here, visibility can be interpreted more
broadly as being in the purview of one’s cognition).

In the remainder of the paper, we demonstrate the applica-
bility and viability of DWS in the use cases outlined earlier
in the introduction.

V. EXAMPLE APPLICATIONS OF DWS: CREATING 2D
DISPLAY PANELS
A. Use of DWS to create 2D display panels

Using the Doing-When-Seeing paradigm, in [16] we pro-
posed a novel method that includes a set of operators cate-
gorized as selection operators, addition operators, placement
operators, manipulation operators, and persistence operators
for the editing of 2D display panels and 2D content layouts in
3D virtual spaces. The specific states and commands within
the workflow are shown in Figure 2.

Prior to accessing addition operators, the user needs to
choose a location and orientation. Since specifying orientations
can be challenging, the user can simply point the 3D cursor at
a surface within the space. Next, the user can issue the ‘Attach
to object’” command to create a new 2D display panel.

An alternative method to 2D display panel creation is to
select one or more existing panels, and to duplicate them
(‘Duplicate’ command). In this case, the position, orientation
and size of the existing panel will help determine the respective
parameters of the new panel (while orientation and size can
be kept, generally it is a good idea to place the new panel
directly beside the existing one).

Additionally, a 2D display panel that has just been selected,
or just been created can be further manipulated via the place-
ment and manipulation operators. These include the ‘Move’,
‘Rotate’, ‘Resize’, ‘Delete’ and ‘Pivot around centroid’ com-
mands — the latter enabling a group of panels to be rotated
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around a single point such that their relative positions and
orientations do not change.

We note that this interface design respects the principles
of the Doing-When-Seeing paradigm in that new 2D display
panels can only ever be created based on an existing panel
(‘Duplicate’) or an existing object and its surface normal
(‘Attach to object’). Since a 2D panel can never be created in
mid-air, the camera-object independence dilemma is circum-
vented, as the need for panel positions to be radically altered
is obviated.

B. Experimental validation

Through usability tests, we validated the proposed method
within 3 different VR spaces inside the MaxWhere VR Plat-
form. MaxWhere VR is an extensible desktop VR platform,
built over the OGRE graphical engine, that provides a dynamic
document model (known as the Where Object Model, or
WOM), together with a Javascript based API for creating
interactive 3D spaces. MaxWhere also provides a concept of
2D display panels, referred to as smartboards, which can hold
PDF files, audio-visual files, or any other web-based content
that could normally be rendered inside a Chrome browser.

Based on our experiments, we showed that the proposed
method and the operators it includes were all found to be
useful by users, and at the same time were sufficient for the
re-creation of existing 2D content layouts. We reported on this
experiment in detail in [16].

In the experiment, 10 test subjects were given the task of
re-creating existing 2D content layouts in 3 different virtual
reality spaces based on screenshot images of the original
layouts. Following the experiments, we validated the speed
and precision with which the layouts could be re-created.

Results showed that test subjects were able to re-create the
layouts at a rate of less than 45 seconds per 2D display panel,
and excepting outliers, at a root mean squared accuracy of less
than 20 cm in terms of 2D display panel position, as well as
less than 0.01 radians in terms of 2D display panel orientation.

The question of whether 45 seconds spent on the creation
of each individual 2D display panel is a long or short time can
be argued from many different perspectives. Nevertheless, in
post-experiment interviews, subjects found the editing method
to be intuitive and easy to use. Additionally, considering
other digital operations relevant to 2D content integration
and management, such as selection of appropriate documents,
selection of a location in which to place the documents or
navigation in the 3D space, in empirical terms 45 seconds is
not an inordinately long period of time.

VI. EXAMPLE APPLICATIONS OF DWS: CREATING 2D
CONTENT LAYOUTS

A. The concept of the 3D File System

Whereas in the previous section, we outlined a set of
operations in which individual 2D display panels could be
created and duplicated, we further extended the application of
the DWS paradigm to the duplication of existing 2D content
layouts as a higher-level entity [17]. This approach, if shown
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to be practical, would be an example of higher-order structural
operations.

The operations outlined in the previous section do in fact
include the selection of multiple 2D display panels and their
duplication as a unit. However, in [17], a further step was taken
in that existing groups of 2D layouts were associated with
a unique project name, along with other semantic attributes
such as topic, date and location at which the project was
created. Such metadata attributes can potentially help trigger
episodic memories, helping users to recall the project that
should be loaded for duplication. We labeled the proposed
concept as a “3-Dimensional File System”, and called our
proposed implementation the “MaxWhere File System v0.1”,
based on our reference implementation on the MaxWhere
Platform [17].

B. Experimental validation

Validating the viability of the proposed approach to du-
plicating 2D content layouts again raises some questions of
epistemology: after all, the question of whether it is faster
to duplicate (and then modify) an existing 2D content layout
than to create a new one based on individual 2D display panels
and their duplicate versions will depend on: a.) how many 2D
display panels are included in the layout, b.) how easy is it
to recall and retrieve the content layout — among many other
candidates — for duplication.

Clearly, no hard and fast rules can be formulated and there is
a tradeoff between the two extremes of duplicating complete
layouts and building new ones from scratch. However, it is
also possible to consider whether there are reasonable cases
where layout duplication can be faster. If the answer is yes, this
will provide an existence proof for the potential superiority of
higher-order structural operations.

To this end, we proposed a benchmark protocol for the stan-
dardized evaluation of layout creation methods. We showed
that while the benchmark protocol encapsulates a trade-off
between the time required to position individual display panels
(favoring layout duplication) and the time required to find
the appropriate layout to duplicate (favoring manual creation
of individual display panels), it can be used to derive an
existence proof for increased effectiveness of the proposed 3D
file system method in that it provides a set of viable use-case
scenarios for 2D content layout creation.

Using the proposed benchmark protocol, we gave an exis-
tence proof for the potential superiority of the proposed project
duplication method, by showing that users were able to create
new 2D content layouts based on existing layouts significantly
faster than when having to manually create each individual 2D
display panel. In the experiment, 3 conditions were compared:

o Scenario A (“no retrieval control group”): test subjects

were asked to create all content layouts anew

e Scenario B (“retrieval group”): in the case of some

content layouts, duplication of existing content sets was
allowed, but users were not told which content sets to
duplicate, only that they had to duplicate an already
existing layout

e Scenario C (“deep retrieval group”): similar to scenario

B, with the difference that test subjects could study the
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content and layout of each project for 2 minutes after
having created it

Table I shows the comparison between Scenarios A and B;
while Table II shows the comparison between Scenarios A and
C. Prior to the analysis, the normality of the data was con-
firmed using the Shapiro-Wilk test. Based on the comparisons,
then, an independent samples T-test revealed that the subjects
from the retrieval group achieved significantly lower creation
times per 2D display panel (N = 80, M = 72.725, SD = 15.290)
than subjects from the control group (N = 80, M=96.058, SD=
10.518), (t(140) = 11.245,p < 0.001); similarly, the subjects
from the deep retrieval group achieved significantly lower
creation times per 2D display panel (N = 64, M = 74.708,
SD = 10.392) than subjects from the control group (N = 80,
M = 96.058, SD = 10.518), (¢(142) = 12.168,p < 0.001); In
both cases, the effect size was large (Cohen’s d = 1.778 and
2.041, respectively).

A third interesting comparison would have been the differ-
ence between the retrieval group and the deep retrieval group.
However, contrary to our expectations, in this case, the average
time taken by subjects within the deep retrieval group was
actually somewhat greater than the time taken by subjects
within the retrieval group (though not to a significant extent).
It is possible that further investigations in an ecologically more
valid scenario (e.g., by having subjects work with the content
sets over a longer period of time) could uncover an advantage
to subjects being acquainted with the layouts they need to
retrieve for duplication.

VII. EXAMPLE APPLICATIONS OF DWS: RETRIEVAL OF
2D CONTENT IN 3D VIRTUAL ENVIRONEMNTS

With the increasing volume of data surrounding users, as
described in the introduction, effective content retrieval is
becoming an ever-more pressing issue on many computing
platforms. In a research article by Ames and colleagues [18],
which predates the recent upsurge in VR and Al technologies,
it was observed that merely the swift expansion of storage
capacity and the growing accessibility of cross-platform mul-
timedia content have contributed to a significant increase in the
quantity and diversity of digital materials gathered by users.
The authors emphasize that while Internet search capacities
have greatly outperformed local search on desktop systems,
the conventional file-folder hierarchical arrangement of files
is ill-equipped to tackle the problem in a broader sense.

A. The Graph-Indexed Tensor Structure (GITS) model for
semantic retrieval

In [15], we proposed a graph-tensor representation based
document retrieval model, referred to as the Graph-Indexed
Tensor Structure (GITS), that is pragmatic in the sense that
it does not make any assumptions with respect to semantic
relationships defined a priori; instead, associations are created
as the model is used.

The general architecture of GITS can be seen in Figure 3.
The core of the model is a tensor, the dimensions of which
can represent any kind of semantic dimension, such as time,
location or topic. The documents, in turn, are stored within
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TABLE I
COMPARISON OF AVERAGE TIME TAKEN TO CREATE A 2D DISPLAY PANEL FOR THE CONTROL GROUP AND RETRIEVAL GROUP. THE INDEPENDENT
SAMPLES T-TEST — USING WELCH CORRECTION DUE TO INEQUALITY OF VARIANCES — SHOWS THAT THE DIFFERENCE BETWEEN THE TWO GROUPS IS

SIGNIFICANT.
Test  Statistic df p  Mean Difference  SE Difference  Cohen’s d  SE Cohen’s d
Seconds/SB Student  11.245  158.000 < .001 23.333 2.075 1.778 0.212
Welch  11.245 140.091 < .001 23.333 2.075 1.778 0.212

Assumptions check: Test of equality of variances (Levene’s)

df1 df2 p

Seconds/panel

29.994

1 158 < .001

TABLE I
COMPARISON OF AVERAGE TIME TAKEN TO CREATE A 2D DISPLAY PANEL FOR THE RETRIEVAL GROUP AND DEEP RETRIEVAL GROUP. THE INDEPENDENT
SAMPLES T-TEST SHOWS THAT THE DIFFERENCE BETWEEN THE TWO GROUPS IS SIGNIFICANT (IN THIS CASE, NO WELCH CORRECTION IS REQUIRED).

t df p

Mean Difference

SE Difference  Cohen’s d  SE Cohen’s d

Seconds/panel  12.168 142 < .001

21.350

1.755 2.041 0.233

Assumptions check: Test of equality of variances (Levene’s)

afy  dfy p

Seconds/panel

0.214

1 142 0.644

Document

X

@ 90
O

Fig. 3. Schematic view of the graph-indexed-tensor concept. While the
directed graphs which are used to index the tensor in each dimension could
have a variety of structures, this diagram shows directed acyclic graph, similar
to a radix trie.

the tensor (i.e., can be indexed via a specific coordinate in
each of the dimensions of the tensor). However, to ensure that
multiple values in a dimension could potentially be used to
index the same document, and to be able to model richer forms
of associativity than merely sequential relationships afforded
by the proximity of coordinates within a tensor, the GITS
model also includes an index graph corresponding to each of
the dimensions of the tensor.

Depending on the type of graph that is used, several
variations of GITS can be conceived of, such as:

« the keyphrase-based index graph, which uses text-based
keywords or keyphrases and employs a radix trie to
store them, such that leaves of the trie point to different

coordinates within the corresponding dimension;

o the hierarchical index graph, which can be used to model
hierarchical concepts such as location or time (e.g., dates
within the same week, or at around the same time of
the year, or on the same day of the week would then be
‘closer’ to each other than other, more general pairs of
dates)

o the associative keyphrase-based index graph, which is
similar to the keyphrase-based index graph, but also can
include associations between leaves of the radix trie; such
a model can be used to link together the key phrases,
i.e. a keyphrase leading to too many search results can
subsequently be linked to the next keyphrase entered
which returns useful results.

The associative keyphrase-based variant of GITS conforms
especially well to the key ideas behind the DWS paradigm,
since all search actions by users — besides serving their
primary purpose — also specify a ‘farget keyphrase’. In case
the target keyphrase is not immediately useful, it can still be
subsequently linked to keyphrases that are useful, but did not
immediately come to the user’s mind.

B. Experimental validation of the associative keyword-based
GITS model

To verify the extent to which associativity can be useful
within the GITS model, we conducted an experiment com-
paring the keyphrase-based variant with two different ways of
using the associative keyphrase-based variant.

1) Preliminaries: Prior to the experiment, multiple screen-
shots were prepared, capturing different views of the content
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inside a 3D virtual reality space, such that in each screenshot,
a single 2D display panel was highlighted as showing the
target content. The content was related to 3 distinct, but related
topics: Sports, Football and Hungarian Football.

A ‘baseline GITS model’ was also prepared containing 3
keyphrases for each 2D display panel which described the
content displayed in the panels using everyday terms. In
the case of this experiment, the GITS model had only 1
index dimension — therefore, the tensor component could be
conceived of as a vector, such that it is indexed by some kind
of an index trie (associative or not).

Each of the keyphrases were entered into the model in
different variations, such that each variation started with a
different word within the keyphrase. For example, for the
keyphrase “Pele holds a ball”, the keyphrases “Pele holds a
ball”, “holds a ball”, “a ball” and “ball” were all added, so
that users could potentially start with any word within the
keyphrase when searching, and would not be limited by the
grammatical structure of the keyphrase.

2) Experimental design: Subjects were then tasked with
typing in a keyword corresponding to the highlighted panel.
Careful selection of screenshots ensured that the content
of the targets was clearly visible, and some repetition was
incorporated to assess the subjects’ ability to recall previously
entered phrases. All subjects were shown the same content in
the same order, however, each of the subjects belonged to 1
of 3 groups:

e Scenario A (“Simple search method”): subjects used the
basic keyphrase-based index trie model without associa-
tivity to search for the appropriate 2D display panels
within the baseline GITS model.

e Scenario B (“Personal search method”): subjects per-
formed the same task on their own personal copy of
the baseline GITS model, such that the model was also
adaptive to their search queries.

e Scenario C (“Collective search method”): subjects per-
fomred the same task on a collective copy an adaptive
GITS model, which was initially a cloned version of the
baseline GITS model, but evolved to eventually include
all of the unsuccessful keyphrases entered by the test
subjects. In this scenario, we hypothesized that the task of
subjects using the model at a later stage in the experiment
would become easier.

In the case of each individual search task, we recorded
the number of times the user entered a keyphrase before the
search returned 3 or less search results. In case the search
returned more than 3 search results, nothing was displayed
to the subjects and they were asked to try again. In each
case, subjects could try again at most 4 times (after the Sth
keyphrase, subjects were asked to proceed to the next display
panel).

3) Results: A total of six test subjects participated in the
experiments (2 subjects per scenario).

Due to the deviation of the results from the normal distri-
bution, instead of conducting a T-test, we opted to perform
the Wilcoxon Signed-Rank Test, which is a non-parametric
analogue of the T-test. Results of the test are shown in Table
III. The results indicate that in a statistically significant sense,
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users in Scenario A required more trials compared to users
in Scenario B, and users in Scenario B required more trials
compared to users in Scenario C to search for the same
content.

The effect sizes, based on the rank-biserial correlations,
were not very large. However, this could be due to the
relatively small number of subjects and small number of trials.
Nevertheless, the results go to show that associativity within
the GITS model can help reduce the time taken to search for
the same documents.

C. Addressing the challenges of syntactic, semantic and prag-
matic saturation

1) Quantifying syntactic saturation: To automatically deter-
mine the degree to which syntactic saturation can be a problem
in a specific GITS model, we have proposed a Shannon
entropy-based detection method in [15]. According to this
method, the Shannon-entropy of a node at any given layer
(i.e., corresponding to any given prefix) in the index graph
can be computed based on the information contained in the
next character that is typed with respect to the resulting content
set:

o Zlcﬁ()fcﬁo
E(n)=-) -~ c

o=l

EIcﬁofcﬁo
logy = c - (D

where O is the number of possible outcomes (i.e. number
of potentially different search results), C is the number of
possible characters that can be entered (e.g. all alphanumeric
characters), I._,, is an indicator function whose value is 1 if
typing character ¢ as the next character may potentially yield
the search result o, and f._, is the fraction of subsequent paths
in the keyphrase-based index graph that begin with character
c and eventually terminate in the search result o.

By calculating the average Shannon-entropy per node in
a given layer, as described above, an entropy value can be
associated with each layer in the index graph. This value, as
well as if and by how much it is reduced from one layer
to the next, can provide a comparative indication as to how
syntactically saturated an index graph is.

2) Quantifying semantic saturation: Semantic saturation
arises when the documents in a GITS model are too numerous
per category, i.e. many documents with a similar semantics
exist. In such cases, using keyphrases that describe the docu-
ments at a different semantic level may be a viable approach
(for example, if a document store has 50 videos on birds,
the keyword ‘bird’” may be less useful than a more specific
keyword, like ‘blue jay’ or ‘cardinal’).

To quantify the degree of semantic saturation in a document
store, a viable solution is to log the number of times the user
searches unsuccessfully for a document (we call this the search
length), and the number of documents each search operation
returns (we call this the multiplicity). A candidate metric, then,
which we refer to as the semantic saturation index, can be
computed based on the difficulty of selecting a document from
a multiplicity of M for any given search iteration :
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TABLE III
WILCOXON SIGNED-RANK TEST. FOR ALL TESTS, THE ALTERNATIVE HYPOTHESIS SPECIFIES THAT MEASURE 1 IS GREATER THAN MEASURE 2. FOR
EXAMPLE, SCENARIO A IS GREATER THAN SCENARIO B.

Measure 1 Measure 2 N z p Hodges-Lehmann Estimate  Rank-Biserial Correlation ~ SE Rank-Biserial Correlation
Scenario A - Scenario B 1577.500  3.015 0.001 1.000 0.427 0.141
Scenario B —  Scenario C 953.000 4.507 < .001 1.500 0.763 0.168

Assumptions check: Test of normality (Shapiro-Wilk): significant results suggest a deviation from normality

Measure 1 Measure 2 W p
Scenario A —  Scenario B 0.772 < .001
Scenario B —  Scenario C  0.661 < .001
1
D; = Ings0(1 — =) + Ins—o ) VIII. CONCLUSIONS

M;

where 7 is the index of the search iteration, M; is the multi-
plicity of documents returned for that iteration, and Ips, o
and Ips,—o are indicator functions the return 1 when the
multiplicity is greater than 0, or equal to zero, respectively
(and 0 otherwise). In this case, D; is the difficulty of selecting
a document in the given iteration, which becomes increasingly
closer to 1 as the multiplicity increases (and is 1 if the
multiplicity is 0).

For an entire search length, then, comprising [ iterations,
the average difficulty can be taken as a basis for semantic
saturation:

I
SemSat = } ; (IMi>O(l - Mi,) + IM:O) 3

For example, for a search length of 2, with 4 documents
and 2 documents returned, respectively, the semantic satura-
tion value would be 0.625. For a search length of 3, with
8 documents, 6 documents and 3 documents returned, the
semantic saturation value would be 0.78. On the other end
of the spectrum, for a search length of 2, with 2 documents
and 1 document returned, respectively, the semantic saturation
value would be 0.25.

3) Quantifying pragmatic saturation: Pragmatics has to do
with the relationship between a language and its speakers, or
users. The GITS model is to a large degree pragmatic, in that
it does not (necessarily) make use of any existing notions
of semantic similarity, but instead builds associations based
on usage patterns from the past. Pragmatic saturation arises
when an associative keyphrase based index tree begins to hold
associations that cause conflicts in some sense; when the root
of the association (i.e. the search phrase that is typed instead of
another) closely resembles one or more other search phrases,
either in a syntactic or semantic sense. In either case, it may be
difficult for users to separate the search terms at a cognitive,
conceptual level.

Based on this description, it is clear that the assessment
of pragmatic saturation is closely related to, and can be
reformulated in terms of the assessment of semantic and
syntactic saturation.

Rapid advances within the fields of 3D spatial technologies
(VR, AR, MR), artificial intelligence and others have led to
the emergence of new synergies, often characterized as digital
realities. Key aspects of digital realities include, among others,
users being less and less tethered to any specific physical
location (via mobile platforms); users wanting to work with
an increasingly complex web of contextual information; and
users increasingly wanting to work within spatial computing
environments based on spatial interaction metaphors. Trends
such as these have led to the challenge of organizing hetero-
geneous digital content sets and making them amenable to
intuitive exploration.

In this paper, we introduced a paradigm which we refer
to as the “Doing-When-Seeing (DWS) paradigm”. DWS is
a design philosophy and methodology that can help address
the challenges of 3D content layout creation, 3D content set
organization, as well as content retrieval in 3-dimensional
digital realities. DWS relies on the basic steps of selection
operations, retrieval operations and update operations. A key
feature of the approach is that retrieval and update operations
can only be applied entities that have first been selected;
therefore, it obviates the need to create new entities outside of
an existing context.

To demonstrate the viability of the DWS paradigm, we
gave several examples in the paper, in which DWS was
used to design a 2D display editor interface, a 2D content
layout creation interface, as well as an adaptive semantic
digital document store and retrieval model. In each case,
we verified the usefulness of the proposed solution through
usability experiments and statistical evaluations. In the latter
case of the digital document store and retrieval model, we also
proposed a set of analytic methods to evaluate different kinds
of saturation issues that can arise when the store contains too
many documents, too many documents that are similar, or too
many semantic search entries that are in some sense similar.

Based on the examples, we showed that the Doing-When-
Seeing paradigm in general, and the proposed solutions in par-
ticular can be useful in designing new digital reality interfaces.
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