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Abstract—For the last few years networks became integral 
parts of our everyday life. They are used in communication, trans-
portation, marketing, and the list goes on. They are also becom-
ing bigger, and more complex and dynamic networks also start 
to appear more. In light of this, the problem of finding the most 
influential node in the network remains of high interest however, 
it is getting more and more difficult to find these nodes. It is hard 
to grasp the true meaning of what is really being the most influen-
tial node means. There are several approaches to define what the 
most vital nodes are like having the most edges connected to them 
or having the shortest paths running through them. They can be 
also identified by calculating the influence of their neighbors, or 
evaluating how they contribute to the whole of the network. Over 
recent years various new centrality measures were proposed to 
order the importance of the nodes of a network. 

In this paper, we evaluate the performance of three modern 
centrality measures, namely Local Fuzzy Information Centrality 
(LFIC), Local Clustering H-index Centrality (LCH), and Global 
Structure Model (GSM) on different information models, and 
compare them with conventional centrality measures. In our ex-
periments, we investigate the similarity between the top-n rank-
ing nodes of the measures, the influential capacity of these nodes 
as well as the frequency of the nodes with the same centrality 
value.

Index Terms—Complex networks, centrality, LFIC, LCH, 
GSM, information diffusion, SIR, Independent cascade, Linear 
threshold.
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I. INTRODUCTION

COMPLEX networks are present in all areas of the modern
world, so their investigation is extremely important.

Network science includes the theory of real networks and
takes other various methodologies into action such as graph
theory, statistical physics, geometry, and stochastic processes.
Networks can be found anywhere in everyday life. They are
used in communication [1], [2] transportation [3], market-
ing [4], and the list goes on. They are also becoming bigger,
and more complex and dynamic networks also start to make
an appearance. Finding the most vital nodes has become a
fundamental problem in nowadays network science however,
it is getting more and more difficult to find these nodes.
Determining the most influential node in a network is an
important topic with many uses, such as speeding up the
spread of information or monitoring and controlling the course
of rumors and disease. For example, the Authors of [5] use
centrality measures to identify the most influential users in
social networks. In [6], the disease control actions are applied
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to a target group that has been chosen based on centrality,
instead of the whole community. Centrality measures are used
to identify the source of rumors in [7].

Over time various centrality measures have been proposed,
however, each has its drawbacks. Because of this reason,
new measures are constantly being developed. Local Fuzzy
Information Centrality (LFIC) [8] uses a box for every node
that contains the node’s closest neighbors. The information
that can be found in a node’s box is used to evaluate the
significance of the node. To calculate the uncertainty of the
amount of information in the boxes, and to calculate the
contribution of a node’s neighbors, an improved Shannon
entropy is used. A lot of centrality measures take the whole
network into account, but in real life’s huge networks, these
are not applicable because of their sheer size. Local Clustering
H-index Centrality (LCH) [9] only takes the local information
into account. While calculating the node’s importance, it
considers the quality, influence, and topology of first-order and
second-order neighbor nodes. Global Structure Model (GSM)
[10] not only uses a node’s self-influence to rank the nodes
but also the node’s influence on the whole network. To achieve
this, the method utilizes k-shell clusterization.

There are various research that compare the different cen-
trality measures. The Authors of [11] provide a comprehensive
summary of how different traditional centrality measures iden-
tify the top-k nodes, as well as their extensions, applications,
approximation methods, and their connection with dynamic
networks. In [12] the Authors investigate the connection
between a node’s centrality value and its ability to maximize
the number of connected components. They found that degree-
like centralities are more suitable measures than path-like
centralities for the above-mentioned problem. In [13] it is
investigated how different centrality measures can be used to
mine social network data. The authors of [14] examine how
centrality measures that were designed for social networks
perform in the case of psychological networks.

The information model that is used in a network can also af-
fect the behavior of the nodes. The SIR model [15] starts with
a non-empty array of infected nodes. In each turn, the infected
nodes try to infect their neighbors with a fixed probability.
They also have a fixed probability to recover. Recovered nodes
can not be infected again. Independent Cascade model [16] is
a stochastic information diffusion model that uses cascading to
flow the information through the network. Each node can have
two states, active or inactive. In each step, the active nodes
have a fixed probability to activate their passive neighbors. An
active node can only try to activate its neighbors once. Another
information model is the linear threshold model [17]. It also
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works in iterations. The nodes became active after the ratio
of their active and passive exceeded the pre-defined threshold.
A survey on current questions and possibilities in information
propagation is introduced in [18].

A social network contains a group of people who are con-
nected to each other through social relationships and interac-
tions, such as relationships with family members, friendships,
being colleagues or neighbors, and so on. Ties with some so-
cial network members can span many years or even a lifetime.
The propagation of information is usually interpreted on such
networks, such as disease spreads, or gossip. The pages on the
web and the hyperlinks connecting them also form a network.
The spread of information can also be interpreted on these
networks such as the spread of news and fake news.

In this paper, we study three recently proposed centrality
algorithms that take different aspects of the nodes into account.
Since nodes with the same centrality values are indistinguish-
able, we examine the frequency of the achieved centrality
values. After identifying the most important nodes, and calcu-
lating the centrality value of each node with these methods, we
examine the propagation of information that has been launched
from the vital nodes. We use multiple information diffusion
models to inspect the propagation capacity of these nodes.
Lastly, the time it takes for the algorithms to rank the nodes
is also compared.

The organization of the remainder of this paper is as follows.
In Section II the preliminary concepts and the definition of
the centrality measures and information diffusion models are
presented. The details of the used data and the explanation of
the conducted experiments are presented in Section III. Lastly,
Section IV contains the conclusions and discusses the different
future possibilities to investigate the matter at hand.

II. CONCEPTS AND PROBLEMS

A. Centrality measures

For ease, of reference consider a network as an undirected
simple graph, 𝐺𝐺 = (𝑉𝑉𝑉 𝑉𝑉), where 𝑉𝑉 represents the set of
vertices, while 𝐸𝐸 is the set of edges that connect the different
vertices. 𝑁𝑁 = |𝑉𝑉 |, expresses the number of the nodes, while the
number of the edges is represented as 𝑀𝑀 = |𝐸𝐸 |. The traditional
centrality measures DC, BC are defined as follows.

Degree centrality (DC) indicates the number of incidents
edges upon a node. In case of the risk of catching whatever
goes through the network (like infections, a virus, or informa-
tion) nodes with a higher degree are more likely to be involved.
It was proposed by Freeman in [19]. The degree centrality of
vertice 𝑣𝑣, expressed as 𝑑𝑑𝑣𝑣 , is defined as:

𝐷𝐷𝐷𝐷 (𝑣𝑣) =
𝑁𝑁∑︁
𝑤𝑤

𝑥𝑥𝑣𝑣𝑣𝑣 . (1)

where 𝑤𝑤 implies the nodes that are connected to 𝑣𝑣, while 𝑥𝑥𝑣𝑣𝑣𝑣
represents the link between 𝑣𝑣 and 𝑤𝑤. The value of 𝑥𝑥𝑣𝑣𝑣𝑣 is 1 if
there is a link between 𝑣𝑣 and 𝑤𝑤, otherwise 0.

Betweenness centrality (BC) was introduced in [20] and
is based on the shortest paths in the network. It enumerates
the cases when a vertice acts like a bridge between two other
vertices. It is defined as follows:

𝐵𝐵𝐵𝐵 (𝑣𝑣) =
∑︁
𝑠𝑠≠𝑣𝑣≠𝑡𝑡

𝜎𝜎𝑠𝑠𝑠𝑠 (𝑣𝑣)
𝜎𝜎𝑠𝑠𝑠𝑠

where 𝜎𝜎𝑠𝑠𝑠𝑠 is the total number of shortest paths from node
𝑠𝑠 to node 𝑡𝑡 and 𝜎𝜎𝑠𝑠𝑠𝑠 (𝑣𝑣) is the number of those paths that pass
through 𝑣𝑣.

Local Fuzzy Information centrality (LFIC) [8] takes a
somewhat similar approach to Shannon entropy in informa-
tion theory which is the following. The more uncertain the
message, the larger its Shannon entropy is. Let us consider
𝑣𝑣 node’s box (the set of nodes whose shortest distance from
𝑣𝑣 is no longer than a given value) to be the message. The
Shannon entropy can be applied to this box to measure node
𝑣𝑣’s importance. The larger the uncertainty in the box, the more
vital the node is. The LFIC value can be calculated using the
following steps. First, obtain the box size of node 𝑣𝑣, namely
𝐿𝐿.

𝐿𝐿 = ⌈ 𝑘𝑘𝑣𝑣2 ⌉

where 𝑘𝑘𝑣𝑣 indicates the largest shortest distance from any node
to 𝑣𝑣. Secondly, calculate the weight of the nodes based on
their distance from node 𝑣𝑣.

𝑋𝑋 (𝑙𝑙) = 𝑒𝑒𝑒𝑒𝑒𝑒(− 𝑙𝑙2

𝐿𝐿2 )

where 𝐿𝐿 is the previously obtained box size and 𝑙𝑙 is the
distance from node 𝑣𝑣. After this, obtain the fuzzy number of
the nodes in the box.

𝑓𝑓𝑣𝑣 = 𝑛𝑛𝑣𝑣 (𝑙𝑙)𝑋𝑋 (𝑙𝑙)

where 𝑛𝑛𝑣𝑣 (𝑙𝑙) is the number of nodes that have the shortest
distance of 𝑙𝑙 from node 𝑣𝑣. Next, calculate 𝐹𝐹𝑖𝑖 (𝐿𝐿), the total
fuzzy number of nodes in the box.

𝐹𝐹𝑣𝑣 (𝐿𝐿) =
𝐿𝐿

𝑙𝑙=1 𝑓𝑓𝑣𝑣 (𝑙𝑙)

where 𝑓𝑓𝑣𝑣 (𝑙𝑙) is the fuzzy number of nodes with the shortest
distance from 𝑣𝑣 being 𝑙𝑙. Calculate the probability 𝑝𝑝𝑣𝑣 (𝑙𝑙) of the
nodes in the box

𝑝𝑝𝑣𝑣 (𝑙𝑙) = 1
𝑒𝑒

𝑓𝑓𝑣𝑣 (𝑙𝑙)
𝐹𝐹𝑣𝑣 (𝐿𝐿)

where 𝑓𝑓𝑣𝑣 (𝑙𝑙) and 𝐹𝐹𝑣𝑣 (𝐿𝐿) are the fuzzy number and the total
fuzzy number that are explained above. Finally, obtain the
centrality value of node 𝑣𝑣 as:

𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 (𝑣𝑣) = 𝐿𝐿
𝑙𝑙=1

−𝑝𝑝𝑣𝑣 (𝑙𝑙)𝑙𝑙𝑙𝑙(𝑝𝑝𝑣𝑣 (𝑙𝑙) )
𝑙𝑙2

The computational complexity of the algorithm is 𝑂𝑂 (𝑛𝑛(𝑘𝑘)),
where 𝑛𝑛 is the number of nodes in the network, while 𝑘𝑘

indicates the average degree.
Local Clustering H-Index centrality (LCH), which were

proposed in [9] takes three different characteristics into ac-
count. First, to be feasible on large networks, only the nodes
that are a maximum of two hops away from the investigated
node are taken into account. Secondly, if the investigated node
has a high clustering coefficient value [21], it is expected to
have a limited propagation ability. Lastly, the H-index is used
to improve the value of nodes that are connected to other
nodes that themself have a high influence. The H-index (𝐻𝐻)
was introduced in [22] and is calculated as follows. Let 𝑣𝑣 be
a node of the network. The 𝐻𝐻 of 𝑣𝑣 is calculated as
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𝐻𝐻𝑣𝑣 = ℋ(𝑘𝑘1, 𝑘𝑘2, . . . , 𝑘𝑘𝑖𝑖 . . . , 𝑘𝑘𝑛𝑛)

where 𝑘𝑘𝑖𝑖 indicates the degree of the 𝑖𝑖-th neighbor of node 𝑣𝑣.
The ℋ operator returns the maximum integer 𝑑𝑑 such that there
are at least 𝑑𝑑 neighbors whose degree is higher or equal than
𝑑𝑑. The LCH centrality value of node 𝑣𝑣 is then calculated as:

𝐿𝐿𝐿𝐿𝐿𝐿 (𝑣𝑣) = 1
⟨𝐻𝐻 ⟩ ×

𝐻𝐻𝑣𝑣

1+𝐶𝐶𝑣𝑣
+∑

𝑗𝑗∈Γ𝑣𝑣 (
1

⟨𝐻𝐻 ⟩ ×
𝐻𝐻 𝑗𝑗

1+𝐶𝐶 𝑗𝑗
+ 1

⟨𝑘𝑘⟩ × 𝐷𝐷𝐷𝐷 𝑗𝑗 )

where 𝐶𝐶𝑣𝑣 and 𝐻𝐻𝑣𝑣 are the clustering coefficient and the H-index
of 𝑣𝑣 node respectively. The set that contains the neighbor nodes
of 𝑣𝑣 is denoted as Γ𝑣𝑣 , while 𝐷𝐷𝐷𝐷 𝑗𝑗 represents the degree of node
𝑗𝑗 . Lastly, ⟨𝐻𝐻⟩ and ⟨𝑘𝑘⟩ indicate the average 𝐻𝐻 value and the
average degree in the investigated network. The computational
complexity of the algorithm is 𝑂𝑂 (𝑛𝑛(𝑘𝑘)), where 𝑛𝑛 is the number
of nodes in the network, while 𝑘𝑘 indicates the average degree.

Global Structure Model centrality (GSM), that were
proposed in [10] incorporates the global influence of all of the
nodes in the network during the calculation of the centrality
values. For calculating both the self and the global influence,
finding the subgraph induced by nodes with core number k
is necessary. For this purpose, the Improved K-shell Hybrid
(IKH) algorithm [23] is used. The self-influence 𝑆𝑆𝑆𝑆 (𝑣𝑣) of
node 𝑣𝑣 is calculated in a way that parameters minimize the
overestimation of it.

𝑆𝑆𝑆𝑆 (𝑣𝑣) = 𝑒𝑒
𝐾𝐾𝑠𝑠 (𝑣𝑣)

𝑁𝑁

where 𝑒𝑒 is the natural logarithm, 𝐾𝐾𝐾𝐾(𝑣𝑣) is the k-shell of
node 𝑣𝑣 and 𝑁𝑁 represents the number of the nodes in the
network. The influence of other nodes connected to 𝑣𝑣 also
increases its influence, especially if they themself have a high
value of k-shell. However, it is important that the contact
distance between 𝑣𝑣 and neighbor 𝑤𝑤 cannot be ignored, and
it is inversely proportional to the influence. Based on this, the
global influence is measured as follows.

𝐺𝐺𝐺𝐺 (𝑣𝑣) = ∑
𝑣𝑣≠𝑤𝑤

𝐾𝐾𝑠𝑠 (𝑣𝑣𝑤𝑤 )
𝑑𝑑𝑣𝑣𝑣𝑣

where 𝑑𝑑𝑣𝑣𝑣𝑣 is the length of the shortest path between nodes
𝑣𝑣 and 𝑤𝑤. Finally, the influence of a given node 𝑣𝑣 can be
expressed as the product of the self and global influence:

𝐺𝐺𝐺𝐺𝐺𝐺 (𝑣𝑣) = 𝑒𝑒
𝐾𝐾𝑠𝑠 (𝑣𝑣)

𝑁𝑁 ×∑
𝑣𝑣≠𝑤𝑤

𝐾𝐾𝑠𝑠 (𝑣𝑣𝑤𝑤 )
𝑑𝑑𝑣𝑣𝑣𝑣

The computational complexity of calculating the self-
influence is 𝑂𝑂 (𝑛𝑛), while the calculation of the global-influence
(due to Dijkstra to find the shortest distance) is 𝑂𝑂 (𝑛𝑛2).

B. Information propagation models

Finding the nodes that have the most control over the
network can be interpreted as the influence maximization
problem. The aim of this problem is to identify a set of nodes
that can influence the flow of information in the network the
most.

Suspectible-Infected-Removed (SIR) model was intro-
duced by Kermack in [15]. The nodes of the networks can be
in either of the three stages, susceptible, infected or removed.
In each and every iteration, the infected nodes can try to infect
their susceptible neighbors with a fixed probability 𝛽𝛽. There
is also a 𝛾𝛾 probability that an infected node becomes removed
from the network at the end of each iteration.

Linear treshold model was introduced by Granovetter in
[17]. It assumes that the number of neighbors already engaging
in a behavior influences an individual’s decision of taking part
in that behavior. A node’s individual decision depends on the
percentage of its neighbors that have made the same choice,
thus imposing a threshold. Each node has its own threshold
that can be different from others. The model works as follows.
During a generic iteration, every node is observed: if the
percentage of its infected neighbors is greater than its threshold
it becomes infected as well, otherwise, nothing happens.

Independent cascade model was introduced in [16]. In
this model, each node can be in either of two states, active or
passive. The diffusion starts with an initial set of active nodes.
In each iteration, the diffusive process unfolds in discrete steps
according to the following randomized rule. When node 𝑣𝑣

becomes active in iteration 𝑡𝑡, it has a single chance to activate
each of its currently inactive neighbors of 𝑤𝑤1, 𝑤𝑤2, . . . , 𝑤𝑤𝑛𝑛.
The succession depends on a probability of 𝑝𝑝(𝑣𝑣𝑣𝑣𝑣 ). If node
𝑤𝑤 has multiple newly activated neighbors, their attempts are
sequenced in an arbitrary order. If 𝑣𝑣 succeeds, then 𝑤𝑤 will
become active in the next iteration, 𝑡𝑡 + 1. Whether 𝑣𝑣 succeeds
or not, it cannot make any further attempts to activate w in
the remaining iterations. The diffusion ends when no more
activations are possible to be made.

III. EXPERIMENTS AND RESULTS

A. Data and experimental analysis
Three real-life networks were employed to investigate the

effectiveness of the three modern centrality measures, namely
Advogato social network, Hamsterster social network, and
Pages network. Advogato is a social community platform
where users can explicitly express weighted trust relationships
among themselves. Hamsterster is the friendships and family
links between users of the website. Pages network represents
mutually liked facebook pages. Nodes represent the pages
and edges are mutual likes among them. The networks were
accessed through [24]. The networks were chosen to be
different in size, node-edge ratio, and clustering coefficient.
Detailed information on the networks is presented in Table I.

Network |𝐸𝐸 | |𝑉𝑉 | 𝑑𝑑𝑎𝑎𝑎𝑎𝑎𝑎 𝐶𝐶 𝐾𝐾𝑚𝑚𝑚𝑚𝑚𝑚

Advogato social 5,2K 47,3K 18 0,2868 32
Hamsterster social 2K 17K 13 0,5375 12

Pages 4K 17K 8 0.3737 57

TABLE I
NETWORKS USED IN THE EXPERIMENTS.

where |𝑉𝑉 | and |𝐸𝐸 | are the number of nodes and edges in
the network, 𝑑𝑑𝑎𝑎𝑎𝑎𝑎𝑎, denotes the average degree of a node, 𝐶𝐶
indicates the clustering coefficient, and 𝐾𝐾𝑚𝑚𝑚𝑚𝑚𝑚 represent the
maximum k core number of the networks. The reason these
measures were chosen is that they can greatly influence infor-
mation propagation. In networks where the average degree is
higher, it’s more likely that information would be passed on to
the next neighboring node. The same can be said about having
a high clustering coefficient. The maximum k core number was
chosen because of its usage by GSM.

The effectiveness of three modern centrality algorithms,
namely LFIC, LCH, and GSM are compared with each other
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and two traditional centrality measures, degree centrality,
and betweenness centrality. We conduct the following three
experiments to evaluate the efficiency of the measures.

B. Experiment 1: Investigation of the frequency of the cen-
trality values

Since nodes with the same value cannot be distinguished
apart from each other, this kind of behavior can be a dis-
advantage when we would expect these nodes to give us
some kind of answer. Because of this, the frequency of the
different centrality values (i.e. the number of nodes that got
the same value) can be used to evaluate the performance of
a centrality measure. The frequency values achieved by the
various centrality measures on the used networks are shown
in Figs. 1-3.

Fig. 1. The frequencies of centrality values on Advogato social network.

Fig. 2. The frequencies of centrality values on Hamsterster social network.

Fig. 3. The frequencies of centrality values on Pages network.

It can be seen that BC and DC are likely to give the
same centrality value to nodes. LFIC is capable of achieving
better results due to the fact it employs fuzzy numbers and
probabilities however, the box of the different nodes is likely

to be similar to its neighbors. LCH and GSM have the best
performance, due to the fact of employing approaches that
result in different values like H-Index and clustering coefficient
or the combination of self and global influence.

C. Experiment 2: Evaluating the information propagation
ability of the vital nodes

During the identification of vital nodes, the influential capa-
bility of the nodes is an important factor. Important nodes are
usually capable of influencing a large number of other nodes.
In this experiment, we set the five top nodes ranked by the
different centrality algorithms as the source of the information
propagation. The spreading ability of these nodes can be used
to evaluate the performance of the methods. We investigate
the spreading ability in three information diffusion models,
namely SIR, Independent Cascade, and Linear threshold. The
results are shown in Figs. 4-12.

Fig. 4. The influence spread with the SIR model on Advogato social network.

Fig. 5. The influence spread with the SIR model on Hamsterster social
network.

Fig. 6. The influence spread with the SIR model on Pages network.
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Fig. 7. The influence spread with the Linear threshold model on Advogato
social network.

Fig. 8. The influence spread with the Linear threshold model on Hamsterster
social network.

Fig. 9. The influence spread with the Linear threshold model on Pages
network.

Fig. 10. The influence spread with the Independent Cascade model on
Advogato social network.

Based on our experiments it can be said that the nodes
considered to be important by the traditional and modern
centrality measures have about the same infection-spreading
capability. LHC falls back in the case of the Pages network
which can be explained by the high triangle count. With
numerous triangles, it is likely that the neighbors of a node

Fig. 11. The influence spread with the Independent Cascade model on
Hamsterster social network.

Fig. 12. The influence spread with the Independent Cascade model on Pages
network.

have the same 𝐻𝐻 value which can result in similar centrality
scores. In the case of Advogato network with the Linear
threshold model, all of the investigated centrality measures
expect BC have a poor performance. This can be explained by
the fact that there are many "bridges" in the network through
which the infection does not flow. BC, on the other hand,
values these peaks as the most important and initiates the
infection from here.

D. Experiment 3: Comparing the speed of the different algo-
rithms

The time it takes for an algorithm to assign the centrality
values to the nodes can also be an indicator of performance.
The more complex the algorithm is more likely it will result
in increased runtime. Figs. 13-15 indicate the time needed by
the different algorithms to calculate the centrality measures.

Fig. 13. The elapsed time during the calculation of centrality values on
Advogato social network.

The results show that out of all the investigated methods,
DC is the fastest. This is no surprise since it only needs to sum
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Fig. 14. The elapsed time during the calculation of centrality values on
Hamsterster social network.

Fig. 15. The elapsed time during the calculation of centrality values on Pages
network.

the incident edges on the nodes. LCH achieved the second-best
results. Like in the case of DC, this can be also explained by
the low complexity of the calculation of the H-Index and the
clustering coefficient. LFIC needs an order of magnitude more
time to calculate centrality measures. This is explained by the
usage of the shortest path between nodes. The same can be
said about BC. Lastly, because of the usage of k-shelling, GSM
needs the most time to calculate the centrality values of the
nodes.

IV. CONCLUSION

In this paper, we evaluated the performance of three modern
centrality measures, namely Local Fuzzy Information cen-
trality (LFIC), Local Clustering H-Index centrality (LCH),
and Global Structure Model centrality (GSM). All of these
measures take a different approach to centrality measure
calculation, like using the uncertainty in a box of nodes around
the inspected node, employing the H-Index and clustering
coefficient, or taking both the self and global influence of a
node into an aspect. For our experiments, we employed three
real-life networks with different characteristics. To analyze the
performance of modern centrality algorithms, in contrast to
the traditional ones, degree centrality (DC) and betweenness
centrality (BC) have also been used in the experiments. The
experimental results showed that modern algorithms are more
capable of assigning a value to a node in a more distinguish-
able way. The influential capability of the best-rated nodes
were about the same as in the case of traditional algorithms in
all three of the used information diffusion models. The modern
algorithms are capable of calculating the values relatively
quickly, the only exception is GSM, which needs magnitudes
more time due to the k-shelling that it employs.

In the future, it would be interesting to compare these
modern algorithms with other recently proposed methods. It
would also be advantageous to investigate if there is any
relation between the performance of the algorithms and the
characteristics of the networks. Employing dynamic networks
can also be profitable.
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usage of the shortest path between nodes. The same can be
said about BC. Lastly, because of the usage of k-shelling, GSM
needs the most time to calculate the centrality values of the
nodes.
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