
Comparative Study of Interpretable Image  
Classification Models

20

Special Issue
of the Infocommunication Journal

SPECIAL ISSUE ON APPLIED INFORMATICS

* Faculty of Mathematics and Computer Science, Babeş-Bolyai University of 
Cluj-Napoca, Romania 

† Robert Bosch SRL, Cluj-Napoca, Romania

Abstract—Explainable models in machine learning are incre-
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tion of the decisions made by the model. Although using this type 
of model – similarly to “robustification” – might degrade predic-
tion accuracy, a better understanding of decisions can greatly 
aid in the root cause analysis of failures of complex models, like 
deep neural networks.

In this work, we experimentally compare three self-explain-
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BDD100K –, briefly describing their operation and highlight-
ing their characteristics. We evaluate the backbone models to 
be able to observe the level of deterioration of the prediction 
accuracy due to the interpretable module introduced, if any. To 
improve one of the models studied, we propose modifications to 
the loss function for learning and suggest a framework for au-
tomatic assessment of interpretability by examining the linear 
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I. INTRODUCTION

Explainable artificial intelligence (xAI) is a large set of
methods that allows humans to understand the results of a
machine learning algorithm [1], [2]. Explainability is defined
as the process of making humanly understandable the decision
of a machine learning model. Namely, it is the study of
relations between the model’s decisions and intermediate data
representations aimed at better understanding system deci-
sions. Thus, XAI can help us to ensure that the system we
built, relying on machine learning algorithms, deep learning,
or neural networks, is working as expected. In the literature,
there are several techniques for achieving and increasing the
explainability of machine learning models, and they differ in
their approach and the type of machine learning model used.
Among these, the focus will be on self-explainable neural
networks, which can be used to increase the transparency of
the learning process.

In our work, we studied three self-explainable models:
PrototypeDL, ProtoPNet, and BagNet; the primary goal was
their evaluation on two datasets: MNIST, which is a dataset of
handwritten digits, and BDD100K, which is the largest driving
video dataset with 100 000 color images of high resolution.
A result of the comparison is the suggestion of possible
improvements by examining some components of the models
from different aspects, like components of the loss function,

and the study of the separability of the prototype vectors that
these models use.

In Section I-A we introduce the notion of explainable
models in deep learning and in Section I-B we discuss the
notion of interpretability in image classification and describe
the architecture and operation of our three selected models
(PrototypeDL, ProtoPNet, and BagNet). Section I-C contains
the experimental comparison of the models, while Section I-D
discusses the methods we have used to measure the inter-
pretability of the models and their possible improvements.
The concluding Section II enumerates our conclusions from
the experiments, as well as the formulation of possible future
research directions.

A. Explainable models in deep learning

The increasing popularity of using machine learning models
for critical applications like autonomous driving systems or
medical diagnosis, suggests an imperative need for methodolo-
gies that can help to understand and evaluate the predictions
of these models. The main drawback of current state-of-the-art
deep neural network models is the lack of reliability and the
lack of interpretability of their decisions.

According to a recent overview by [3], XAI is a field of
AI that aims at providing automated explanations for each
decision made by the system. These models can be divided
into two types: post-hoc and build-in methods.

To explain a black-box system, we can start after the training
process concluded – in a post-hoc manner: the linear proxy
models – like e.g. LIME [4] – use local linear models based
on the data from the original model (using perturbed inputs).
The method can be used to identify the regions of the input
that most influence the decision. Decision trees [5] and other
rule extraction techniques – like if-then rule extraction [6] –
increase the transparency of neural networks, however, they
are hard to construct.

The concept of saliency map was introduced in [7], [8].
The authors created an intensity map illustrating the most/least
important pixels or regions used in the computation of the
output. Since the training phase is completely independent of
the interpretation or explanation stage, the above methods are
called post-hoc explainability models.

In this work we focus on self-explainable models for image
classification, therefore the system provides visual clues next
to the decision. The term self-explainable means that the
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explainable part is built in during training. As this domain
becomes more important, there were different methods used
for explainability. Attention mechanism’s [9], [10] main idea
is to introduce attention weights over the input sequence
to prioritize the set of positions where relevant information
is present for generating the next output token. Dosovit-
skiy et al. [11] introduce the Vision Transformers networks
(ViT), inspired by the attention mechanisms [12], where a
transformer-based model is used in image classification. When
pre-trained on large datasets and transferred to smaller image
recognition benchmarks, the model outperforms state-of-the-
art CNN networks. Disentangled representations have indi-
vidual dimensions that describe meaningful and independent
factors of variation like variational autoencoder [13], Beta-
VAE [14], InfoGAN [15]. Disentangled units can be used to
create interpretable CNNs with individual units that detect co-
herent and meaningful patches instead of difficult-to-interpret
mixtures of patterns. Deep networks can also be designed
to generate human-understandable explanations as part of the
explicit training of the system. In this paper, we highlight three
such models and examine their performance and explanations.

B. Interpretability in image classification

According to [3], an interpretable model in case of classifi-
cation details the internals of the decision-making process that
is understandable. A model is considered explainable when
it answers the question “Why the output?”. The answer is
satisfying when – quote: “one could no longer keep asking
why”. In the field of image classification, it is achieved by
highlighting the region that is likely to be responsible for the
prediction.

In this section, three models are presented where the self-
explainable part was a feature due to the construction of the
model.

1) PrototypeDL: presented in [16], is a self-interpretable
neural network architecture for image classification aimed at
creating a deep learning architecture that “naturally” explains
the reasoning behind each prediction. The architecture con-
tains an autoencoder and a prototype classification network.
The classifier network has three different layers: a so-called
prototype layer, a fully connected layer, and a softmax layer.
The encoder reduces the dimensionality of the input and allows
making comparisons within the latent space. The decoder
restores the encoded input allowing to visualize elements
from the latent space – e.g. the learned prototypes. Let
D = [X,Y ] = {(xn, yn)}Nn=1 be the training dataset, where
xn ∈ Rp and yn ∈ {1, . . . ,K} denote the predictor and target
variables, respectively. The training objective has four terms:

LPDL(D) = CrossEnt(Y , Ŷ )
+ λ0 Rec(X)
+ λ1 R1(P,X) + λ2 R2(P,X),

(1)

where λ0, λ1, λ2 are hyperparameters of the loss function,
CrossEnt(Y , Ŷ ) is the cross-entropy – the classification –

error function, Rec(X) is the autoencoder’s reconstruction
error:

Rec(X) =
1

n

n∑
i=1

‖(Φ ◦Φ′)(xi)− xi‖22,

with Φ(·) and Φ(·)′ the encoder and decoder functions re-
spectively, and the pair R1 and R2 are costs for the quality of
prototypes:

R1 (P,X) =
1

M

M∑
m=1

min
n=1,N

‖pm −Φ(xn)‖22,

R2 (P,X) =
1

N

N∑
n=1

min
m=1,M

‖Φ(xn)− pm‖22.

In the above formula P =
{
p1, . . . ,pM

}
is the set of

prototype vectors, each vector corresponding to a prototype
unit in the architecture; M is the number of prototypes and N
is the size of the training dataset. These two terms encourage
that (1) every prototype to be close to at least one training
example ensuring the existence of a meaningful prototype,
and that (2) every training example to be close to at least
one prototype; yielding a clustering of the training examples
around the prototypes.

In contrast to ProtoPNet, the next model to be presented
in Section I-B2, PrototypeDL produces full-size prototypes,
i.e. of the same size as the encoded images. As a drawback,
it fails to produce realistic/interpretable images when trained
on natural pictures, due to the autoencoder used as a feature
extractor. The decoder will return blurry images like Figure 1,
which can not be used as explanations.

2) ProtoPNet: The prototypical part network (ProtoPNet),
introduced in [17], is an improvement over the PrototypeDL
architecture from Section I-B1. Instead of using an autoen-
coder to obtain the features, the model includes as a backbone
a convolutional network for classification, such as VGG-16,
VGG-19, ResNet-152, DenseNet-121, or DenseNet-161 [18].
The “convolutional” part of the above-mentioned backbone
networks will serve as prototypes: the system considers the last
output layer as a set of features. After extracting the set of fea-
tures is followed by a prototype layer and the fully connected
layer that performs multi-class classification. If we assume
that the output of the convolution is of shape (H,W,D),
then we consider every (H1,W1, D) patch a prototype – in
practice, we will use (1, 1, D). If we consider the output
as a representation of the input image, the prototypes will
correspond to a patch (of non-uniform size) from the original
image. The prototypes (denoted by P) will have the same size
as these convolutional patches, i.e. of (H1,W1, D), and each
class is assigned a fixed number of prototypes. For a given
input image, the j-th prototype unit in the prototype layer
computes the Euclidean distance between the j-th prototype
vector and all the patches of the convolutional output, resulting
in a heatmap that shows which parts of the input image are
most similar to the prototype. These maps are reduced to a
single similarity score for each prototype vector using global
max pooling; the reduced scores can be interpreted as to which
extent the given prototype is present in the input image.
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The loss function of ProtoPNet can be separated into three
parts:

LPPN (D) = CrossEnt(Y , Ŷ )
+λ1Clst(P,X)
+λ2Sep(P,X),

(2)

where CrossEnt(Y , Ŷ ) is again cross-entropy, Clst(P,X)
is a clustering term ensuring that images of a given class
have at least one latent patch close to a prototype of the same
class, while Sep(P,X) pushes the latent patches apart from
the prototypes of other classes:

Clst(P,X) =
1

N

N∑
n=1

min
pj∈Pn

min
z∈patches(Φ(xn))

‖z − pj‖22,

Sep(P,X) = − 1

N

N∑
n=1

min
pj �∈Pn

min
z∈patches(Φ(xn))

‖z − pj‖22,

where P n ⊂ P is the set of prototypes corresponding to class
yn and Φ(·) denotes the convolutional backbone.

ProtoPNet, as opposed to PrototypeDL, can be used on
real-world images. The prototype-to-image is explicit and
uses images from the training set, this is the Clst(·) term
in the error function. The anchoring to a given input image
and the “localized footprint” of the prototype vector leads to
an increased interpretability level – contrasting PrototypeDL,
where we have global representations of the inputs.

3) BagNet: these models were introduced by Brendel and
Bethge [19], inspired by the bag-of-words (BoW), or the
bag-of-features (BoF) models; these are popular models in
information retrieval (IR) and natural language processing
(NLP) [20]. BoW or BoF count the occurrence of a feature
in an entity, e.g. words in a document, thus the representation
of a document becomes a bag data structure collecting the
number of word occurrences in a document. The architecture
of BagNet resembles BoW: individual features of the input
are put together – in this case, averaged – to obtain the global
representation of the entire image.

The idea is simple yet effective: we use an FCN to generate
features for the input image and use the average of the feature
vectors to output the logits. Each feature vector corresponds to
a window of the same size as the receptive field of the network
(patch). Using logits, the output of the linear classifier will be
the same as the average of the logits output for each input
image patch.

BagNet is able to generate a heatmap for the input images:
for each patch of the input image the model outputs the class
logits and these will correspond to one pixel of the heatmap.
These heatmaps can be interpreted as explanations for the
classification: the part of the image, where the heatmap has
a high activation has more importance during classification.
Moving the window with stride 1, we are able to generate one
heatmap for each class.

This model is built on a simple idea inspired from IR/NLP,
yet we found that it produces competitive results for self-
explaining image classification tasks.

Fig. 1. The PrototypeDL architecture in action on the CIFAR10 data: the
input (left), its reconstruction (middle), and the closest pre-image (right). It
can be observed that both the reconstruction and the pre-image are blurry,
therefore cannot serve as an explanation.

Fig. 2. Evolution of the 10 prototypes assigned to clear class – from top
to bottom. It is visible that most of the prototypes “focus” on the upper part
of the image, the blue sky. There are abnormal behaviours, e.g. in the fifth
column the region is not “interpretable” w.r.to the class semantics.

C. Experimental comparison of the models

In our research, we conducted several experiments using
different datasets. First, we used a simpler dataset (MNIST
– Modified National Institute of Standards and Technology1

[21]) and then the models were fine-tuned for a more complex
one (BDD100K – Berkeley DeepDrive2 [22]). Working with
BDD100K the weather condition labels were used, containing
7 classes: clear, foggy, overcast, partly cloudy, rainy, snowy,
and undefined. This dataset is highly unbalanced, e.g. we have
37 344 images with label clear as opposed to 130 images
labeled foggy.

1) PrototypeDL: In the original paper [16] this method
was tested on three datasets: MNIST (99.22% test accuracy),
3D cars [23] (93.5% test accuracy), and Fashion MNIST3

(89.95% test accuracy), the obtained results being comparable
with that of non-interpretable models (within 2.55% margin).
We also tested the model on CIFAR10 dataset, but the output
prototypes were not interpretable, see Figure 1. Due to its
poor interpretability, this model was not tested on BDD100K
dataset.

2) ProtoPNet: In our experiments, VGG-19 CNN was used
as a feature extractor. The number of prototypes per class was

1http://yann.lecun.com/exdb/mnist/
2http://bdd-data.berkeley.edu
3https://github.com/zalandoresearch/fashion-mnist
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TABLE I
COMPARISON OF THE PERFORMANCE OF PROTOPNET AND THE

EQUIVALENT BACKBONE MODEL ON BDD100K DATASET.

Metric ProtoPNet Backbone model
Train Test Train Test

Accuracy 0.8564 0.8264 0.8457 0.8284
F1 score (micro-avg.) 0.8523 0.8218 0.8457 0.8284
F1 score (macro-avg.) 0.7082 0.6422 0.6725 0.6510

TABLE II
COMPARISON OF THE PERFORMANCE OF BAGNET-17 AND THE

EQUIVALENT RESNET-50 ON THE BDD100K DATASET.

BagNet-17 Equivalent
ResNet-50

Train Test Train Test
F1 score (micro-avg.) 0.7880 0.7953 0.8098 0.8093
F1 score (macro-avg.) 0.5973 0.6038 0.6494 0.6242
Training epochs 81 84

set to 10 as in [17]. Besides trying to reproduce the result
on CUB-200-20114 the model was trained on MNIST and
BDD100K datasets. We analyzed the result of our experiments
from two aspects. Firstly, the performance of ProtoPNet was
compared against its equivalent backbone, here we aimed at
assessing the cost of interpretability. Secondly, we performed
a subjective analysis of the prototypes and their evolution over
the learning epochs.

The backbone model has a feature extractor layer followed
by a fully connected one, i.e. the prototype layer was removed
from the model. On MNIST dataset the differences were
below 0.1%, both interpretable and non-interpretable models
had an accuracy of 99.8% on the train and 99.6% on test
data. With BDD100K dataset the interpretable model achieved
better accuracy on train data, as shown in Table I. We also
measured F1 scores on the BDD100K dataset because of its
uneven distribution. We can observe a gap between the models
on train data by analyzing these scores. For every class, we
collected the images from which the ProtoPNet learned its 10
prototypes in different epochs and aggregated them into an
image collage. In the original images, we can see the saliency
map of input pixels indicating their contribution to the learned
prototype vector. The prototypes were observed form every
10th epoch up to the 50th. Figure 2 shows an example for the
class clear. As expected, most of the learned prototypes are
parts from the blue sky regions. The evolution of prototypes is
noticeable (with uninterpretable prototypes at the start). Using
visual inspection, we can have a subjective assessment of the
prototype, namely the region it focuses on during prediction.
This way we may exclude prototypes from the model. For
example, in the 5th column, there is a prototype of the road.
If we want our model to “focus” only on the sky, we can
remove it from the model.

3) BagNet: In [19] the model was tested on ImageNet5.
Using a 17×17 patch size, the model reached the performance
of AlexNet (80.5% top-5 accuracy) [24], while using 33× 33
patches a top-5 accuracy of 87.6% was achieved.

4https://www.vision.caltech.edu/datasets/cub 200 2011/
5https://www.image-net.org/

clear foggy

overcast partly cloudy

rainy snowy

Fig. 3. One sample from each weather class from the BDD100K dataset (left)
and their corresponding heatmaps (right) obtained with the BagNet-17 model.
The darker the region, the more important it was in assigning the given label
to the image.

For conducting the experiments on the BDD100K dataset,
we used the initial architecture, based on ResNet-50 [25] by
replacing most of the 3×3 by 1×1 convolutions, thus limiting
the receptive field size of the topmost convolutional layer to
q × q. We experimented with both q = 9 and q = 17 and
found that q = 17, that is Bagnet-17, yielded better results.

We compared the results obtained with the BagNet-17 with
the corresponding ResNet-50 architecture (backbone model).
The model was trained using SGD with momentum (0.9),
a batch size of 16, and a learning rate initially set to 0.1
and decayed by a multiplicative factor of 0.35 every 30
epochs. For evaluation, F1 score was used. The results are
summarized in Table II, which shows that BagNet-17 achieved
a micro-averaged F1 score of 0.7880 on the training set and
a micro-averaged F1 score of 0.7953 on the test, respectively,
after 81 epochs. Surprisingly, the equivalent ResNet-50 has
outperformed the BagNet-17 by only 0.014 on the test set
when evaluated with the micro-averaged F1 score, and by
0.0204 with the macro F1 score.

To visually assess the interpretability of the BagNet-17
model on BDD100K, we plotted the heatmaps generated by
the model, as shown in Figure 3 along with the original
images. Our conclusion is that the strong emphasis is in partial
agreement with our intuition but it is often not conclusive: e.g
it is unclear why in the clear class example – top left – the
highest importance is rendered to the line separating the blue
sky background from the rest of the image.

D. Measuring interpretability

While measuring prediction accuracy is usually simple,
unless labeling data becomes a costly process [26], determin-
ing interpretability is much more complicated, however, the
assessment of explainability is similarly important to evaluate
the method and compare it to other approaches from this
perspective as well. Following the works [27]–[29] we define
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TABLE III
EVALUATION RESULTS OBTAINED ON MNIST (RESNET-20 BACKBONE)

USING DIFFERENT HYPERPARAMETERS.

λ1 λ2 λ3 Training accuracy Test accuracy
(a) 0.8 -0.08 0 0.9902 0.9814
(b) 0.8 0 0 0.9951 0.9853
(c) 0.8 -0.08 -0.1 0.9895 0.9826
(d) 0.8 -0.08 -0.15 0.9893 0.9808

(a) (b)

(c) (d)
Fig. 4. Matrix of 1-vs-1 average training accuracies obtained using linear
SVMs to separate prototype vectors assigned to different classes (the four
scenarios correspond to the models displayed in Table III): (a) original
ProtoPNet model, (b) omitting the separation cost, (c)–(d) using the additional
separation cost.

interpretability as the linear separability of the feature vectors
and incorporate a new separation cost to improve on this
in the ProtoPNet model6. Thus, we measure interpretability
by the macro-averaged 1-vs-1 training classification accuracy
obtained by a linear classifier considering the prototype vectors
assigned to different classes as training examples. In our
experiments, linear support vector machines (SVM) [30] were
used.

In [17], the separation cost enforces every latent patch of a
training image to be distant from the prototypes not of its class,
which is a requirement of explainability. If no such condition
is imposed on the patches and/or prototypes it may harm the
interpretability of the model, since similar prototypes can be
obtained for different classes. While discarding separability
may improve classification performance [31], it can hurt the
visual explanation process.

The additional separation cost introduced in our model
pushes away the prototype vectors from each other,

Sep2(P) =
−2

K(K − 1)

K∑
i,j=1
j>i

min
p∈Pi,
q∈Pj

‖p− q‖22 (3)

6The linear separability of the features increases/should increase monoton-
ically with the depth of the model, explained by the fact that the last layer of
deep neural networks is usually a linear classifier.

and thus the total loss function of the optimization problem
becomes

L(D) = CrossEnt(Y , Ŷ )
+λ1Clst(P,X)
+λ2Sep(P,X) + λ3Sep2(P),

(4)

where CrossEnt, Clst, and Sep represent the same loss
components as in the original ProtoPNet model. In Figure 4
the interpretability values are shown as macro-averaged 1-vs-
1 training accuracies obtained for separating the prototypes
of different classes using a linear SVM. We also display the
lower triangular portion of the confusion matrices obtained,
where a darker color of a square denotes a better separa-
tion. For conducting the experiments, ResNet-20 was used
as the backbone of ProtoPNet [25], and the methods were
evaluated on the MNIST dataset. The number of epochs was
set to 50. Table III shows the hyperparameter settings of the
models together with the training and test accuracies obtained.
From Table III and Figure 4 one observes that by omitting
the separation costs, it is possible to obtain better accuracy
scores (model (b)) compared to the base model (model (a)),
meanwhile, separability decreases. The introduction of the new
separation cost yields slightly better test accuracies and better
linear separation of the prototypes (model (c)). Furthermore,
setting a higher weight for the newly introduced cost (model
(d)) can slightly decrease prediction accuracy but at the same
time significantly increase the separability.

II. CONCLUSION

In this article, we presented a comparison of three inter-
pretable image classification models. All models use convolu-
tional neural networks, CNNs, to represent image features via
prototype vectors, and the use of prototypes provides a good
performance. The interpretability of the models is achieved via
the connection of the prototype vectors to the outputs on one
hand, and the connection of the prototype vectors to a region
in the input image on the other hand; model interpretability is
achieved by linking the decision – i.e. the model output – and
the region in the input image.

With the measurements on “backbones”, we assessed
whether the addition of interpretability to the model, similar
to extensions towards robustness, impacts accuracy and we
conclude that there is no significant drop in performance when
interpretability is added to the model. The conclusion is that it
was essential to properly adjust model hyperparameters, such
as receptive field size or the parameters of the cost function;
this fitting of model parameters indicates a potential instability
when using the models in real situations.

As a summary, we assessed that the first tested PrototypeDL
model uses prototypes that are global to the whole image,
therefore the pre-images of the prototypes are blurry, as
such cannot be used as an explanation. Our second model,
ProtoPNet, an improved PrototypeDL, provides localized pro-
totypes, and the manual inspection of the results confirms its
highly interpretable nature, and this model achieves the best
evaluation results on the tested datasets. The third model we
tested, the BagNet model, had the simplest architecture of all
and it produces good results despite not using prototypes.
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6

An important conclusion was that these models need large
datasets to perform well – namely, we emphasize that for
ProtoPNet the multiplication of inputs using augmentation had
a huge positive impact on the performance.

Since almost all methods studied so far rely on deep features
extracted by CNNs, we might ask about the validity of our base
assumption about these, namely that similar patches generate
similar features. As one-pixel attacks show [32], it suffices to
change one pixel in the input image to obtain very dissimilar
features. At the same time, other obfuscation techniques, e.g.
JPEG compression, resulting in differences imperceptible to
the human eye greatly influence the output of the network
as well [33]. Therefore, we plan to study the influence of
robustness on the predictions and explanations in interpretable
methods [34], as well as explore other approaches that could
increase interpretability in such self-explainable deep neural
network models.
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