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Welcome by the Editor

WE have reached the end of this turbulent year of 2022. In 
terms of scientific achievements, it was a successful one 

for our community: the journal never received so many – close to 
150 – individual submissions within a calendar year before. This 
is certainly due to three factors. The first reason is, of course, the 
continuously and visibly improving journal metrics. Second, the 
two calls for special issue papers: on Internet of Digital & Cogni-
tive Realities and on Tech-Augmented Legal Environment. Third, 
the activities of the Editorial Board, which helped a lot in attracting 
great papers. As the Infocommunications Journal is listed in the 
Web of Science: Emerging Sources Citation Index, we became eli-
gible for an official Impact Factor calculated by Clarivate, already 
for the year 2022 – the actual value will be announced in June 
2023. We are very positive that this value will be very attractive, 
and its announcement in June provides our Journal even better vis-
ibility than we have now.

Let us have a brief overview of the articles included in the last 
issue of the Infocommunications Journal for the year 2022.

In the first paper of this issue, H. Alabbas and Á. Huszák propose 
a novel gateway selection algorithm for vehicular networks in urban 
areas. Their method consists of two phases: at first it identifies the 
best available gateways using multiobjective integer programming, 
after which it selects the most suitable gateway for the given 
vehicular nodes, by using reinforcement learning.

Augmented Reality and related technologies are in the focus of 
attention for many application domains – including healthcare. In his 
paper, György Wersényi investigates the usability of the HoloLens 
device for medical applications. He evaluates the HoloLens usage, 
especially regarding latency and throughput, and finds that at this 
stage, it is very useful for education, training, or teleassistance, but 
not yet reliable enough for latency-sensitive tasks.

In their paper, Edson Ramiro Lucas Filho and his coauthors 
present a comprehensive simulator for distributed and tiered file-
based storage system, DITIS. It is able to accurately simulate the 
distributed file system behaviors, taking into account the perfor-
mance characteristics of each node. This understanding of the 
underlying behavior and effects of these systems brings multiple 
benefits to users – as shown here.

Regarding profiling hierarchical storage, A. Khelili, S. Robert 
and S. Zertal present FiLiP, which provides statistics and metrics 
for better understanding the performance behind application file 
access and file movements across hierarchical storage. The authors 
highlight the feasibility of FiLiP by demonstrating its results on 
various I/O-intensive highperformance computing applications.

Adding to hardware performance tweaks, A.D.R. Kulandai 
and T. Schwarz present a new strategy on how to select memory 
locations for overwrites that result in a lower number of bit-flips. 
They apply this method on non-volatile random access memo-
ries (NVRAMs), and calculate the expected bitflip savings for 
the new strategy, so they can determine rules for finding the best 
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candidate memory locations.
In their paper, K. Venugopalachary, D. Mishra and R. Saini 

investigate the exact and secrecy outage possibilities of aamplify-
and-forward cooperative communication systems while passive 
external monitoring (or eavesdropping) is present. As a result, 
the authors provide the close-form expressions for probabilities 
of secrecy outage and secrecy intercept, which are then validated 
through simulations.

The problem of output load power maximization with optimal 
load impedances selection for RFID tags is in the focus of the study 
by A.C.Y. Goay, D. Mishra and A. Seneviratne. They investigate 
this topic for BER-aware backscatter communication, where the tag 
uses binary ASK. The proposed design provides a gain of cca. 16%, 
which is a significant argument in favor of utilizing this method.

Zooming out to communication systems, A. Strzoda, R. Marjasz 
and K. Grochla evaluate LoRa localization capabilities and data 
credibility. They found that although trilateration has limited 
accuracy, the LoRa measurement can still be very well used for 
evaluating the credibility of the location information.

In their paper, Artur Poplawski and Szymon Szott represent 
certain cellular network models as graphical games, and use 
dynamic programming for optimizing it. They demonstrate the 
idea through the game on interference in the radio access network, 
and verify the feasibility through simulations.

A review of current activities in European cybersecurity 
research and innovation is presented by Mehmet Ufuk Caglayan 
Among others, it specifically reviews the projects NEMESYS, 
SDK4ED, KONFIDO, GHOST, SerIoT, IoTAC and their sidelobe 
research and innovation initiatives.

As the closing paper of this issue, Rixuan Qiu and his coauthors 
propose a Kformer-based fine-grained dynamic access control 
method to automate authorization management tasks. The 
presented experimental results show that KFormer is feasible for 
the tasks, stable, and has high accuracy.

With this overview, we wish you a great turn of 2022/23, with 
pleasant reads of the papers of the current issue.
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A New Gateway Selection Algorithm Based on
Multi-Objective Integer Programming and

Reinforcement Learning
Hasanain Alabbas, Árpád Huszák

Abstract—Connecting vehicles to the infrastructure and bene-
fiting from the services provided by the network is one of the main
objectives to increase safety and provide well-being for passen-
gers. Providing such services requires finding suitable gateways
to connect the source vehicles to the infrastructure. The major
feature of using gateways is to decrease the load of the network
infrastructure resources so that each gateway is responsible for a
group of vehicles. Unfortunately, the implementation of this goal
is facing many challenges, including the highly dynamic topology
of VANETs, which causes network instability, and the deployment
of applications with high bandwidth demand that can cause
network congestion, particularly in urban areas with a high-
density vehicle. This work introduces a novel gateway selection
algorithm for vehicular networks in urban areas, consisting of
two phases. The first phase identifies the best gateways among
the deployed vehicles using multi-objective integer programming.
While in the second phase, reinforcement learning is employed to
select a suitable gateway for any vehicular node in need to access
the VANET infrastructure. The proposed model is evaluated and
compared to other existing solutions. The obtained results show
the efficiency of the proposed system in identifying and selecting
the gateways.

Index Terms—VANET, gateway selection, multi-objective inte-
ger programming, reinforcement learning.

I. INTRODUCTION

THE Vehicular Ad Hoc Networks (VANETs) represent
the vital nerve of the Intelligent Transportation System

(ITS) as the research, and industrial communities have become
increasingly interested in developing VANETs [1]. In general,
VANET’s infrastructure consists of vehicles equipped with a
communication device and Road Side Units (RSUs), which
are fixed communication units located near intersections or
distributed on the side of the roads [2], [3]. The communi-
cation in the VANET environment is divided into two types,
namely: Vehicle-to-Vehicles (V2V), which allows the vehicles
to communicate directly, and Vehicle-to-Infrastructure (V2I),
in which the vehicles are able to make contact with the
infrastructure like routers, base stations, and RSUs [4], [2].
The main drive for V2I development is providing the drivers
with the necessary information and assistance to increase
safety and decrease accidents, as well as providing Internet
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vices, Faculty of Electrical Engineering and Informatics, Budapest University
of Technology and Economics, Hungary, and Computer Center Department,
Al-Qasim Green University, E-mail: hasanain@hit.bme.hu
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Technology and Economics, and ELKH-BME, Cloud Applications Research
Group, Hungary, E-mail: huszak@hit.bme.hu

access for entertainment [5], [6]. However, with the increasing
growth of greedy Internet applications, providing the Internet
connectivity for vehicular users has become an urgent need,
especially in urban areas. As a consequence, new concepts
have emerged dedicated to this purpose, like Urban Vehicular
Ad Hoc Network (UVANET), which deals with non-safety
applications (Internet service, media sharing, and data sharing)
[7]. Providing the Internet for vehicles requires finding a
suitable gateway. Unfortunately, the implementation of this
goal is facing many challenges. The applications with high
bandwidth demand can cause network congestion, particularly
in urban areas with a high density of vehicles. In addition,
the VANET environment is characterized as a high dynamic
environment because of the high speed of vehicles that connect
or disconnect to the network very frequently, causing unstable
network connections [8].

Gateway selection strategies often rely on inquiry and
solicitation messages sent and received between the vehicular
nodes (VNs) to find a suitable gateway [8]. These kinds of
messages overwhelm the networks and can cause broadcast
storm problems and overhead when the number of nodes
increases [9]. Investing in cloud computing and making it
compatible with ITS, provides a valuable opportunity to
benefit from cloud computing resources utilized by VANET
services [10], [11]. This union produced a new paradigm
called Vehicular Cloud (VC) [12] [13]. VC presents many
services like network information collection, traffic control
optimization, and congestion detection [12]. Because of the
massive services and features provided by VC, we will use
it to build our gateway selection model, so we can reduce
the impact of overhead in the network. The gateways aim to
provide the Internet for vehicles that need it. The identified
gateways are employed to connect the source vehicles to the
infrastructure. The major feature of using the gateways is to
decrease the load of network infrastructure resources. Each
gateway is responsible for a group of vehicles by handling
and multiplexing the traffic amount of the group to send them
to the infrastructure. It should be noted; our proposed system
is the extension of our previous work entitled “Reinforcement
Learning based Gateway Selection in VANETs” . In the
previous work, we assumed that the public transport buses
are equipped with Internet access and can serve as mobile
gateways (MGs) [13]. We used reinforcement learning to select
the best gateway for each vehicle that needs Internet access.
We are now expanding the scope of our work to include
defining the gateways instead of assuming them, and this
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access for entertainment [5], [6]. However, with the increasing
growth of greedy Internet applications, providing the Internet
connectivity for vehicular users has become an urgent need,
especially in urban areas. As a consequence, new concepts
have emerged dedicated to this purpose, like Urban Vehicular
Ad Hoc Network (UVANET), which deals with non-safety
applications (Internet service, media sharing, and data sharing)
[7]. Providing the Internet for vehicles requires finding a
suitable gateway. Unfortunately, the implementation of this
goal is facing many challenges. The applications with high
bandwidth demand can cause network congestion, particularly
in urban areas with a high density of vehicles. In addition,
the VANET environment is characterized as a high dynamic
environment because of the high speed of vehicles that connect
or disconnect to the network very frequently, causing unstable
network connections [8].

Gateway selection strategies often rely on inquiry and
solicitation messages sent and received between the vehicular
nodes (VNs) to find a suitable gateway [8]. These kinds of
messages overwhelm the networks and can cause broadcast
storm problems and overhead when the number of nodes
increases [9]. Investing in cloud computing and making it
compatible with ITS, provides a valuable opportunity to
benefit from cloud computing resources utilized by VANET
services [10], [11]. This union produced a new paradigm
called Vehicular Cloud (VC) [12] [13]. VC presents many
services like network information collection, traffic control
optimization, and congestion detection [12]. Because of the
massive services and features provided by VC, we will use
it to build our gateway selection model, so we can reduce
the impact of overhead in the network. The gateways aim to
provide the Internet for vehicles that need it. The identified
gateways are employed to connect the source vehicles to the
infrastructure. The major feature of using the gateways is to
decrease the load of network infrastructure resources. Each
gateway is responsible for a group of vehicles by handling
and multiplexing the traffic amount of the group to send them
to the infrastructure. It should be noted; our proposed system
is the extension of our previous work entitled “Reinforcement
Learning based Gateway Selection in VANETs” . In the
previous work, we assumed that the public transport buses
are equipped with Internet access and can serve as mobile
gateways (MGs) [13]. We used reinforcement learning to select
the best gateway for each vehicle that needs Internet access.
We are now expanding the scope of our work to include
defining the gateways instead of assuming them, and this
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leads us to find a mechanism to identify the gateways. Our
proposed model now consists of two phases instead of one
phase. For the first phase, we utilized the Multi-Objective
Integer Programming (MO-IP) to define the best gateways in
terms of speed, distance from the base station and geographical
distribution. In the second phase, we adopted reinforcement
learning to find the best gateway for client vehicles.

II. RELATED WORKS

Providing a stable connection to VANET infrastructure
is a considerable challenge because of the highly dynamic
environment. In [14], the authors proposed a gateway selection
strategy to access the information and retrieve the data from
the cloud by using epidemic spread routing (ESR). The content
accessibility preference (CAP) model has been used to confine
the greedy behavior of ESR and minimize the data access
delay. In [15], a fuzzy multi-metric qos-balancing gateway
selection algorithm (FQGwS) was proposed to provide stable
communication and increase the link connectivity duration be-
tween the vehicles and LTE infrastructure. The LTE Advanced
eNodeBs are employed as fixed gateways. The communication
between vehicles and the LTE infrastructure is directly or
via a relay gateway. The fuzzy logic is adopted to select
the best gateways based on a blend of metrics like signal
strength, resources occupation, connection lifetime, and QoS
traffic classes. However, this kind of solution uses the reactive
approach where vehicles exchange messages to discover an
appropriate gateway, thus causing a high amount of overhead.
The authors [16] proposed a routing strategy to provide
Internet access for vehicles by selecting a suitable mobile
gateway. The study utilized the vehicle’s characteristics (speed,
direction, position) to determine the best mobile gateway. On
the other hand, it calculates the trust parameter to determine
if the connection is reliable and secure or not. Driss et
al. [17] proposed a gateway selection algorithm based on
heterogeneous VANET and 4G LTE cellular networks. The
study considered that the vehicles fitted with 4G LTE and
IEEE 802.11p-based-VANETs interfaces are potential mobile
gateways. These possible gateways can provide a reliable
connection with the 4G LTE cellular networks to ordinary
vehicles. The study took into account several factors for the
selection of the mobile gateways, such as signal strength,
vehicles’ movement, and path length.

However, even though these kinds of solutions show good
results in terms of packet delivery when applied in a high-
way scenario, they are not suitable in urban scenarios. The
proactive and reactive strategies used in these algorithms can
decrease the throughput when the vehicle numbers increase.
Moreover, there is no optimization in the selection procedure.

In [18], the authors suggested a new gateway selection
system by using multi-objective optimization to address the
issues generated by the previous studies. The system takes into
consideration two contradicting objectives. The first objective
aims to maximize the number of connected vehicles while the
second one aims to minimize the overload of the gateways.

We present a novel model to identify and select the mobile
gateways using Multi-Objective Integer Programming (MO-
IP) and Reinforcement Learning (RL) in urban scenarios.

III. SYSTEM MODEL

Our system model is a hybrid network architecture com-
posed of a VANET, VANET’s infrastructure (4G/5G base
station, RSU), and Vehicular Cloud (VC). We assume all
vehicles in VANET are equipped with an On-Board Unit
(OBU). So that they can communicate with each other and
with the infrastructure, as stated in Figure 1. We propose a
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centralized gateway selection system that aims to identify the
gateways and allocate them to vehicles needing of Internet
access. Unlike the decentralized strategies in literature, the
centralized mechanism reduces the overload situation when
there are many nodes in the network.

Our proposed system is based on the VC, which consists
of two servers, namely Registrar and Discovery servers. The
Registrar Server accumulates the necessary information about
vehicles movements and the infrastructure network. It calcu-
lates the Link Connectivity Duration (LCD) between them.
On the other hand, the proposed system is integrated into the
discovery server. Our proposed algorithm is an extension of
our previous study [13]. In the previous work, we assumed that
the gateways are public transport buses connected directly to
the Internet. Based on this assumption, we used reinforcement
learning to discover a suitable gateway for source vehicles. In
our current work, we aim to make our algorithm more general
and comprehensive. The development and expansion is the use
of a mechanism to identify the gateways instead of assuming
their existence. Therefore, our proposed system consists of two
phases:

1) Gateways Identification: we use Integer Programming
(IP) to identify the gateways.

2) Gateway Selection: we adopt reinforcement learning to
allocate a suitable gateway for ordinary vehicles.
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Integer Programming (MO-IP) to define the best gateways in
terms of speed, distance from the base station and geographical
distribution. In the second phase, we adopted reinforcement
learning to find the best gateway for client vehicles.

II. RELATED WORKS

Providing a stable connection to VANET infrastructure
is a considerable challenge because of the highly dynamic
environment. In [14], the authors proposed a gateway selection
strategy to access the information and retrieve the data from
the cloud by using epidemic spread routing (ESR). The content
accessibility preference (CAP) model has been used to confine
the greedy behavior of ESR and minimize the data access
delay. In [15], a fuzzy multi-metric qos-balancing gateway
selection algorithm (FQGwS) was proposed to provide stable
communication and increase the link connectivity duration be-
tween the vehicles and LTE infrastructure. The LTE Advanced
eNodeBs are employed as fixed gateways. The communication
between vehicles and the LTE infrastructure is directly or
via a relay gateway. The fuzzy logic is adopted to select
the best gateways based on a blend of metrics like signal
strength, resources occupation, connection lifetime, and QoS
traffic classes. However, this kind of solution uses the reactive
approach where vehicles exchange messages to discover an
appropriate gateway, thus causing a high amount of overhead.
The authors [16] proposed a routing strategy to provide
Internet access for vehicles by selecting a suitable mobile
gateway. The study utilized the vehicle’s characteristics (speed,
direction, position) to determine the best mobile gateway. On
the other hand, it calculates the trust parameter to determine
if the connection is reliable and secure or not. Driss et
al. [17] proposed a gateway selection algorithm based on
heterogeneous VANET and 4G LTE cellular networks. The
study considered that the vehicles fitted with 4G LTE and
IEEE 802.11p-based-VANETs interfaces are potential mobile
gateways. These possible gateways can provide a reliable
connection with the 4G LTE cellular networks to ordinary
vehicles. The study took into account several factors for the
selection of the mobile gateways, such as signal strength,
vehicles’ movement, and path length.

However, even though these kinds of solutions show good
results in terms of packet delivery when applied in a high-
way scenario, they are not suitable in urban scenarios. The
proactive and reactive strategies used in these algorithms can
decrease the throughput when the vehicle numbers increase.
Moreover, there is no optimization in the selection procedure.

In [18], the authors suggested a new gateway selection
system by using multi-objective optimization to address the
issues generated by the previous studies. The system takes into
consideration two contradicting objectives. The first objective
aims to maximize the number of connected vehicles while the
second one aims to minimize the overload of the gateways.

We present a novel model to identify and select the mobile
gateways using Multi-Objective Integer Programming (MO-
IP) and Reinforcement Learning (RL) in urban scenarios.

III. SYSTEM MODEL

Our system model is a hybrid network architecture com-
posed of a VANET, VANET’s infrastructure (4G/5G base
station, RSU), and Vehicular Cloud (VC). We assume all
vehicles in VANET are equipped with an On-Board Unit
(OBU). So that they can communicate with each other and
with the infrastructure, as stated in Figure 1. We propose a
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leads us to find a mechanism to identify the gateways. Our
proposed model now consists of two phases instead of one
phase. For the first phase, we utilized the Multi-Objective
Integer Programming (MO-IP) to define the best gateways in
terms of speed, distance from the base station and geographical
distribution. In the second phase, we adopted reinforcement
learning to find the best gateway for client vehicles.
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Providing a stable connection to VANET infrastructure
is a considerable challenge because of the highly dynamic
environment. In [14], the authors proposed a gateway selection
strategy to access the information and retrieve the data from
the cloud by using epidemic spread routing (ESR). The content
accessibility preference (CAP) model has been used to confine
the greedy behavior of ESR and minimize the data access
delay. In [15], a fuzzy multi-metric qos-balancing gateway
selection algorithm (FQGwS) was proposed to provide stable
communication and increase the link connectivity duration be-
tween the vehicles and LTE infrastructure. The LTE Advanced
eNodeBs are employed as fixed gateways. The communication
between vehicles and the LTE infrastructure is directly or
via a relay gateway. The fuzzy logic is adopted to select
the best gateways based on a blend of metrics like signal
strength, resources occupation, connection lifetime, and QoS
traffic classes. However, this kind of solution uses the reactive
approach where vehicles exchange messages to discover an
appropriate gateway, thus causing a high amount of overhead.
The authors [16] proposed a routing strategy to provide
Internet access for vehicles by selecting a suitable mobile
gateway. The study utilized the vehicle’s characteristics (speed,
direction, position) to determine the best mobile gateway. On
the other hand, it calculates the trust parameter to determine
if the connection is reliable and secure or not. Driss et
al. [17] proposed a gateway selection algorithm based on
heterogeneous VANET and 4G LTE cellular networks. The
study considered that the vehicles fitted with 4G LTE and
IEEE 802.11p-based-VANETs interfaces are potential mobile
gateways. These possible gateways can provide a reliable
connection with the 4G LTE cellular networks to ordinary
vehicles. The study took into account several factors for the
selection of the mobile gateways, such as signal strength,
vehicles’ movement, and path length.

However, even though these kinds of solutions show good
results in terms of packet delivery when applied in a high-
way scenario, they are not suitable in urban scenarios. The
proactive and reactive strategies used in these algorithms can
decrease the throughput when the vehicle numbers increase.
Moreover, there is no optimization in the selection procedure.

In [18], the authors suggested a new gateway selection
system by using multi-objective optimization to address the
issues generated by the previous studies. The system takes into
consideration two contradicting objectives. The first objective
aims to maximize the number of connected vehicles while the
second one aims to minimize the overload of the gateways.

We present a novel model to identify and select the mobile
gateways using Multi-Objective Integer Programming (MO-
IP) and Reinforcement Learning (RL) in urban scenarios.

III. SYSTEM MODEL

Our system model is a hybrid network architecture com-
posed of a VANET, VANET’s infrastructure (4G/5G base
station, RSU), and Vehicular Cloud (VC). We assume all
vehicles in VANET are equipped with an On-Board Unit
(OBU). So that they can communicate with each other and
with the infrastructure, as stated in Figure 1. We propose a
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centralized gateway selection system that aims to identify the
gateways and allocate them to vehicles needing of Internet
access. Unlike the decentralized strategies in literature, the
centralized mechanism reduces the overload situation when
there are many nodes in the network.

Our proposed system is based on the VC, which consists
of two servers, namely Registrar and Discovery servers. The
Registrar Server accumulates the necessary information about
vehicles movements and the infrastructure network. It calcu-
lates the Link Connectivity Duration (LCD) between them.
On the other hand, the proposed system is integrated into the
discovery server. Our proposed algorithm is an extension of
our previous study [13]. In the previous work, we assumed that
the gateways are public transport buses connected directly to
the Internet. Based on this assumption, we used reinforcement
learning to discover a suitable gateway for source vehicles. In
our current work, we aim to make our algorithm more general
and comprehensive. The development and expansion is the use
of a mechanism to identify the gateways instead of assuming
their existence. Therefore, our proposed system consists of two
phases:

1) Gateways Identification: we use Integer Programming
(IP) to identify the gateways.

2) Gateway Selection: we adopt reinforcement learning to
allocate a suitable gateway for ordinary vehicles.
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Integer Programming (MO-IP) to define the best gateways in
terms of speed, distance from the base station and geographical
distribution. In the second phase, we adopted reinforcement
learning to find the best gateway for client vehicles.
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appropriate gateway, thus causing a high amount of overhead.
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the other hand, it calculates the trust parameter to determine
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gateways. These possible gateways can provide a reliable
connection with the 4G LTE cellular networks to ordinary
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However, even though these kinds of solutions show good
results in terms of packet delivery when applied in a high-
way scenario, they are not suitable in urban scenarios. The
proactive and reactive strategies used in these algorithms can
decrease the throughput when the vehicle numbers increase.
Moreover, there is no optimization in the selection procedure.

In [18], the authors suggested a new gateway selection
system by using multi-objective optimization to address the
issues generated by the previous studies. The system takes into
consideration two contradicting objectives. The first objective
aims to maximize the number of connected vehicles while the
second one aims to minimize the overload of the gateways.

We present a novel model to identify and select the mobile
gateways using Multi-Objective Integer Programming (MO-
IP) and Reinforcement Learning (RL) in urban scenarios.

III. SYSTEM MODEL

Our system model is a hybrid network architecture com-
posed of a VANET, VANET’s infrastructure (4G/5G base
station, RSU), and Vehicular Cloud (VC). We assume all
vehicles in VANET are equipped with an On-Board Unit
(OBU). So that they can communicate with each other and
with the infrastructure, as stated in Figure 1. We propose a
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centralized gateway selection system that aims to identify the
gateways and allocate them to vehicles needing of Internet
access. Unlike the decentralized strategies in literature, the
centralized mechanism reduces the overload situation when
there are many nodes in the network.

Our proposed system is based on the VC, which consists
of two servers, namely Registrar and Discovery servers. The
Registrar Server accumulates the necessary information about
vehicles movements and the infrastructure network. It calcu-
lates the Link Connectivity Duration (LCD) between them.
On the other hand, the proposed system is integrated into the
discovery server. Our proposed algorithm is an extension of
our previous study [13]. In the previous work, we assumed that
the gateways are public transport buses connected directly to
the Internet. Based on this assumption, we used reinforcement
learning to discover a suitable gateway for source vehicles. In
our current work, we aim to make our algorithm more general
and comprehensive. The development and expansion is the use
of a mechanism to identify the gateways instead of assuming
their existence. Therefore, our proposed system consists of two
phases:

1) Gateways Identification: we use Integer Programming
(IP) to identify the gateways.

2) Gateway Selection: we adopt reinforcement learning to
allocate a suitable gateway for ordinary vehicles.
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A. Gateways Identification Phase
In this phase, we propose an algorithm seeking the gateways

based on different objectives. These objectives ensure that the
gateways are close to the infrastructure with lowest relative
speed and the highest number of neighbors.

Despite the good results achieved by reinforcement learning
to select the best gateways in the previous study compared
to MOO, it cannot be applied to the gateway identification
phase. In the gateway identification phase, all gateways must
be determined by a single decision. Since each gateway has
its own criteria for identifying it, the final outcome of the
reward function becomes too complex and as a result, the agent
becomes confused and unable to learn.

Regarding the run-time complexity, IP is considered NP-
complete and can be affected by the number of variables and
constraints while RL agent should be trained in a simulated
environment. Once the neural network is set up, the decision
is very fast.

The MO-IP technique is employed to optimize the gateways
discovery. It aims to find optimal solution based on different
objectives. The main challenge faced by this type of optimiza-
tion is finding a compromise solution among Pareto optimal
solutions. Pareto optimal solution refers to a non-dominated
solution, which means none of objective functions can be
improved without making the other objective values degrade.
In the rest of this subsection, we formulate the gateways
discovery problem. VANET consists of a set of vehicular nodes
(VNs), which is represented by VN and a set of Base Stations
(BSs), which is represented by the BS . The distance between
a VN i ∈ VN and a BS j ∈ BS is represented by dij , while
the distance between VNs is denoted by di1i2 where i1 ∈
VN and i2 ∈ VN . Let Vi denotes the velocity of the VN
i. Di is the direction of a VN i and Niei is the number of
neighbors located under the VN i range. U (VN ) denotes a
binary vector where U (i) = 1 if the VN i is selected as a
gateway, else U (i) = 0. The relationship between VNs and
BSs is represented through the binary matrix X (VN ,BS). If
and only if the VN i is selected as a Gateway (GW) to the
BS j, then X (i, j) = 1, otherwise X (i, j) = 0. The binary
symmetric matrix Y(VN ,VN ) is defined, if and only if i1 ∈
VN and i2 ∈ VN are Gateways, then y(i1, i2) = 1, otherwise
y(i1, i2) = 0. The gateway identification problem is expressed
by the integer program as follow.

f = α

M∑
j=1

N∑
i=1

dijX (i, j)− β

M∑
j=1

N∑
i=1

ViX (i, j)

− γ
M∑
j=1

N∑
i=1

NieiX (i, j) (1a)

Subject to

∀i ∈ VN , ∀j ∈ BS, dijX (i, j) ≤ r (1b)

∀i ∈ VN ,
∑

i∈VN
U(i) ≤ N (1c)

∀i ∈ VN , ∀j ∈ BS,
∑
j∈BS

X (i, j) = U(i) (1d)

(100− di1i2)U(i1)U(i2) ≤ MY(i1, i2) (1e)

(45− |Di1 −Di2|)U(i1)U(i2) ≤ M(1− Y(i1, i2)) (1f)

∀i1 ∈ VN , ∀i2 ∈ VN ,Y (i1, i2) = Y (i2, i1) (1g)

∀i ∈ VN , ∀j ∈ BS,X (i, j) ∈ {0, 1} (1h)

∀i ∈ VN ,U(i) ∈ {0, 1} (1i)

∀i1 ∈ VN , ∀i2 ∈ VN ,Y(i1, i2) ∈ {0, 1} (1j)

The integer programming model consists of three objective
functions. The first objective aims to find a GW having the
minimum distance with the BS. The second one is used
to find a GW with the highest number of neighbors, while
the third one aims to identify the lowest speed VN as a
GW. Therefore, the utility function (1a). α, β, and γ are
the objectives weights so that α + β + γ = 1. The set of
constraints are explained as follow:

• Constraint (1b) is used to ensures that VN i, if selected
as a GW to a BS j then the distance between i and j
must not exceed the range r.

• Constraint (1c) is used to restrict the number of GWs,
where N is the number of the GWs.

• Constraint (1d) is used to ensure that every GW is
connected to only one BS.

• Constraint (1e) and constraint (1f) represent if-then con-
straint which ensure that if the difference in direction
between GW i1 and GW i2 is less than 45, then the
distance between them must be greater than 100 m. M
is a large number enough to bound the difference. These
two constraints ensure that the GWs moving in the same
direction are not concentrated in a certain area more than
the others.

• Constraint (1g) is used to ensure that the matrix Y is
symmetric.

• Constraints (1h), (1i), and (1j) are integrality constraints.

B. Reinforcement Learning

Reinforcement Learning (RL) is an area of machine learning
inspired by human interaction with the environment to learn
skills. The main parts of the RL system are the agent and the
environment. RL is modeled by a Markov decision process.
The concepts (state (S), action (A), reward (R)) represent the
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interaction of the agent with its environment. At each time (t),
the agent senses the environment state (st) and takes action
(at) from the set of available actions causing a state transition
to a new state (st+1). The agent obtains a reward (rt) that
indicates whether the decision taken is correct or not.

The mapping between the action (a) and the state (s) is
denoted by the policy π(a, s). The policy π(a, s) reflects the
behavior of agent during sensing its environment.

The agent seeks the optimal policy π∗(a, s) by maximizing
accumulated discounted reward for each s ∈ S and a ∈ A
expressed in Equation (3):

π∗(a | s) = argmax
π(a|s)

tend
t=t0

γt−t0rt (2)

where γ ∈ (0, 1) is the discount factor and t is the time
horizon. Policy optimization algorithms can be categorized
into two groups which are value-based algorithms and policy-
based algorithms. Although the policy-based algorithms have
better convergence and are more convenient for large action
spaces but they have some shortcomings. Proximal Policy
Optimization (PPO) [19] combines the value-based and policy-
based features by using two neural networks called actor-critic.
The first one, named actor, takes the state (s) as entries and
outputs the policy π(a, s), while the second one, named critic,
optimizes V (s) that measures the goodness of the action
(a). PPO uses the advantage function A(s, a) to reduce the
estimation variance.

PPO uses the Trust Region Policy Optimization(TRPO)
strategy to ensure that the new updated policy never goes far
away from the old policy, making it more stable and reliable.
For these reasons, we adopt PPO algorithm in our proposed
gateway allocation phase, namely RL-agent.

C. Gateway Allocation Phase

After electing a specific set of VNs to be gateways to the
infrastructure in the first phase, the second phase is concerned
with assigning an appropriate GW to each VN that needs
access to the Internet or infrastructure network services. RL
mechanism is adapted to achieve this goal. Three main parts
must be accurately identified to enable the RL agent to sense
the VANET environment and make the right decision: state,
action, and reward.

1) Definition of Observation State: The state (s) will be
created for each VN i that needs access to the infrastructure
network and looks for a connection to a suitable GW j.
It represents the relationship between the VN and all the
identified GWs in terms of geographical location, speed, and
available bandwidth. The state is expressed by the entries as
follow:

X =




Loi1 Lati1 Vi1 θi1 C1

Loi2 Lati2 Vi2 θi2 C2

...
...

...
...

...
Loij Latij Vij θij Cj


 (3)

• Loij , Latij , Vij , and θij represent the difference in
longitude, latitude, velocity, and direction between VN
i and GW j, respectively.

• Cj denotes the available capacity of a GW j.
Since the relationship of the VN to each MG is represented
by five parameters S = (Lo, Lat, V, θ, C), the total number
of entries to represent the state is |S| · |GW |,where |S| is the
number of parameters used to describe a state, while |GW |
is the number of MGs.

2) Definition of Agent Action and Rewards: The action
space represents all possible actions. Since the agent’s action
is to assign an appropriate GW to each VN trying to reach
the infrastructure, the action space represents all GWs. Action
a = {a1a2a3 . . . an}, where a1 represents the selection of
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of VNs. Each entry represents the relationship between each
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employed to maximize the GWs selection return. The reward
r is a multi-objective reward in which the agent tends to find a
GW for a VN with the maximum LCD and minimum number
of VNs connected to it. The dataset is employed to train the
RL agent.
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IV. RESULTS

The simulation results are presented to show the efficiency
of our proposed algorithm. Simulations are implemented by
combining Python programming language, Urban Mobility
simulator (SUMO), and Open Street Map (OSM). SUMO
is used to simulate the vehicles’ mobility [20], while OSM
is used to extract real-world map data, which makes the
simulation more realistic [21]. Gurobi Optimizer is executed
to solve the MO-IP problem used in the gateway identification
phase [22], while Baseline3 library is used to implement the
RL problem used in gateway allocation phase [23]. The entire
simulation parameters are listed in Table I.

TABLE I: Simulation parameters.

Parameters Setting

Simulation area 1500 m X 1500 m

Transmission Range 500 m

Vehicles speed 0-20 m/s

Vehicles Number 120-200

The nature of the roads in urban areas in terms of the spread
of intersections, speed limitation, and traffic jams makes them
more challenging than the highway environment. It can be
considered a true measure of algorithms performance. The
number of VNs deployed in the simulation network is 120-
220. The MO-IP algorithm used in the gateways identification
phase is evaluated and compared with the Fuzzy Multi-metric
QoS-balancing Gateway Selection Algorithm (FQGwS) [15]
which uses Received Signal Strength (RSS) metric between the
VNs and the infrastructure to discover the potential gateways
candidates. Three metrics have been used for the performance
evaluation in which metric 1 represents the number of GWs’
neighbors, metric 2 represents the velocity of GWs, and
metric 3 represents the connection lifetime duration between
GWs and VANET’s infrastructure. Figure 2 which represents
the relationship between metric 1 and metric 2 shows that
our proposed algorithm has a good trade-off compared to
FQGwS algorithm by finding GWs with low speed and a
high number of neighbors. On the other hand, Figure 3 which
represents the relationship between metric 1 and metric 3
shows our proposed algorithm has better results in terms of
choosing GWs with the lowest speed in comparison with
FQGwS, but for the connection lifetime metric, the results
are approximately similar. In Figure 4, the 3D diagram is
depicted, which combines all the metrics. It should be noted,
the results plotted in these figures are collected from 10 times
of executions for different scenarios.

In the gateway allocation phase, Reinforcement Learning
agent (RL-agent) performance is evaluated based on the num-
ber of connected VNs and the VNs distribution among GWs.
All approaches are simulated and executed under the same
conditions. Each scenario is executed and evaluated multiple
times so that each point in the plot shows the mean of 10
executions with a variance representing the error in the error-
bar plots. Two case studies are applied to make sure our algo-
rithm is efficient under different conditions so that the GWs
are either with a bandwidth limitation constraint or without.

Fig. 2: Number of GWs neighbors.

Fig. 3: connection lifetime between GWs and BSs.

The bandwidth constraint limits number of VNs per GW. We
set the GW capacity number to 10. Figure 6 and 5 show that
the RL-agent has better performance in increasing the number
of connected VNs in comparison with FQGwS and DIS-based
algorithms. Without bandwidth limitation constraint, RL-agent
causes inequality and a wide variation in the distribution of
VNs over the MGs, as shown in Figure 7. Figure 8 shows
that the RL-agent is not affected by capacity constraint, and it
has a higher efficiency in distributing VNs compared to other
solutions.

Finally, the connection lifetime between VNs and the infras-
tructure is evaluated. The connection lifetime is the minimum
of (CONV N2GW , CONGW2BS) where CONV N2GW repre-
sents the connection lifetime between the VN and the GW
and CONGW2BS denotes the connection lifetime between the
GWs and the infrastructure. In figure 9, the connection lifetime
rate of the proposed algorithm (GWS-MORL) is higher than
in case of other algorithms. It is also not affected by the
limitation constraint of GWs capacity when the number of
vehicles increases, unlike the other algorithms in which the
connection lifetime rate decreases, as presented in figure 10.

Fig. 3: connection lifetime between GWs and BSs.

Fig. 2: Number of GWs neighbors.
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The bandwidth constraint limits number of VNs per GW. We
set the GW capacity number to 10. Figure 6 and 5 show that
the RL-agent has better performance in increasing the number
of connected VNs in comparison with FQGwS and DIS-based
algorithms. Without bandwidth limitation constraint, RL-agent
causes inequality and a wide variation in the distribution of
VNs over the MGs, as shown in Figure 7. Figure 8 shows
that the RL-agent is not affected by capacity constraint, and it
has a higher efficiency in distributing VNs compared to other
solutions.

Finally, the connection lifetime between VNs and the infras-
tructure is evaluated. The connection lifetime is the minimum
of (CONV N2GW , CONGW2BS) where CONV N2GW repre-
sents the connection lifetime between the VN and the GW
and CONGW2BS denotes the connection lifetime between the
GWs and the infrastructure. In figure 9, the connection lifetime
rate of the proposed algorithm (GWS-MORL) is higher than
in case of other algorithms. It is also not affected by the
limitation constraint of GWs capacity when the number of
vehicles increases, unlike the other algorithms in which the
connection lifetime rate decreases, as presented in figure 10.
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The bandwidth constraint limits number of VNs per GW. We
set the GW capacity number to 10. Figure 6 and 5 show that
the RL-agent has better performance in increasing the number
of connected VNs in comparison with FQGwS and DIS-based
algorithms. Without bandwidth limitation constraint, RL-agent
causes inequality and a wide variation in the distribution of
VNs over the MGs, as shown in Figure 7. Figure 8 shows
that the RL-agent is not affected by capacity constraint, and it
has a higher efficiency in distributing VNs compared to other
solutions.

Finally, the connection lifetime between VNs and the infras-
tructure is evaluated. The connection lifetime is the minimum
of (CONV N2GW , CONGW2BS) where CONV N2GW repre-
sents the connection lifetime between the VN and the GW
and CONGW2BS denotes the connection lifetime between the
GWs and the infrastructure. In figure 9, the connection lifetime
rate of the proposed algorithm (GWS-MORL) is higher than
in case of other algorithms. It is also not affected by the
limitation constraint of GWs capacity when the number of
vehicles increases, unlike the other algorithms in which the
connection lifetime rate decreases, as presented in figure 10.
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The bandwidth constraint limits number of VNs per GW. We
set the GW capacity number to 10. Figure 6 and 5 show that
the RL-agent has better performance in increasing the number
of connected VNs in comparison with FQGwS and DIS-based
algorithms. Without bandwidth limitation constraint, RL-agent
causes inequality and a wide variation in the distribution of
VNs over the MGs, as shown in Figure 7. Figure 8 shows
that the RL-agent is not affected by capacity constraint, and it
has a higher efficiency in distributing VNs compared to other
solutions.

Finally, the connection lifetime between VNs and the infras-
tructure is evaluated. The connection lifetime is the minimum
of (CONV N2GW , CONGW2BS) where CONV N2GW repre-
sents the connection lifetime between the VN and the GW
and CONGW2BS denotes the connection lifetime between the
GWs and the infrastructure. In figure 9, the connection lifetime
rate of the proposed algorithm (GWS-MORL) is higher than
in case of other algorithms. It is also not affected by the
limitation constraint of GWs capacity when the number of
vehicles increases, unlike the other algorithms in which the
connection lifetime rate decreases, as presented in figure 10.
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Fig. 4: Projection of metric 1, metric 2, and metric 3.

Fig. 5: Number of VNs connected to GWs.

Fig. 6: Number of VNs connected to limited bandwidth GWs.

V. CONCLUSION

In this paper, a new gateway selection algorithm based
on multi-objective integer programming and reinforcement
learning is presented. The proposed system is a central

Fig. 7: VNs distribution among GWs.

Fig. 8: VNs distribution among limited bandwidth GWs.

Fig. 9: VNs distribution among GWs.

algorithm assisted by vehicular cloud. System architecture
consists of two phases. In the first phase, multi-objective
Integer programming is used to elect the best gateways
depending on their speed, direction, and proximity to the base
stations. The reinforcement learning technique is employed in
the second phase to allocate one of elected gateways for each
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The bandwidth constraint limits number of VNs per GW. We
set the GW capacity number to 10. Figure 6 and 5 show that
the RL-agent has better performance in increasing the number
of connected VNs in comparison with FQGwS and DIS-based
algorithms. Without bandwidth limitation constraint, RL-agent
causes inequality and a wide variation in the distribution of
VNs over the MGs, as shown in Figure 7. Figure 8 shows
that the RL-agent is not affected by capacity constraint, and it
has a higher efficiency in distributing VNs compared to other
solutions.

Finally, the connection lifetime between VNs and the infras-
tructure is evaluated. The connection lifetime is the minimum
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sents the connection lifetime between the VN and the GW
and CONGW2BS denotes the connection lifetime between the
GWs and the infrastructure. In figure 9, the connection lifetime
rate of the proposed algorithm (GWS-MORL) is higher than
in case of other algorithms. It is also not affected by the
limitation constraint of GWs capacity when the number of
vehicles increases, unlike the other algorithms in which the
connection lifetime rate decreases, as presented in figure 10.
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The bandwidth constraint limits number of VNs per GW. We
set the GW capacity number to 10. Figure 6 and 5 show that
the RL-agent has better performance in increasing the number
of connected VNs in comparison with FQGwS and DIS-based
algorithms. Without bandwidth limitation constraint, RL-agent
causes inequality and a wide variation in the distribution of
VNs over the MGs, as shown in Figure 7. Figure 8 shows
that the RL-agent is not affected by capacity constraint, and it
has a higher efficiency in distributing VNs compared to other
solutions.

Finally, the connection lifetime between VNs and the infras-
tructure is evaluated. The connection lifetime is the minimum
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and CONGW2BS denotes the connection lifetime between the
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vehicle in need of the infrastructure services. Two agents
are created based on the objectives’ preferences. Compared
with the existing mobile gateway selection algorithms,
the simulation results show that the proposed approach is
effective in terms of increasing the number of connected
vehicles, distributing the vehicular nodes among gateways,
and increasing the connection lifetime between the source
vehicles and the infrastructure.
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vehicle in need of the infrastructure services. Two agents
are created based on the objectives’ preferences. Compared
with the existing mobile gateway selection algorithms,
the simulation results show that the proposed approach is
effective in terms of increasing the number of connected
vehicles, distributing the vehicular nodes among gateways,
and increasing the connection lifetime between the source
vehicles and the infrastructure.
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Abstract—The updated range of models of smart glasses has
expanded the availability of augmented reality (AR) technology
in a way that opens them up to several applications. The first
prototypes have been replaced by new models and vendors offer
off-the-shelf solutions. E-health and medical applications have
been in focus from the start. Furthermore, the roll-out of 5G
technology would enable almost real-time, high-speed and low-
latency communication, which would expand the potential uses
and ideas. This paper gives a short overview of the current
state, focusing on medical applications using smart glasses. The
HoloLens glasses were evaluated regarding latency and data rates
by using WiFi and the 5G campus network of the university.
Results show that the HoloLens may be used in education,
training and teleassistance; however, assisting latency-sensitive
tasks that require a reliable network connection, ergonomic
design, and privacy issues still remain a problem.

Index Terms—5G, HoloLens, Telemedicine, Augmented Real-
ity, Smart glasses

I. INTRODUCTION

Google presented their AR smart glasses in 2014, where
computer generated information (text or graphics) could be
superimposed on physical objects in the field of view. This ap-
plication was considered a human computer interaction (HCI)
issue that focused on the multimodal interaction methods and
problems (i.e., touch, touchless and hand-held), and design
challenges of input and information manipulation. Touch input
can be further divided into on-device and on-body, while
touchless input can be classified into hands-free and freehand
[1]. The user interface plays a significant role in usability, and
thus, in the adaptation of new technology [2].

Technology assisted solutions for healthcare ecosystems
could address patient-specific needs, but adaptation to it re-
quires time, especially from the patient side [3]–[5]. A 2016
study revealed the importance of different drivers for accep-
tance, such as usability, functional benefits, branding/fashion
issues, individual differences, social norms, and privacy con-
cerns [6], [7]. Results showed that the greater concern is of
other people’s privacy rather than their own.

A. Clinical Applications

The main goals of introducing smart glasses in clinical
applications are: improving patient care, increasing efficiency,
and decreasing healthcare costs [8], [9]. Web-connected smart
glasses can present data, record images, and videos that are ac-
companied by audio communication. A 2015 article reviewed
71 cases using smart glasses in health care, highlighting their
limitations [10]. The first applications included hands-free

documentation; telemedicine meetings and diagnostics; live
broadcasting (educational purposes); electronic record storage;
and updates. Qualitative evaluation of applications is needed
after adjusting to the special needs of the subsections of
medicine. Further problems need to be addressed, such as
social interactions, physiological and psychological problems,
and legal issues [11]. Communication with the patients is a key
driver of passive trust in technology and of trust in caregivers
[12], [13].

In neurology, smart glasses were tested during ward rounds
on 103 neurocritical care patients. Both human supervision
and telepresence assistance were available. In 90% of the
cases, excellent overall reliability was observed. There was
a wide user acceptance and high satisfaction rate for virtual
ward rounds [14].

Another study investigated the applicability and accuracy of
smart glasses for an AR-based neurosurgical navigation. 3D
MRI computer graphics were projected on to the smart glasses,
using markers, which allowed for accurate navigation. The test
involved two patients with brain tumors located on the surface
of the brain. Hands-free neuronavigation inside the operative
field was maintained and computer graphics of brain tumors
were clearly visualized during surgery [15].

In anatomic pathology the HoloLens was tested for virtual
annotation during autopsies, viewing 3D various pathology
specimens, navigating slide images, telepathology, as well
as real-time pathology-radiology correlation [16]. Residents
performing autopsies were remotely instructed. The device
was found to be comfortable to wear, easy to use, it provided
sufficient computing power, and supported high-resolution
imaging.

The HoloLens was compared to a mobile handheld tablet
used in anatomy education of medical students. Both methods
were beneficial; however, in the case of HoloLens, 25% more
subjects reported dizziness [17]. In general, AR/VR-based
head-mounted device technology was seen as a key solution
in the future in medical education [18].

Another study evaluated the HoloLens as a potential al-
ternative to conventional monitors in endoscopic surgery and
minimally invasive surgery. Performance by novice surgeons
was improved. The device was widely accepted as a surgical
visual aid, specifically as a feasible alternative to the con-
ventional setups with the possibility of aligning the surgeon’s
visual-motor axis [19].

Promotion of the integration of VR, AR and MR is im-
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Abstract—The updated range of models of smart glasses has
expanded the availability of augmented reality (AR) technology
in a way that opens them up to several applications. The first
prototypes have been replaced by new models and vendors offer
off-the-shelf solutions. E-health and medical applications have
been in focus from the start. Furthermore, the roll-out of 5G
technology would enable almost real-time, high-speed and low-
latency communication, which would expand the potential uses
and ideas. This paper gives a short overview of the current
state, focusing on medical applications using smart glasses. The
HoloLens glasses were evaluated regarding latency and data rates
by using WiFi and the 5G campus network of the university.
Results show that the HoloLens may be used in education,
training and teleassistance; however, assisting latency-sensitive
tasks that require a reliable network connection, ergonomic
design, and privacy issues still remain a problem.

Index Terms—5G, HoloLens, Telemedicine, Augmented Real-
ity, Smart glasses

I. INTRODUCTION

Google presented their AR smart glasses in 2014, where
computer generated information (text or graphics) could be
superimposed on physical objects in the field of view. This ap-
plication was considered a human computer interaction (HCI)
issue that focused on the multimodal interaction methods and
problems (i.e., touch, touchless and hand-held), and design
challenges of input and information manipulation. Touch input
can be further divided into on-device and on-body, while
touchless input can be classified into hands-free and freehand
[1]. The user interface plays a significant role in usability, and
thus, in the adaptation of new technology [2].

Technology assisted solutions for healthcare ecosystems
could address patient-specific needs, but adaptation to it re-
quires time, especially from the patient side [3]–[5]. A 2016
study revealed the importance of different drivers for accep-
tance, such as usability, functional benefits, branding/fashion
issues, individual differences, social norms, and privacy con-
cerns [6], [7]. Results showed that the greater concern is of
other people’s privacy rather than their own.

A. Clinical Applications

The main goals of introducing smart glasses in clinical
applications are: improving patient care, increasing efficiency,
and decreasing healthcare costs [8], [9]. Web-connected smart
glasses can present data, record images, and videos that are ac-
companied by audio communication. A 2015 article reviewed
71 cases using smart glasses in health care, highlighting their
limitations [10]. The first applications included hands-free

documentation; telemedicine meetings and diagnostics; live
broadcasting (educational purposes); electronic record storage;
and updates. Qualitative evaluation of applications is needed
after adjusting to the special needs of the subsections of
medicine. Further problems need to be addressed, such as
social interactions, physiological and psychological problems,
and legal issues [11]. Communication with the patients is a key
driver of passive trust in technology and of trust in caregivers
[12], [13].

In neurology, smart glasses were tested during ward rounds
on 103 neurocritical care patients. Both human supervision
and telepresence assistance were available. In 90% of the
cases, excellent overall reliability was observed. There was
a wide user acceptance and high satisfaction rate for virtual
ward rounds [14].

Another study investigated the applicability and accuracy of
smart glasses for an AR-based neurosurgical navigation. 3D
MRI computer graphics were projected on to the smart glasses,
using markers, which allowed for accurate navigation. The test
involved two patients with brain tumors located on the surface
of the brain. Hands-free neuronavigation inside the operative
field was maintained and computer graphics of brain tumors
were clearly visualized during surgery [15].

In anatomic pathology the HoloLens was tested for virtual
annotation during autopsies, viewing 3D various pathology
specimens, navigating slide images, telepathology, as well
as real-time pathology-radiology correlation [16]. Residents
performing autopsies were remotely instructed. The device
was found to be comfortable to wear, easy to use, it provided
sufficient computing power, and supported high-resolution
imaging.

The HoloLens was compared to a mobile handheld tablet
used in anatomy education of medical students. Both methods
were beneficial; however, in the case of HoloLens, 25% more
subjects reported dizziness [17]. In general, AR/VR-based
head-mounted device technology was seen as a key solution
in the future in medical education [18].

Another study evaluated the HoloLens as a potential al-
ternative to conventional monitors in endoscopic surgery and
minimally invasive surgery. Performance by novice surgeons
was improved. The device was widely accepted as a surgical
visual aid, specifically as a feasible alternative to the con-
ventional setups with the possibility of aligning the surgeon’s
visual-motor axis [19].

Promotion of the integration of VR, AR and MR is im-
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portant for comprehensive rehabilitation training, as well as
concise extremity rehabilitation and telemedicine (i.e., training
of motor skills, individual training programs with automated
correction mechanisms) [5].

Furthermore, patient safety in intensive care units may be
enhanced by smart glasses. Based on interviews, smart glasses
can enhance current monitoring and routines, but not replace
human supervision [20], [21].

Integrating data of patients, such as information of the
patient in the health care system and devices connected to
the patient, can be successful using fast and reliable auto-
mated patient recognition based on face recognition using the
cameras of smart glasses [22]. Smart glasses can be used
to assist visually impaired in their mobility tasks, especially
for obstacle detection above waist level [23]. Infrared and
position sensors together with noise filters and an Android
app resulted in 93% sensitivity and 95% specificity. However,
there is a problem with the ergonomic design, which is of great
importance, as they need to wear the device for an extended
period.

Simulator sickness or cybersickness is a common problem
using VR and AR simulators [24]–[26]. It is due to distorted
sensation, where the information from the visual modality
(often supported by the hearing modality) differs from those
of the body (body posture, movement in alignment with
vision). It is more common in the case of fully immersive VR
scenarios, but can also happen during augmented and mixed
realities using head mounted devices.

B. 5G

5G technology offers low latency, high data rate and a
large number of connected devices (IoT) in mobile commu-
nications and opens new business opportunities [27]. Medical
applications can be latency-sensitive, where response times as
low as 1 ms are required to create real-time communication.
Seeking health care services, getting individual diagnosis and
treatment, and avoiding imbalanced resource management
(logistics) open the way to new services and applications [5],
[28]–[30].

Surgical training and telesurgery (as a future perspective)
are the most important areas where low-latency is a prereq-
uisite [31]–[33]. Nevertheless, real telesurgery is still under-
developed due to lack of confidence from both the patient
and surgeon side. Furthermore, during teleoperation, an expert
surgeon must be present on-site in the operating room in case
of an emergency, this raises the question of whether this is
procedure is really necessary or not, as it requires two surgeons
to do the job of the one that is present.

Robotic-assisted surgery can be the technological solution
to bridge the gap between traditional surgery and future
telesurgery (i.e., DaVinci, Hugo RAS System, Fig. 1) [34],
[35]. Minimally invasive surgery can be brought to more
patients with increased safety, if high operational costs can
be reduced [36]. The main advantage is here to have flexible
arms during operation compared to the rigid manipulators
used today (i.e., in laparoscopy) [37]. On the other hand, the

Fig. 1. The DaVinci model Generation 4. It contains a surgeon console for
HD images in 3D, a patient cart for the instruments and a vision cart for
communication [34]

feeling of touch and depth perception is lost. Laparoscopes
provide depth perception by looking at a 2D screen and
moving the arms back and forth, thus maintaining the eye-hand
coordination. 3D imaging techniques, implementation of deep
learning procedures, augmented reality, and the development
of force feedback robots can lead the way to resolve these
problems [38]–[41].

5G also contributes to the development of related fields
in personal medicine, such as big data, artificial intelligence,
smart decision making, and diagnosis assistance. The risks of
a communication breakdown, and drop in instantaneous data
speed or latency have to be solved in order to have a reliable
system. Network slicing can help enhance safety, optimize
QoS and network load for health care solutions [42], [43].

This is especially true in sparsely inhabited rural areas,
which face challenges that can partly be assisted or even
solved using e-health solutions based on 5G networks. The
full potential of 5G can be exploited for AR solutions as well
[44]–[47].

Although not a direct medical approach, multiple HoloLens
devices were used for communication with an Unmanned
Aerial Vehicle (UAV) that provided multiple video streaming.
This allowed the user to switch among multiple perspectives
that were provided by the UAVs. A 5G connection was used
to compensate for the range limit of the flying device (thus
independent of a WiFi connection) [48]. Using drones in the
transportation of medicine, medical equipment, samples and
supplies can contribute to e-health services. The HoloLens can
be also used with mobile devices that share a 5G internet con-
nection [49]–[51]. 5G edge computing enables the distribution
of computation-intensive AR tasks to edge servers through 5G
networks, thus, increasing quality in latency-sensitive tasks.

An alternative solution to AR glasses is that human su-
pervision can be broadened, simplified or even replaced by
automated supervision of patients in rehabilitation. In this case,
a device for home usage is installed and connected to the
internet (XBox 360 Kinect), which has a camera that records
the patient movements, and via automatic analysis, feedback
and instructions are given for corrections. Applications can be
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Fig. 2. First generation Microsoft HoloLens

Fig. 3. System block diagram. The HoloLens communicates via 2.4 GHz
WiFi with a 5G enabled cellphone. Both cellphone and remote device (tablet)
connect to the same 5G base station.

developed to meet individual needs of patients and the elderly
or for treatment of certain diseases, such as stroke, MS and
Parkinson’s, where extensive movements would be restricted
by smart glasses [52]–[56].

II. SETUP AND RESULTS

The HoloLens is supported by the Dynamics 365 Remote
Assist application, originally developed for Teams. It can
be downloaded and installed on the Android platform. The
glasses run on a Windows 10 operating system, both the
glasses and remote device(s) have to install the application,
and be connected to the internet. The real-time video captured
by the camera of the HoloLens is streamed to the remote
device and simultaneously it is displayed as an overlay in
the HoloLens. Both users can edit the video, e.g., by placing
pointers, drawings, and text information on it; additionally the
communication is enhanced by bidirectional audio connection.
The picture of the camera of the remote device cannot be
shared and displayed on the HoloLens. Figure 2 shows the
first generation HoloLens device.

In our test of the HoloLens, we first set up the connectivity
of the devices using the university public indoor WiFi. For
measuring the uplink and downlink speed, as well as the
response time (ping), a “speedtest” was used in a browser
window [57]. Both devices ran the Remote Access application
for shared communication. A call can be only initialized from
the HoloLens to the tablet, at which point the picture of the
HoloLens will be streamed and displayed. Figure 3 shows the
system setup in a simplified form in the case of a 5G-based
connection. Both devices were connected to the same base
station and communication involved the non-stand alone core
network.

Using WiFi, the tablet had a 7 ms latency, 92-95 Mbps
download, 69-75 Mbps upload speed compared to the

Fig. 4. Measurement results (max-min values) based on ten measurements for
latency, download and upload speeds. The tablet connected to the 5G network
directly. The HoloLens connected to the 5G network via the cellphone’s 5G
module.

HoloLens that had a 16-18 ms latency, 54-62 Mbps upload
speed, and 38-41 Mbps download speed (these were measured
based on ten measurements). During an established connection
between the devices, the speedtest reported 14-17 ms ping, 50-
55 Mbps download and most importantly 8-40 Mbps upload
rate from the HoloLens side.

Moving outside the buildings, the campus 5G network was
used to repeat the tests. A cellphone shared the internet
connection with the HoloLens, and the same tablet served as
the remote device. Both connected to the same base station
operated by a national service provider. The HoloLens used the
2.4 GHz WiFi to connect to the cellphone. The tablet delivered
ping results of 17-25 ms, 800-1000 Mbps download and 125
Mbps upload speed. However, the HoloLens had 30-70 ms
ping, 35-70 Mbps download and only 5-8 Mbps upload speed
independent of being connected or disconnected via Remote
Assist (again, based on ten measurements).

Figure 4 shows a summary of the measurement results.
Furthermore, a subjective evaluation was made with nine
individuals after 30-minute test runs. Five surgeons and four
physiotherapists experimented with the device and reported
on ergonomics, usability and potential uses in their field of
interest.

III. DISCUSSION

A. Latency and Data Speed

A ping, in regard to software, measures the latency time of
a round-trip of messages sent from the source to a destination
computer and back. Latency issues are clearly problematic
in the case of HoloLens if low-latency is required. WiFi
outperformed 5G not just in the actual ping measurements, but
the difference was clearly detectable by the users experiencing
perceptible lags between glasses and the remote device. Re-
sults of 30-70 ms from the HoloLens side seem to be far from
the promised values of 5G (as low as 1 ms). A limiting factor
is the HoloLens itself; newer models may deliver better results.
Using the 5G network, there was no significant difference is
latency and speed rates with or without running the Remote
Assist application.

Although the remote device connected to the 5G base
station performed well both in download and upload speed,
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the HoloLens upload data rate of several Mbps would be
insufficient for applications that have high data rate video
streams.

Testing in an outdoor scenario on a sunny day, the HoloLens
was almost unusable with very limited picture visibility. This
can be also problematic for other devices as well, and also true
for bright indoor environments, i.e., in an operating room.

B. Ergonomics

The glasses were tested by subjects of the target group,
mostly for ergonomics and comfort. Even when individually
adjusted to the head, users were not satisfied with the comfort:
the device is quite large and heavy (580 grams), the nose strip
is uncomfortable, after head movements it has to be replaced,
and tilting of the head can cause it to slip off of the nose
and head. Test persons did not support the idea of using it
in the operating rooms or while making extended, large-scale
movements. However, the subjects stated that in the future
they would be interested in testing the device for training and
educational purposes. Additionally, six out of the nine subjects
reported simulator sickness and mild dizziness.

The HoloLens and its wireless control device can be charged
via the micro USB port. After a full charge, about 2 hours
of operation is guaranteed, but users did not prefer sessions
longer than 20-30 minutes.

C. Other Models

Other vendors also offer solutions. First of all, the follow-up
model of the HoloLens, called HoloLens 2 offers a Research
Mode, API and methods to access the raw sensor data using
open-source tools [58], [59]. Furthermore, using the USB-
C connector, an external 5G device can be connected for a
direct 5G connection. Size and weight are almost the same, but
balance is shifted for a more comfortable wear, the visor can
be flipped and regular glasses can be worn inside the helmet.
Some additional functionality improvements were added, such
as eye-tracking, HD video, two-hands and gesture tracking,
and an increase in the field-of-view from 30 to 52 degrees.

Google Glass Enterprise Edition 2 is the latest update from
the company running on the Android platform [60]. It is
lightweight, only 46 grams without frames (glass pod and
titanium band). To mirror the device or remotely operate it,
any standard Android 8.1-compatible casting application, i.e.,
Vysor or scrcpy can be used. WiFi is the basic connection
and there is no information about a direct 5G connection.
Due to its special design and light-weight, it can be worn as
long as you would a normal set of glasses, so they are much
more comfortable than the HoloLens. If the user is already
wearing regular glasses or safety frames, the needed parts are
detachable and can be attached to them. However, the small
display in front of the left eye results in the eye constantly
focusing on it, causing the user to suffer from eye strain after
some time. It is comfortable if the user only needs the small
screen once in a while. This can be a limitation in use and can
lead to ”after-effects” after finishing the procedure. It does not
have a controller or hand-tracking, only a touchpad-like part

Fig. 5. AR Remote Trouble Shooting case with Epson’s Moverio glasses

of the frame (speech-command apps should be developed for
the system).

The Epson Moverio family offers different glasses for
different applications [61]. Headsets are always tethered to a
controller and the battery is separated from the headset; both
of these features allow for comfort and to keep the weight
low. Although this has two displays that show the same image
in order to avoid conflicting images between the two eyes,
this may cause fatigue. Some models offer SIM connectivity.
There is a stand-alone Android Smart Glass model where
apps can be installed directly to the controller. Another model
includes an interface box to display content from an existing
external device to the glasses. Using the Moverio, Huawei
presented the AR Remote Trouble Shooting assistance system
that enables untrained mechanics to operate complex systems
easily (Fig. 5). The system contains a 5G antenna set in
an integrated case as an all-in-one solution. A recent survey
analyzed 82 publications in the field of logistics and sup-
ply chain management. Potential benefits were identified for
the latter include visualization, interaction, user convenience,
and navigation. For logistics, technical, organizational, and
ergonomic considerations were the most important aspects
[62].

In an experiment on solving logistic tasks, the Altered
Vuxiz glasses were tested for comfort. Even though the ”side
weighted” arrangement was the most comfortable, participants
still found the device uncomfortable [63].

In manufacturing engineering, the Technological Readiness
Level (TRL) of some of the components is still low (displays
of TRL7 and the tracking part of TRL5) [64]. Acceptance in
engineering tasks and medical applications is relatively low,
mostly due to ergonomics. Users can find updated information
about current virtual and augmented headsets in the online
database called VRcompare [65].

D. SDK and API

HoloLens comes with a pre-installed operating system and
the Remote Assist application can be used as an off-the-
shelf solution in various cases. However, Microsoft offers
lots of documents for HoloLens developers as well [66],
[67]. There is no separate SDK for Windows Mixed Reality
development. The Visual Studio with the Windows 10 SDK
can be used instead. Tutorials are available for starting simple
projects and also for users with no technological background.
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Windows 10 is required to install Unity Personal as the engine.
Optionally, Vuforia Augmented Reality Support can be added,
if users want to use markers on real-world objects with the
HoloLens. Furthermore, Visual Studio can be installed with the
option ”Game Development with Unity”. The Mixed Reality
Toolkit for Unity is a collection of scripts and components to
accelerate development. The HoloLens should be in Developer
Mode, but if there is no device on hand, the HoloLens can be
emulated as well.

Unity is a real-time development platform with runtime code
written in C++ and development scripting in C Sharp. The
open source Unreal Engine 4.25 can be also used for devel-
opment in C++ with full HoloLens support [68]. Optimized
SDK for other models such as the Moverio and Vuzix smart
glasses can be downloaded and installed based on Wikitude’s
JavaScript API [67]. Google Glass needs Android Studio and
Android SDK 8.1 (API 27) to develop applications. All models
offer open-source development environments.

E. Applications in Telemedicine and Telerehabilitation

Telerehabilitation, as part of telemedicine, has been among
the first areas of applications for smart glasses. Supervision of
stroke patients, children and elderly persons with disabilities,
subjects that have sleep disorders or neurocognitive problems,
as well as remote assistance and consultation for physical ther-
apist has opened the way for the first tests and implementation
[69]–[74].

Smart glasses and VR devices offer immersive experience
and entertainment. Gamification or serious gaming can be an
entertaining way of maintaining motivation during execution
of tasks [75]–[77]. Especially children and patients needing
sustained rehabilitation process can benefit from such tech-
nology. Connected simulations and virtual realities in sport,
training or while exercising can enhance the experience and
maintain motivation.

Legal and ethical considerations are of great importance,
as telerehabilitation solutions usually assume a patient is
supervised from a distance, where the patient may not see the
other end of the connection, specifically who is watching, or
even recording [78]. The environment can be intimate, where
supervising personnel observe the patient getting undressed,
sleeping or doing physical activities. Trust, together with data
and personal security, is and will be a key factor in accepting
this technology.

IV. CONCLUSIONS

This paper presented results about the evaluation of the
Microsoft HoloLens glasses with a focus on possible med-
ical applications. Using 5G mobile network connection and
handheld devices, latency and uplink/downlink speed were
measured between the device and remote supervision. Results
showed that latency-sensitive tasks are still problematic, where
response time is critical and connection breakdowns are not
acceptable (e.g., telesurgery). Furthermore, privacy issues and
design considerations have to be addressed in order to increase

acceptance by the medical personnel, patients, and society.
Nevertheless, AR/MR solutions based on smart glasses are
suitable for extending telemedicine services in remote consul-
tation and assistance. Furthermore, this technology could be
used in medical education and training (e.g., autopsy, anatomy,
neurology, stroke treatment). Some headset models are lighter
in weight and have a more ergonomic design, which allow for
longer use. 5G will offer speed, reduced latency and increased
throughput for medical IoT solutions, real-time audio and
video streaming, but connected devices have to be fitted in
order to utilize all possibilities. The communication module
of smart glasses can be enhanced with SIM-slots and 5G
antennas along with WiFi terminals. Future work includes
exploring further application areas, especially in telemedicine,
nursing, rehabilitation, and home care. Currently, an updated
measurement setup is being tested using CT and MRI scans of
real patients that are displayed, manipulated (rotation, zoom-
ing) with an external controller and validated by radiologist.
Different wireless solutions will be tested for latency and
data rates. Furthermore, other areas, i.e., telemaintenance, e-
learning, e-commerce (marketing) and tourism offer additional
possibilities for smart glasses [79]–[84]. Involvement and
testing of other AR glasses need to be explored in the future.
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Abstract—This paper presents DITIS, a simulator for dis- 
tributed and tiered file-based storage systems. In particular, 
DITIS can model a distributed storage system with up to three 
levels of storage tiers and up to three additional levels of caches. 
Each tier and cache can be configured with different number and 
type of storage media devices (e.g., HDD, SSD, NVRAM, DRAM), 
each with their own performance characteristics. The simulator 
utilizes the provided characteristics in fine-grained performance 
cost models (which are distinct for each device type) in order to 
compute the duration time of each I/O request processed on each 
tier. At the same time, DITIS simulates the overall flow of requests 
through the different layers and storage nodes of the system 
using numerous pluggable policies that control every aspect of 
execution, ranging from request routing and data redundancy to 
cache and tiering strategies. For performing the simulation, DITIS 
adapts an extended version of the Actor Model, during which key 
components of the system exchange asynchronous messages with 
each other, much like a real distributed multi-threaded system. 
The ability to simulate the execution of a workload in such an 
accurate and realistic way brings multiple benefits for its users, 
since DITIS can be used to better understand the behavior of the 
underlying file system as well as evaluate different storage setups 
and policies.

Index Terms—Storage Simulator, Distributed Data Storage, 
Tiered Storage, Performance Cost Models
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Abstract—This paper presents DITIS, a simulator for dis-
tributed and tiered file-based storage systems. In particular,
DITIS can model a distributed storage system with up to three
levels of storage tiers and up to three additional levels of caches.
Each tier and cache can be configured with different number
and type of storage media devices (e.g., HDD, SSD, NVRAM,
DRAM), each with their own performance characteristics. The
simulator utilizes the provided characteristics in fine-grained
performance cost models (which are distinct for each device
type) in order to compute the duration time of each I/O request
processed on each tier. At the same time, DITIS simulates
the overall flow of requests through the different layers and
storage nodes of the system using numerous pluggable policies
that control every aspect of execution, ranging from request
routing and data redundancy to cache and tiering strategies. For
performing the simulation, DITIS adapts an extended version of
the Actor Model, during which key components of the system
exchange asynchronous messages with each other, much like a
real distributed multi-threaded system. The ability to simulate
the execution of a workload in such an accurate and realistic
way brings multiple benefits for its users, since DITIS can be
used to better understand the behavior of the underlying file
system as well as evaluate different storage setups and policies.

Index Terms—Storage Simulator, Distributed Data Storage,
Tiered Storage, Performance Cost Models

I. INTRODUCTION

THE inclusion of multiple storage and caching tiers con-
sisting of multiple HDD, SSD, NVRAM, and DRAM

devices (among others) are common in modern data storage
systems, but require the development of new data management
policies for controlling the flow, placement, and migration of
data across the tiers. At the same time, it is hard to evaluate the
impact of the tiers and their policies across different workloads
as that would require constantly modifying and redeploying
the storage system. Hence, the development and testing of
such policies can quickly become a very cumbersome and
time-consuming process. From the end-users’ perspective, it
becomes exceedingly difficult to (i) identify whether their
workloads will execute efficiently on a particular multi-tiered
system configuration, or (ii) select the best system configura-
tion that will satisfy their requirements.

DITIS is a new distributed tiered storage simulator that can
be used to address the aforementioned challenges by enabling
its users to accurately simulate I/O flows and data storage
operations for given workloads and system configurations. In
particular, DITIS is able to represent a set of distributed nodes
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containing multiple storage tiers with different storage media
and performance characteristics, as well as multiple levels
of caches. DITIS processes a workload trace and simulates
the execution of file system operations, which are guided
by numerous data flow, caching, and tiering policies, while
maintaining all metadata information and several statistics. As
a result, developers can use DITIS to narrow down the design
spaces, evaluate design trade-offs, test different setups and
policies, and reduce prototyping efforts, while end users can
use it to better understand the system’s behavior and identify
the system configuration that best satisfies their requirements.

Even though DITIS is a discrete-event simulator (i.e., it
models operations as a discrete sequence of events), it does not
follow the typical event-oriented or process-oriented models.
Instead, DITIS adapts the actor model as a basic design
principle [1]. As such, each key component is an actor that
maintains its own private state, processes messages received
from other actors, and sends messages to other actors. This
enables the seemingly concurrent computation of actors that
interact only through direct asynchronous message passing. In
DITIS adaptation, all outgoing messages are associated with a
simulated (virtual) time of submission, based on which DITIS
schedules message delivery. The use of the actor model and
other crucial design decisions resulted in a simulator that is:

• Configurable: With over 100 configuration parameters,
DITIS can simulate a large variety of different system
setups and scenarios. For example, a user can configure a
system with multiple storage nodes, with up to 3 different
persistent storage tiers, and up to 3 additional levels of
caches, along with the performance characteristics of the
storage media.

• Extensible: All key decisions made by a storage system
are modelled as policies that can be replaced for changing
the behavior of the system and the simulation. Currently,
there are 39 policies that control every aspect of execu-
tion, including the routing of requests, data flow manage-
ment, caching, tiering, and performance modeling.

• Accurate: DITIS utilizes fine-grained performance cost
models at the level of individual storage devices and net-
work data transfers while modeling (and costing) the flow
of messages between the different system components.

Section II presents the design of DITIS. Section III presents
the flow management of I/O requests. Section IV presents the
device-specific performance cost models. Section V presents
the experimental evaluation of DITIS. Section VI presents the
related work. Finally, Section VII concludes the paper.

II. DESIGN AND ARCHITECTURE

This section presents the design and architecture of DITIS.
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that control every aspect of execution, ranging from request
routing and data redundancy to cache and tiering strategies. For
performing the simulation, DITIS adapts an extended version of
the Actor Model, during which key components of the system
exchange asynchronous messages with each other, much like a
real distributed multi-threaded system. The ability to simulate
the execution of a workload in such an accurate and realistic
way brings multiple benefits for its users, since DITIS can be
used to better understand the behavior of the underlying file
system as well as evaluate different storage setups and policies.

Index Terms—Storage Simulator, Distributed Data Storage,
Tiered Storage, Performance Cost Models

I. INTRODUCTION

THE inclusion of multiple storage and caching tiers con-
sisting of multiple HDD, SSD, NVRAM, and DRAM

devices (among others) are common in modern data storage
systems, but require the development of new data management
policies for controlling the flow, placement, and migration of
data across the tiers. At the same time, it is hard to evaluate the
impact of the tiers and their policies across different workloads
as that would require constantly modifying and redeploying
the storage system. Hence, the development and testing of
such policies can quickly become a very cumbersome and
time-consuming process. From the end-users’ perspective, it
becomes exceedingly difficult to (i) identify whether their
workloads will execute efficiently on a particular multi-tiered
system configuration, or (ii) select the best system configura-
tion that will satisfy their requirements.

DITIS is a new distributed tiered storage simulator that can
be used to address the aforementioned challenges by enabling
its users to accurately simulate I/O flows and data storage
operations for given workloads and system configurations. In
particular, DITIS is able to represent a set of distributed nodes
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containing multiple storage tiers with different storage media
and performance characteristics, as well as multiple levels
of caches. DITIS processes a workload trace and simulates
the execution of file system operations, which are guided
by numerous data flow, caching, and tiering policies, while
maintaining all metadata information and several statistics. As
a result, developers can use DITIS to narrow down the design
spaces, evaluate design trade-offs, test different setups and
policies, and reduce prototyping efforts, while end users can
use it to better understand the system’s behavior and identify
the system configuration that best satisfies their requirements.

Even though DITIS is a discrete-event simulator (i.e., it
models operations as a discrete sequence of events), it does not
follow the typical event-oriented or process-oriented models.
Instead, DITIS adapts the actor model as a basic design
principle [1]. As such, each key component is an actor that
maintains its own private state, processes messages received
from other actors, and sends messages to other actors. This
enables the seemingly concurrent computation of actors that
interact only through direct asynchronous message passing. In
DITIS adaptation, all outgoing messages are associated with a
simulated (virtual) time of submission, based on which DITIS
schedules message delivery. The use of the actor model and
other crucial design decisions resulted in a simulator that is:

• Configurable: With over 100 configuration parameters,
DITIS can simulate a large variety of different system
setups and scenarios. For example, a user can configure a
system with multiple storage nodes, with up to 3 different
persistent storage tiers, and up to 3 additional levels of
caches, along with the performance characteristics of the
storage media.

• Extensible: All key decisions made by a storage system
are modelled as policies that can be replaced for changing
the behavior of the system and the simulation. Currently,
there are 39 policies that control every aspect of execu-
tion, including the routing of requests, data flow manage-
ment, caching, tiering, and performance modeling.

• Accurate: DITIS utilizes fine-grained performance cost
models at the level of individual storage devices and net-
work data transfers while modeling (and costing) the flow
of messages between the different system components.

Section II presents the design of DITIS. Section III presents
the flow management of I/O requests. Section IV presents the
device-specific performance cost models. Section V presents
the experimental evaluation of DITIS. Section VI presents the
related work. Finally, Section VII concludes the paper.

II. DESIGN AND ARCHITECTURE

This section presents the design and architecture of DITIS.
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Fig. 1: The architecture of DITIS. Components marked with a * are 
pluggable policies.

INFOCOMMUNICATIONS JOURNAL

DECEMBER 2022 • VOLUME XIV • NUMBER 4 19

INFOCOMMUNICATIONS JOURNAL, VOL. X, NO. X, OCTOBER 2022 2

A. Simulation Input

DITIS requires two input files for simulating a workload
execution on a storage system. The first one is an input
workload trace (in CSV) with each line corresponding to one
file request to be processed by the storage system. A file
request consists of (1) the process id of the application that
submitted the request, (2) the submission epoch timestamp (in
microseconds), (3) the file operation (open, close, read, write,
or delete), (4) the name for the file to be accessed, (5) the offset
of the file (in bytes) when reading from or writing to a file, (6)
the length containing the amount of data to be processed (in
bytes), (7) the current file size, and (8) the original duration
of the operation (in microseconds). The original duration is
ignored by the simulator but having it facilitates its comparison
with the simulated duration time.

The second input is a configuration file, which defines the
storage system and its behavior. DITIS is a very flexible and
extensible simulator, and its configuration allows users to adapt
the simulated storage system in many ways. For instance, users
can resize internal components of the storage system (e.g.,
set 3 nodes, 10 SSDs per node), specify their performance
characteristics (e.g., disk IOPS, RPM), as well as determine
which combination of policies to use during the simulation.

B. Components

Figure 1 depicts the overall architecture and key components
of DITIS, inspired by modern hybrid storage systems such as
Huawei OceanStor series. Next, we present the description of
each component.
Workload Level: The Trace Parser is responsible for parsing
requests from the input trace, validating them, and preparing
them to be processed by DITIS as trace events. The Trace
Parser is used by the Workload Initializer and the Workload
Replay to process the input trace. The Workload Initializer is
responsible for creating an initial state for the storage system
before the trace is executed. For example, it can create files that
are read by the trace but not created by the trace, place files in
specific layers, populate caches, or execute any other action
required. The Workload Replay is a policy that dictates the
order and timing for replaying the trace of file requests based
on the submission timestamps. The Workload Replay creates a
new Application for each distinct process id it encounters and
a message for every file request. This message is then sent to
its corresponding Application for processing. Each Application
represents a different client application outside the storage
system that submits file requests to the storage system.
Access Layer: The Access Layer defines the interface of
the storage system for client Applications. It holds a set
of Access Modules, and an Application Connector, which is
responsible for balancing incoming Application connections to
the available Access Modules. An Access Module represents
either the storage system’s client running on the Application
node or an access component of the storage system running on
a storage node. The Access Module receives and processes file
requests from Applications, and has three main components:
the Dataflow Manager, which determines when and how to
process or forward a file request based on the Dataflow
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Fig. 1: The architecture of DITIS. Components marked with
a * are pluggable policies.

Policies; the Metadata Manager Cache that manages the
information about the files stored in the system and accessed
by this Access module; and the Cache Manager that manages
the data stored in the L0 DRAM Data Cache using the L0
Cache Policies, which are responsible for admitting, evicting,
or prefetching data to/from the L0 Data Cache.
File Home Layer: The File Home Layer holds the File
Balancer and a list of File Home Modules, one for each
storage node of the system. The File Balancer distributes files
across the File Home Modules based on full file paths, and
the File Home Modules maintain the file system namespace
and process the file requests forwarded by the Access Layer.
The File Home Module consists of the Dataflow Manager and
its Dataflow Policies; the Metadata Manager that manages the
metadata information about the files stored in the system; the
Cache Manager that hosts the L1 NVRAM Data Cache and
the L1 Data Policies; and the Tiering Manager that manages
the Tiering Policies, which decide when to place, migrate, and
delete files from the storage tiers in the Persistence Layer.
Persistence Layer: The Persistence Layer models the underly-
ing storage capabilities of the storage system. It holds the Re-
dundancy Policy that determines how to create and distribute
redundancy blocks (e.g., using Erasure Coding, replication, or
per-node RAID); the Block Balancer that distributes blocks
across the Persistence Modules; and the Persistence Modules
(one per node) that process block requests forwarded by the
Access and File Home Layers as well as store data blocks
on the different storage pools that form the storage tiers. The
Persistence Module has three main components: the Dataflow
Manager with its Dataflow Policies; the Cache Manager that
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responsible for creating an initial state for the storage system
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required. The Workload Replay is a policy that dictates the
order and timing for replaying the trace of file requests based
on the submission timestamps. The Workload Replay creates a
new Application for each distinct process id it encounters and
a message for every file request. This message is then sent to
its corresponding Application for processing. Each Application
represents a different client application outside the storage
system that submits file requests to the storage system.
Access Layer: The Access Layer defines the interface of
the storage system for client Applications. It holds a set
of Access Modules, and an Application Connector, which is
responsible for balancing incoming Application connections to
the available Access Modules. An Access Module represents
either the storage system’s client running on the Application
node or an access component of the storage system running on
a storage node. The Access Module receives and processes file
requests from Applications, and has three main components:
the Dataflow Manager, which determines when and how to
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Policies; the Metadata Manager Cache that manages the
information about the files stored in the system and accessed
by this Access module; and the Cache Manager that manages
the data stored in the L0 DRAM Data Cache using the L0
Cache Policies, which are responsible for admitting, evicting,
or prefetching data to/from the L0 Data Cache.
File Home Layer: The File Home Layer holds the File
Balancer and a list of File Home Modules, one for each
storage node of the system. The File Balancer distributes files
across the File Home Modules based on full file paths, and
the File Home Modules maintain the file system namespace
and process the file requests forwarded by the Access Layer.
The File Home Module consists of the Dataflow Manager and
its Dataflow Policies; the Metadata Manager that manages the
metadata information about the files stored in the system; the
Cache Manager that hosts the L1 NVRAM Data Cache and
the L1 Data Policies; and the Tiering Manager that manages
the Tiering Policies, which decide when to place, migrate, and
delete files from the storage tiers in the Persistence Layer.
Persistence Layer: The Persistence Layer models the underly-
ing storage capabilities of the storage system. It holds the Re-
dundancy Policy that determines how to create and distribute
redundancy blocks (e.g., using Erasure Coding, replication, or
per-node RAID); the Block Balancer that distributes blocks
across the Persistence Modules; and the Persistence Modules
(one per node) that process block requests forwarded by the
Access and File Home Layers as well as store data blocks
on the different storage pools that form the storage tiers. The
Persistence Module has three main components: the Dataflow
Manager with its Dataflow Policies; the Cache Manager that
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storage system and its behavior. DITIS is a very flexible and
extensible simulator, and its configuration allows users to adapt
the simulated storage system in many ways. For instance, users
can resize internal components of the storage system (e.g.,
set 3 nodes, 10 SSDs per node), specify their performance
characteristics (e.g., disk IOPS, RPM), as well as determine
which combination of policies to use during the simulation.
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of DITIS, inspired by modern hybrid storage systems such as
Huawei OceanStor series. Next, we present the description of
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Workload Level: The Trace Parser is responsible for parsing
requests from the input trace, validating them, and preparing
them to be processed by DITIS as trace events. The Trace
Parser is used by the Workload Initializer and the Workload
Replay to process the input trace. The Workload Initializer is
responsible for creating an initial state for the storage system
before the trace is executed. For example, it can create files that
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specific layers, populate caches, or execute any other action
required. The Workload Replay is a policy that dictates the
order and timing for replaying the trace of file requests based
on the submission timestamps. The Workload Replay creates a
new Application for each distinct process id it encounters and
a message for every file request. This message is then sent to
its corresponding Application for processing. Each Application
represents a different client application outside the storage
system that submits file requests to the storage system.
Access Layer: The Access Layer defines the interface of
the storage system for client Applications. It holds a set
of Access Modules, and an Application Connector, which is
responsible for balancing incoming Application connections to
the available Access Modules. An Access Module represents
either the storage system’s client running on the Application
node or an access component of the storage system running on
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Policies; the Metadata Manager Cache that manages the
information about the files stored in the system and accessed
by this Access module; and the Cache Manager that manages
the data stored in the L0 DRAM Data Cache using the L0
Cache Policies, which are responsible for admitting, evicting,
or prefetching data to/from the L0 Data Cache.
File Home Layer: The File Home Layer holds the File
Balancer and a list of File Home Modules, one for each
storage node of the system. The File Balancer distributes files
across the File Home Modules based on full file paths, and
the File Home Modules maintain the file system namespace
and process the file requests forwarded by the Access Layer.
The File Home Module consists of the Dataflow Manager and
its Dataflow Policies; the Metadata Manager that manages the
metadata information about the files stored in the system; the
Cache Manager that hosts the L1 NVRAM Data Cache and
the L1 Data Policies; and the Tiering Manager that manages
the Tiering Policies, which decide when to place, migrate, and
delete files from the storage tiers in the Persistence Layer.
Persistence Layer: The Persistence Layer models the underly-
ing storage capabilities of the storage system. It holds the Re-
dundancy Policy that determines how to create and distribute
redundancy blocks (e.g., using Erasure Coding, replication, or
per-node RAID); the Block Balancer that distributes blocks
across the Persistence Modules; and the Persistence Modules
(one per node) that process block requests forwarded by the
Access and File Home Layers as well as store data blocks
on the different storage pools that form the storage tiers. The
Persistence Module has three main components: the Dataflow
Manager with its Dataflow Policies; the Cache Manager that
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// initialize storage
storage.initialize()
// Process events scheduled in the queue
lastTraceTime ← -1;
while lastTraceTime != INF or queue.hasPendingMessages() do

if !queue.hasPendingMessages() or lastTraceTime <
queue.getNextMessageTime() then↪→

// Get a new trace item and generate a new message
lastTraceTime ← workloadReplay.processNextTraceItem()

else
// Process the next available message
queue.processNextMessage()

end
end

Algorithm 1: Main simulation control loop.

hosts the L2 Data Cache in the hot tier and manages the L2
Data Policies; and the Storage Pool Manager, which manages
the storage pools consisting for storage medias (e.g., HDDs,
SSDs) organized in up to three tiers (Hot, Warm, and/or Cold).

C. Simulation Model

DITIS employs a modified version of the Actor Model for
simulating a distributed data storage system. In DITIS, the
Workload Replay, the Applications, the Access Modules, the
File Home Modules, and the Persistence Modules are modeled
as actors. Actors are only responsible for maintaining their
own private state, making local decisions, and exchanging
messages to communicate with each other. In the original
Actor Model, every actor can concurrently send messages to
other actors, create new actors, and react on a message basis
asynchronously. There is no ordered sequence that needs to
be followed, and these actions can be executed in parallel. In
DITIS, however, instead of exchanging messages directly to
each other, DITIS implements a global simulation message
queue. This is a priority queue, where the timestamp of
messages is the priority token. Thus, actors exchange messages
by writing and reading to and from the simulation queue. The
messages are then delivered based on the timestamp of each
message to simulate the passing of time in an orderly fashion.

Another difference from the original actor model is that,
in DITIS, actors are allowed to perform concurrent actions
respecting the simulation time. DITIS implements a Simulation
Clock that maintains the simulation time. The timestamps of
exchanged messages are set based on the Simulation Clock and
the duration time of the request processing. The requests hold
the duration time, which accounts for the simulated time taken
to process the request. Each time some processing is taking
place, the processing is calculated based on some performance
cost model and added to the duration time.

This enables a fine grained modeling of the various actions
that take place during processing, such as exchanging data
over the network, accessing a cache, accessing one or more
disks in parallel, etc. The simulated duration at various points
is added to the Simulation Clock to specify the time the next
message needs to be delivered. The scheduling of messages
from the simulation queue then respects the execution flow of
the simulated storage system and accounts for all processing
taken at different parts of the system.

Algorithm 1 presents the main simulation control loop
of DITIS. First, the storage is initialized by the Workload
Initializer policy. Then, if the simulation queue does not have
any pending message to be processed, it will schedule a new
trace event in the queue. Processing the next trace event
means that the Workload Replay will create a new message
based on the next trace event and queue it to be processed
by its application. A new trace event is also scheduled if
there is a gap between the last trace event and the next
message in the queue to ensure that messages in the trace
are scheduled correctly before other pending messages in the
queue. Otherwise, if the system has messages in the queue,
DITIS will process the next message in the queue, which also
sets the current simulation time.

D. Simulation Output

During the simulation, DITIS will generate an output trace.
This is a trace with the same sequence of requests given
in the input trace but contain the simulated duration time
instead. The output trace is written as the file requests are
finished but following the correct order of submission. DITIS
also generates a report containing a wealth of information
regarding the simulated execution of the workload trace. In
particular, it contains information and statistics about the input
trace, for the storage initialization, for each storage layer, and
for each application, including the number of bytes read and
written by the file requests, the number of files opened, closed,
written, and read, the number of requests processed, the cache
hit ratio, the throughput, and much more.

III. REQUEST FLOW MANAGEMENT AND ROUTING

During a simulation, the I/O requests originate from appli-
cations, traverse the appropriate layers of the storage system
in order to be served, and then are returned to the applications.
This section presents the request routing model and the key
flow of requests in DITIS.

A. Three-level Request Routing

DITIS has three levels of routing used to distribute requests
across storage layers and nodes due to semantic differences.
The first level routes requests from Application to Access
modules and is implemented by the Application Connector.
The first time an Application is ready to submit a request
to the file system, the Application Connector is invoked to
connect a specific Access Module with the Application. The
default policy connects an Application to an Access Module in
a Round Robin fashion, simulating the presence of a basic load
balancer at the top of the file system. DITIS also supports a
Client Mode policy that connects each Application to its own
private Access Module, which runs on the same (compute)
node as the Application. This enables DITIS to simulate a
scenario where each application has its own local data cache
and showcases another aspect of DITIS’s flexibility.

The second level routes requests to the appropriate File
Home Modules based on file semantics and is implemented
by the File Balancer. When an Access Module submits a file
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This enables a fine grained modeling of the various actions
that take place during processing, such as exchanging data
over the network, accessing a cache, accessing one or more
disks in parallel, etc. The simulated duration at various points
is added to the Simulation Clock to specify the time the next
message needs to be delivered. The scheduling of messages
from the simulation queue then respects the execution flow of
the simulated storage system and accounts for all processing
taken at different parts of the system.

Algorithm 1 presents the main simulation control loop
of DITIS. First, the storage is initialized by the Workload
Initializer policy. Then, if the simulation queue does not have
any pending message to be processed, it will schedule a new
trace event in the queue. Processing the next trace event
means that the Workload Replay will create a new message
based on the next trace event and queue it to be processed
by its application. A new trace event is also scheduled if
there is a gap between the last trace event and the next
message in the queue to ensure that messages in the trace
are scheduled correctly before other pending messages in the
queue. Otherwise, if the system has messages in the queue,
DITIS will process the next message in the queue, which also
sets the current simulation time.

D. Simulation Output

During the simulation, DITIS will generate an output trace.
This is a trace with the same sequence of requests given
in the input trace but contain the simulated duration time
instead. The output trace is written as the file requests are
finished but following the correct order of submission. DITIS
also generates a report containing a wealth of information
regarding the simulated execution of the workload trace. In
particular, it contains information and statistics about the input
trace, for the storage initialization, for each storage layer, and
for each application, including the number of bytes read and
written by the file requests, the number of files opened, closed,
written, and read, the number of requests processed, the cache
hit ratio, the throughput, and much more.

III. REQUEST FLOW MANAGEMENT AND ROUTING

During a simulation, the I/O requests originate from appli-
cations, traverse the appropriate layers of the storage system
in order to be served, and then are returned to the applications.
This section presents the request routing model and the key
flow of requests in DITIS.

A. Three-level Request Routing

DITIS has three levels of routing used to distribute requests
across storage layers and nodes due to semantic differences.
The first level routes requests from Application to Access
modules and is implemented by the Application Connector.
The first time an Application is ready to submit a request
to the file system, the Application Connector is invoked to
connect a specific Access Module with the Application. The
default policy connects an Application to an Access Module in
a Round Robin fashion, simulating the presence of a basic load
balancer at the top of the file system. DITIS also supports a
Client Mode policy that connects each Application to its own
private Access Module, which runs on the same (compute)
node as the Application. This enables DITIS to simulate a
scenario where each application has its own local data cache
and showcases another aspect of DITIS’s flexibility.

The second level routes requests to the appropriate File
Home Modules based on file semantics and is implemented
by the File Balancer. When an Access Module submits a file
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// initialize storage
storage.initialize()
// Process events scheduled in the queue
lastTraceTime ← -1;
while lastTraceTime != INF or queue.hasPendingMessages() do

if !queue.hasPendingMessages() or lastTraceTime <
queue.getNextMessageTime() then↪→

// Get a new trace item and generate a new message
lastTraceTime ← workloadReplay.processNextTraceItem()

else
// Process the next available message
queue.processNextMessage()

end
end

Algorithm 1: Main simulation control loop.

hosts the L2 Data Cache in the hot tier and manages the L2
Data Policies; and the Storage Pool Manager, which manages
the storage pools consisting for storage medias (e.g., HDDs,
SSDs) organized in up to three tiers (Hot, Warm, and/or Cold).

C. Simulation Model

DITIS employs a modified version of the Actor Model for
simulating a distributed data storage system. In DITIS, the
Workload Replay, the Applications, the Access Modules, the
File Home Modules, and the Persistence Modules are modeled
as actors. Actors are only responsible for maintaining their
own private state, making local decisions, and exchanging
messages to communicate with each other. In the original
Actor Model, every actor can concurrently send messages to
other actors, create new actors, and react on a message basis
asynchronously. There is no ordered sequence that needs to
be followed, and these actions can be executed in parallel. In
DITIS, however, instead of exchanging messages directly to
each other, DITIS implements a global simulation message
queue. This is a priority queue, where the timestamp of
messages is the priority token. Thus, actors exchange messages
by writing and reading to and from the simulation queue. The
messages are then delivered based on the timestamp of each
message to simulate the passing of time in an orderly fashion.

Another difference from the original actor model is that,
in DITIS, actors are allowed to perform concurrent actions
respecting the simulation time. DITIS implements a Simulation
Clock that maintains the simulation time. The timestamps of
exchanged messages are set based on the Simulation Clock and
the duration time of the request processing. The requests hold
the duration time, which accounts for the simulated time taken
to process the request. Each time some processing is taking
place, the processing is calculated based on some performance
cost model and added to the duration time.

This enables a fine grained modeling of the various actions
that take place during processing, such as exchanging data
over the network, accessing a cache, accessing one or more
disks in parallel, etc. The simulated duration at various points
is added to the Simulation Clock to specify the time the next
message needs to be delivered. The scheduling of messages
from the simulation queue then respects the execution flow of
the simulated storage system and accounts for all processing
taken at different parts of the system.

Algorithm 1 presents the main simulation control loop
of DITIS. First, the storage is initialized by the Workload
Initializer policy. Then, if the simulation queue does not have
any pending message to be processed, it will schedule a new
trace event in the queue. Processing the next trace event
means that the Workload Replay will create a new message
based on the next trace event and queue it to be processed
by its application. A new trace event is also scheduled if
there is a gap between the last trace event and the next
message in the queue to ensure that messages in the trace
are scheduled correctly before other pending messages in the
queue. Otherwise, if the system has messages in the queue,
DITIS will process the next message in the queue, which also
sets the current simulation time.

D. Simulation Output

During the simulation, DITIS will generate an output trace.
This is a trace with the same sequence of requests given
in the input trace but contain the simulated duration time
instead. The output trace is written as the file requests are
finished but following the correct order of submission. DITIS
also generates a report containing a wealth of information
regarding the simulated execution of the workload trace. In
particular, it contains information and statistics about the input
trace, for the storage initialization, for each storage layer, and
for each application, including the number of bytes read and
written by the file requests, the number of files opened, closed,
written, and read, the number of requests processed, the cache
hit ratio, the throughput, and much more.

III. REQUEST FLOW MANAGEMENT AND ROUTING

During a simulation, the I/O requests originate from appli-
cations, traverse the appropriate layers of the storage system
in order to be served, and then are returned to the applications.
This section presents the request routing model and the key
flow of requests in DITIS.

A. Three-level Request Routing

DITIS has three levels of routing used to distribute requests
across storage layers and nodes due to semantic differences.
The first level routes requests from Application to Access
modules and is implemented by the Application Connector.
The first time an Application is ready to submit a request
to the file system, the Application Connector is invoked to
connect a specific Access Module with the Application. The
default policy connects an Application to an Access Module in
a Round Robin fashion, simulating the presence of a basic load
balancer at the top of the file system. DITIS also supports a
Client Mode policy that connects each Application to its own
private Access Module, which runs on the same (compute)
node as the Application. This enables DITIS to simulate a
scenario where each application has its own local data cache
and showcases another aspect of DITIS’s flexibility.

The second level routes requests to the appropriate File
Home Modules based on file semantics and is implemented
by the File Balancer. When an Access Module submits a file
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request to the File Home Layer, the File Balancer is used to
find the File Home Module hosting the required file so that
the request is correctly routed there. The current policy uses
hashing based on file path to determine the appropriate File
Home Module but more complex approaches such as consis-
tent hashing or distributed hash table are easily supported.

The last level routes requests to the appropriate Persistence
Modules based on block semantics and is implemented by
the Block Balancer. When an Access or File Home Module
sends a block request to a Persistence Module, the Block
Balancer is used for determining the Persistence Module that
is responsible for managing that particular block. The default
policy also employs hashing based on the block id but more
advanced routing strategies are also easy to support.

B. General Request Flow

During a simulation, the trace events in the input trace are
converted into I/O requests. Currently, a request can be a file,
a standard stream (e.g., stdout), or a special device (e.g., to
CD-ROM) request. Only file requests are sent and served by
the simulated storage system. Every request holds the type
of operation (open, close, read, write, or delete), the request
status (pending, in-progress, or completed), the response status
after request completion (success or fail); and the duration
time taken to process the request. Requests are encapsulated
in messages, in order to be sent from one component to
another based on the actor model. Figure 2 depicts the message
attributes, including the request. A message consists of a
timestamp, referring to the simulated submission time; a type
that distinguishes whether the message should be sent forward
to the next destination or backward to the previous source; the
source component that is sending the message; and the list of
destination components that received the messages in order.
The list of destination components forms the lineage of the
request and is used for returning the message back through
the components that initiated or forwarded the request.

Figure 3 depicts the general request flow starting from the
Workload Replay, which creates and passes requests to the
appropriate Applications (based on the request’s PID in the
input trace), and continuing through the components of the
simulator. Access Modules receive messages from Applica-
tions containing file requests. Each Access Module extracts
the request and forwards it to the Data Flow Manager. The
Data Flow Manager processes the request according to its Data
Flow Policies, which determine how the processing interacts
with the Cache Manager and the Metadata Manager, and
decide if the request can be completed or not. In the former
case, a response message is send back to the Application.
Otherwise, either file requests are sent to appropriate File
Home Modules or block requests to appropriate Persistence
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Fig. 3: Request Exchange.

Modules. The request flow in the File Home is analogous
to the Access Module. The only additional component is the
Tiering Manager, that invokes its Tiering Policies to decide
how to place, migrate, or delete files among the storage tiers.
Request processing in a File Home Module may result in
cache mirroring requests to other File Home Modules or
block requests to Persistence Modules. Finally, the Persistence
Modules receive block requests from the Access and File
Home Modules and processes them in a similar manner.

Messages exchanged among the modules can either be
synchronous or asynchronous, depending on the simulated
operation. Synchronous messages create chains of requests
for which the successor requests need to be completed before
the predecessor requests are completed. For example, if a file
read request cannot be completed by the cache of the File
Home Module, then synchronous block read requests are sent
to appropriate Persistence Modules. Asynchronous messages
contain requests that can execute independently from other
requests. For example, when a fixed size of data is accumulated
on a File Home cache, asynchronous block write requests are
sent to Persistent modules for persisting that data.

C. Read/Write Request Flow

We present the key read and write operations simulated in
the File Home Module by the default read and write policies.
The data flow policies in the other modules are similar.

File Home Module read: The read policy receives a request
containing a file name, an offset, and a data length. It checks
with the Metadata Manager if the file exists and is open. If
not, the request is returned with fail status. Then, the Cache
Manager is invoked to check if the fragment is in the cache.
If the cache contains the entire fragment, the fragment is read
from the cache. The Data Flow Manager adds the read time
to the request duration, marks the request as completed, and
returns it to the source Access module. If the cache contains
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request to the File Home Layer, the File Balancer is used to
find the File Home Module hosting the required file so that
the request is correctly routed there. The current policy uses
hashing based on file path to determine the appropriate File
Home Module but more complex approaches such as consis-
tent hashing or distributed hash table are easily supported.

The last level routes requests to the appropriate Persistence
Modules based on block semantics and is implemented by
the Block Balancer. When an Access or File Home Module
sends a block request to a Persistence Module, the Block
Balancer is used for determining the Persistence Module that
is responsible for managing that particular block. The default
policy also employs hashing based on the block id but more
advanced routing strategies are also easy to support.

B. General Request Flow

During a simulation, the trace events in the input trace are
converted into I/O requests. Currently, a request can be a file,
a standard stream (e.g., stdout), or a special device (e.g., to
CD-ROM) request. Only file requests are sent and served by
the simulated storage system. Every request holds the type
of operation (open, close, read, write, or delete), the request
status (pending, in-progress, or completed), the response status
after request completion (success or fail); and the duration
time taken to process the request. Requests are encapsulated
in messages, in order to be sent from one component to
another based on the actor model. Figure 2 depicts the message
attributes, including the request. A message consists of a
timestamp, referring to the simulated submission time; a type
that distinguishes whether the message should be sent forward
to the next destination or backward to the previous source; the
source component that is sending the message; and the list of
destination components that received the messages in order.
The list of destination components forms the lineage of the
request and is used for returning the message back through
the components that initiated or forwarded the request.

Figure 3 depicts the general request flow starting from the
Workload Replay, which creates and passes requests to the
appropriate Applications (based on the request’s PID in the
input trace), and continuing through the components of the
simulator. Access Modules receive messages from Applica-
tions containing file requests. Each Access Module extracts
the request and forwards it to the Data Flow Manager. The
Data Flow Manager processes the request according to its Data
Flow Policies, which determine how the processing interacts
with the Cache Manager and the Metadata Manager, and
decide if the request can be completed or not. In the former
case, a response message is send back to the Application.
Otherwise, either file requests are sent to appropriate File
Home Modules or block requests to appropriate Persistence
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Modules. The request flow in the File Home is analogous
to the Access Module. The only additional component is the
Tiering Manager, that invokes its Tiering Policies to decide
how to place, migrate, or delete files among the storage tiers.
Request processing in a File Home Module may result in
cache mirroring requests to other File Home Modules or
block requests to Persistence Modules. Finally, the Persistence
Modules receive block requests from the Access and File
Home Modules and processes them in a similar manner.

Messages exchanged among the modules can either be
synchronous or asynchronous, depending on the simulated
operation. Synchronous messages create chains of requests
for which the successor requests need to be completed before
the predecessor requests are completed. For example, if a file
read request cannot be completed by the cache of the File
Home Module, then synchronous block read requests are sent
to appropriate Persistence Modules. Asynchronous messages
contain requests that can execute independently from other
requests. For example, when a fixed size of data is accumulated
on a File Home cache, asynchronous block write requests are
sent to Persistent modules for persisting that data.

C. Read/Write Request Flow

We present the key read and write operations simulated in
the File Home Module by the default read and write policies.
The data flow policies in the other modules are similar.

File Home Module read: The read policy receives a request
containing a file name, an offset, and a data length. It checks
with the Metadata Manager if the file exists and is open. If
not, the request is returned with fail status. Then, the Cache
Manager is invoked to check if the fragment is in the cache.
If the cache contains the entire fragment, the fragment is read
from the cache. The Data Flow Manager adds the read time
to the request duration, marks the request as completed, and
returns it to the source Access module. If the cache contains
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request to the File Home Layer, the File Balancer is used to
find the File Home Module hosting the required file so that
the request is correctly routed there. The current policy uses
hashing based on file path to determine the appropriate File
Home Module but more complex approaches such as consis-
tent hashing or distributed hash table are easily supported.

The last level routes requests to the appropriate Persistence
Modules based on block semantics and is implemented by
the Block Balancer. When an Access or File Home Module
sends a block request to a Persistence Module, the Block
Balancer is used for determining the Persistence Module that
is responsible for managing that particular block. The default
policy also employs hashing based on the block id but more
advanced routing strategies are also easy to support.

B. General Request Flow

During a simulation, the trace events in the input trace are
converted into I/O requests. Currently, a request can be a file,
a standard stream (e.g., stdout), or a special device (e.g., to
CD-ROM) request. Only file requests are sent and served by
the simulated storage system. Every request holds the type
of operation (open, close, read, write, or delete), the request
status (pending, in-progress, or completed), the response status
after request completion (success or fail); and the duration
time taken to process the request. Requests are encapsulated
in messages, in order to be sent from one component to
another based on the actor model. Figure 2 depicts the message
attributes, including the request. A message consists of a
timestamp, referring to the simulated submission time; a type
that distinguishes whether the message should be sent forward
to the next destination or backward to the previous source; the
source component that is sending the message; and the list of
destination components that received the messages in order.
The list of destination components forms the lineage of the
request and is used for returning the message back through
the components that initiated or forwarded the request.

Figure 3 depicts the general request flow starting from the
Workload Replay, which creates and passes requests to the
appropriate Applications (based on the request’s PID in the
input trace), and continuing through the components of the
simulator. Access Modules receive messages from Applica-
tions containing file requests. Each Access Module extracts
the request and forwards it to the Data Flow Manager. The
Data Flow Manager processes the request according to its Data
Flow Policies, which determine how the processing interacts
with the Cache Manager and the Metadata Manager, and
decide if the request can be completed or not. In the former
case, a response message is send back to the Application.
Otherwise, either file requests are sent to appropriate File
Home Modules or block requests to appropriate Persistence
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Modules. The request flow in the File Home is analogous
to the Access Module. The only additional component is the
Tiering Manager, that invokes its Tiering Policies to decide
how to place, migrate, or delete files among the storage tiers.
Request processing in a File Home Module may result in
cache mirroring requests to other File Home Modules or
block requests to Persistence Modules. Finally, the Persistence
Modules receive block requests from the Access and File
Home Modules and processes them in a similar manner.

Messages exchanged among the modules can either be
synchronous or asynchronous, depending on the simulated
operation. Synchronous messages create chains of requests
for which the successor requests need to be completed before
the predecessor requests are completed. For example, if a file
read request cannot be completed by the cache of the File
Home Module, then synchronous block read requests are sent
to appropriate Persistence Modules. Asynchronous messages
contain requests that can execute independently from other
requests. For example, when a fixed size of data is accumulated
on a File Home cache, asynchronous block write requests are
sent to Persistent modules for persisting that data.

C. Read/Write Request Flow

We present the key read and write operations simulated in
the File Home Module by the default read and write policies.
The data flow policies in the other modules are similar.

File Home Module read: The read policy receives a request
containing a file name, an offset, and a data length. It checks
with the Metadata Manager if the file exists and is open. If
not, the request is returned with fail status. Then, the Cache
Manager is invoked to check if the fragment is in the cache.
If the cache contains the entire fragment, the fragment is read
from the cache. The Data Flow Manager adds the read time
to the request duration, marks the request as completed, and
returns it to the source Access module. If the cache contains
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request to the File Home Layer, the File Balancer is used to
find the File Home Module hosting the required file so that
the request is correctly routed there. The current policy uses
hashing based on file path to determine the appropriate File
Home Module but more complex approaches such as consis-
tent hashing or distributed hash table are easily supported.

The last level routes requests to the appropriate Persistence
Modules based on block semantics and is implemented by
the Block Balancer. When an Access or File Home Module
sends a block request to a Persistence Module, the Block
Balancer is used for determining the Persistence Module that
is responsible for managing that particular block. The default
policy also employs hashing based on the block id but more
advanced routing strategies are also easy to support.

B. General Request Flow

During a simulation, the trace events in the input trace are
converted into I/O requests. Currently, a request can be a file,
a standard stream (e.g., stdout), or a special device (e.g., to
CD-ROM) request. Only file requests are sent and served by
the simulated storage system. Every request holds the type
of operation (open, close, read, write, or delete), the request
status (pending, in-progress, or completed), the response status
after request completion (success or fail); and the duration
time taken to process the request. Requests are encapsulated
in messages, in order to be sent from one component to
another based on the actor model. Figure 2 depicts the message
attributes, including the request. A message consists of a
timestamp, referring to the simulated submission time; a type
that distinguishes whether the message should be sent forward
to the next destination or backward to the previous source; the
source component that is sending the message; and the list of
destination components that received the messages in order.
The list of destination components forms the lineage of the
request and is used for returning the message back through
the components that initiated or forwarded the request.

Figure 3 depicts the general request flow starting from the
Workload Replay, which creates and passes requests to the
appropriate Applications (based on the request’s PID in the
input trace), and continuing through the components of the
simulator. Access Modules receive messages from Applica-
tions containing file requests. Each Access Module extracts
the request and forwards it to the Data Flow Manager. The
Data Flow Manager processes the request according to its Data
Flow Policies, which determine how the processing interacts
with the Cache Manager and the Metadata Manager, and
decide if the request can be completed or not. In the former
case, a response message is send back to the Application.
Otherwise, either file requests are sent to appropriate File
Home Modules or block requests to appropriate Persistence
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Modules. The request flow in the File Home is analogous
to the Access Module. The only additional component is the
Tiering Manager, that invokes its Tiering Policies to decide
how to place, migrate, or delete files among the storage tiers.
Request processing in a File Home Module may result in
cache mirroring requests to other File Home Modules or
block requests to Persistence Modules. Finally, the Persistence
Modules receive block requests from the Access and File
Home Modules and processes them in a similar manner.

Messages exchanged among the modules can either be
synchronous or asynchronous, depending on the simulated
operation. Synchronous messages create chains of requests
for which the successor requests need to be completed before
the predecessor requests are completed. For example, if a file
read request cannot be completed by the cache of the File
Home Module, then synchronous block read requests are sent
to appropriate Persistence Modules. Asynchronous messages
contain requests that can execute independently from other
requests. For example, when a fixed size of data is accumulated
on a File Home cache, asynchronous block write requests are
sent to Persistent modules for persisting that data.

C. Read/Write Request Flow

We present the key read and write operations simulated in
the File Home Module by the default read and write policies.
The data flow policies in the other modules are similar.

File Home Module read: The read policy receives a request
containing a file name, an offset, and a data length. It checks
with the Metadata Manager if the file exists and is open. If
not, the request is returned with fail status. Then, the Cache
Manager is invoked to check if the fragment is in the cache.
If the cache contains the entire fragment, the fragment is read
from the cache. The Data Flow Manager adds the read time
to the request duration, marks the request as completed, and
returns it to the source Access module. If the cache contains
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only some parts of the file fragments, those parts are read and
the missing file fragments are computed. If the cache does not
contain the fragment, then the entire fragment is considered
missing. The read policy asks the Metadata Manager for the
location of the blocks storing the missing fragments. Then, it
creates a child block request for each block, and sends them
to the Persistence layer in a synchronous manner. When the
child requests are received back, their fragments are offered to
the cache. The Cache Manager decides whether to cache the
fragments or not based on an admission policy. After receiving
all child requests, the Data Flow Manager adds the time of
the slowest request to the read duration time of the original
request (since child requests were executed in parallel and any
potential interactions are accounted for in the lower layers),
sets it as completed, and returns to the appropriate Access
module.
File Home Module write: The received write request contains
a file name, an offset, and a data length. First, it checks with
the Metadata Manager whether the file exists and is open. If
not, the request is returned with fail status. Note that a new file
is created and opened during an open request. The fragment is
written directly to the File Home Cache and then mirrored to
other File Home Modules (to other storage nodes) according
to a data mirroring policy. The times to write to the cache
and to mirror to other nodes are both accounted for in the
duration of the request. If the insertion of new file fragments
into the cache caused other fragments to be evicted, and if
those fragments were dirty (i.e., they are not stored in the
Persistence layer), then the dirty evicted fragments are sent
to the Persistence layer as block requests in a synchronous
manner. New file fragments that are added into the cache are
aggregated into larger data blocks before they are flushed to
the Persistence layer. If enough data has been aggregated for
flushing, then that data is sent to the Persistence layer. These
operations are managed by a flushing policy that decides when
and which data to flush. For example, if erasure coding is
used, the flushing policy will wait until a full stripe of data is
formed before flushing it. The original request is considered
completed when all synchronous child requests return from
the Persistence layer (if any). The Data Flow Manager adds
to the original duration the write time of the slowest request
and returns to the originating Access module.

IV. PERFORMANCE COST MODELING

This section presents the current cost models used to simu-
late the performance of storage media types and network. The
cost models are pluggable, and hence, can be easily replaced.

A. HDD Modeling

A Hard Disk Drive (HDD) is a non-volatile data storage
device that consists of an arm, a platter, a spindle, a read and
write head, and an interface. In order to serve I/O requests, in
a simplified description, the arm moves to find the right track
and the spindle spins the platter to set it to the right sector.
Then, the read and write head transfers data to or from the
platter. The data is received from or sent to the interface, and
the I/O request is completed [2].

Modeling the performance of HDD devices require account-
ing for the delays of every internal action. First, moving the
arm accounts for the seek time. Manufacturers generally report
the average seek time t̄seek = s as a constant. Yet, if this
parameter is not given, estimations present that this value is
approximately one-third of the full seek time [2]. In short,
t̄seek = n3/3, where n is the number of tracks.

Rotating the platters to position the head to the right sector
accounts for the rotation time. The average rotational time
t̄rotation is derived directly from the disk rotation speed, which
is given by manufacturers as Rotations Per Minute (RPM).
Thus, the rotation time for a disk with r RPM is given by:

t̄rotation =
60

r
· 1
2
· 106 (1)

where 60/r is the time (in seconds) to execute one single
rotation, the 1/2 is included because, on average, a request
will require a half rotation [2], and we multiply by 106 to
convert to microseconds. The data being accessed might be
contiguous to the previous data, and consequently, the seek
and rotation times would be lower. Our model can differentiate
random from sequential operations.

Finally, transferring data accounts for the transfer time. The
average transfer time t̄transfer depends on the amount of data
transferred over the peak transfer rate. In particular, t̄transfer
in microseconds is calculated as:

t̄transfer =
⌈k
p ⌉ · p
m

· 106 (2)

where, m is the maximum transfer rate of the disk in MB/sec, p
is the minimum amount of data in a single transfer (and equals
the disk page size), and k is the amount of data requested.

Thus, the total duration time for a single random request is
the sum of the seek, rotation, and transfer times. For sequential
I/O requests, there will be no seek and rotation costs.

Disks also maintain a queue of outstanding requests that
need to wait for some time while the disk is serving other
requests. If the disk is idle when the request arrives, the wait
time is zero. Otherwise, the wait time equals the time left for
processing the currently active request plus the duration times
of all outstanding requests in the disk queue. DITIS computes
the wait time by (i) maintaining the virtual completion time
of the last request that arrived at the disk, and (ii) subtracting
the virtual completion time from the current virtual time if the
current request arrives before the last completion time.

B. SSD Modeling

A solid-state drive (SDD) device, in a simplified manner,
consists of an I/O controller, a flash array, a data register,
and a cache register. The I/O controller receives requests for
reading or writing data, which is stored in the flash array. The
data register acts as data buffer for the flash array, and the
cache register acts as a buffer for the I/O requests. A read
request involves decoding the I/O request, reading data from
the flash array to the data register, then transferring data from
the data register to the I/O bus. When reading multiple pages,
it will first transfer data to the data register, then to the cache
register, which will finally transfer the data to the I/O bus [3].
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Consider trr as the total duration time for reading a single
random page. Then:

trr = tcmd + tread + ttrans (3)

where tcmd is the time to decode the I/O request, tread is the
time to read a page from the flash array, and ttrans is the time
to transfer a page from the data register or cache register to
the I/O bus. For sequential read requests, there will be only
one single I/O request, but multiple transfers from the data
register to the data cache and I/O bus. The following equation
generalizes the average time to read n bytes of data:

t̄n = t̄acc +
⌈ n
psize

⌉ · psize
m

(4)

where tacc is the average access time (accounting for decoding
and reading the first page), psize is the page size, and m is
the maximum data transfer rate.

Similar to HDDs, SSDs also maintain a queue of outstand-
ing requests. The simulator computes the wait time of each
arriving request in the same manner as for HDDs.

C. DRAM/NVRAM Modeling

A memory address consists of a bank, a row, and a column.
Multiple DRAM commands are required to access a particular
location. The duration of internal steps required to serve
a request is counted in clock cycles. Accessing a specific
location requires that an entire row from a specific bank to
be activated. After the activation, any location within the
row can be read or written [4], [5]. DRAM manufacturers
provide the number of clock cycles required to perform these
internal actions. The constant tcl is the number of clock cycles
between receiving a request and having the data ready; trp is
a minimum number of cycles to open a new row; and tras is
the amount of cycles that a row must be open to write data.

Considering f to be the DRAM frequency, n to be the
number of bytes to be accessed, r the size of a row in bytes,
mr the maximum read transfer rate, and tr the time to execute
a read request, then:

tr(n) =

⌈
n
r

⌉
· r

mr
, where mr =

f · r
tcl

(5)

Similarly, the time to execute a write request tw for n bytes
can also be expressed using:

tw(n) =

⌈
n
r

⌉
· r

mw
, where mw =

f · r
tcl + trp + tras

(6)

D. Network Modeling

A model developed by Mathis et al. [6] predicts net-
work bandwidth for a sustained TCP connection subjected to
moderate packet losses, including losses caused by network
congestion. According to this model, the maximum network
bandwidth bw is measure by:

bw =
MSS

RTT
· C
√
p

(7)

where MSS is the Maximum Segment Size, i.e., the amount
of data in bytes that a computer can receive in a single TCP
segment; RTT is the Round Trip Time, i.e., the time a packet
takes to go to a destination and return; C is a constant of
proportionality; and p is a random packet loss at constant
probability. The bw value represents the maximum throughput
in a channel. Thus, the time to transfer n bytes end-to-end is:

tn =
n

bw
(8)

When multiple clients are actively using the network con-
currently, the network bandwidth is split evenly between
the clients. The simulator keeps track of the active network
connections a and adjusts the model to compute the transfer
of n bytes accordingly:

tn =
n · a
bw

(9)

V. EXPERIMENTAL EVALUATION

In this section, we present the evaluation of DITIS. All
experiments were executed on a machine with i7-7500U CPU
@ 2.70GHz, 12 GB of RAM, and OpenJDK 17.0.3. The
simulator was developed with Java v17, and Maven v3.8
is used for automating the process of building the project.
At the moment, the simulator consists of 25 packages, 12
enumeration types, 31 interfaces, 9 abstract classes, and 140
classes, totaling over 10700 lines of code.

We evaluate DITIS by simulating eight traces derived from
production workloads provided by Huawei Technologies Inc.
To evaluate the simulation accuracy, we compare the real and
simulated times of each request present in the traces, and re-
port the Mean Absolute Percentage Error (MAPE). The details
of each trace are presented in Table I, including the number of
file requests per trace, the ratio of read and write operations,
the number of random and sequential (read/write) operations,
as well as the corresponding MAPE. As it can be seen, the
traces exhibit a wide-spectrum of behavior ranging from read-
heavy to write-heavy, with different mixes of sequential versus
random read/write requests. Note that we consider sequential
requests those that operate over consecutive file fragments
through a sequential time frame. In our evaluation, DITIS
simulates each input trace with a different storage configu-
ration (which we cannot reveal due to privacy considerations),
as each trace was originally executed with a different setup.
Since open and close requests are straightforward operations,
we focus our evaluation on read and write requests.

DITIS is able to accurately simulate write and read requests
in most cases. The MAPE metric ranges from 0.06 up to 0.26
in 7 out of 8 traces for write requests, with an outlier of 0.96
for trace 5. Note that up to 70% of trace 5 amounts to read
requests, which were simulated with a MAPE of 0.27. Read
request simulations exhibited a slightly worse MAPE ranging
from 0.07 to 0.93. Figure 5 presents the real and simulated
execution times for the write requests of trace 4. DITIS is able
to correctly follow the execution trends of the real workload
along with all the spikes, albeit with lower magnitude for
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Fig. 4: Real and simulated execution times (raw values and
distributions) for read requests for trace 2.

TABLE I: Request distribution and simulation error per trace.

Ratio (%) Sequential Random MAPE
Requests Read Write Read Write Read Write Read Write

1 3106 100.0 0.0 3022 0 84 0 0.34 -
2 5528 99.7 0.3 5342 9 171 6 0.07 0.31
3 49883 0.2 99.8 101 49770 12 0 0.75 0.21
4 16118 89.6 10.4 3388 1544 11047 139 0.70 0.06
5 71496 68.3 31.7 48767 22630 92 7 0.27 0.96
6 47823 85.4 14.6 10562 0 30263 6998 0.92 0.13
7 54473 96.1 3.9 8633 1573 43713 554 0.92 0.13
8 1483669 99.3 0.7 1285 10053 1472181 150 0.93 0.26

the bigger spikes. Similarly, Figure 4 presents the real and
simulated times for the read requests for trace 2. While DITIS
is able to correctly simulate most of the trace, there are a
few outliers present in the trace that are missed by DITIS.
These differences (observed mainly for read requests) are due
to the different policies that move file fragments through the
data storage with different approaches (e.g., policies related
to cache, tiers, data placement during initialization), or delays
that are not yet modeled by DITIS such as different levels
of network contention within the distributed storage. For
example, some read requests in DITIS were served from a
cache, whereas they were probably served by the persistence
storage in the real system (based on their duration). It is a
complex task to precisely simulate and replay the various data
management and caching decisions in the presence of several
policies that works together and influences each other. Yet,
DITIS is able to follow the overall trend of the real execution
times as well as accurately match the average execution times.

Next, we evaluate the efficiency of DITIS during both the
initialization phase and the trace simulation. The correspond-
ing run times are shown in Table II along with statistics that
explain DITIS’ run times. The Workload Initializer (recall
Section II-B) is responsible for creating an initial state for
the storage system, such as creating files that existed prior to
the beginning of the trace. The time needed for initialization
is proportional to (i) the number of files created since DITIS
maintains metadata for each file, and (ii) the file size since
DITIS distributes file data into blocks that are stored across the
storage media, and maintains metadata for each block, much
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Fig. 5: Real and simulated execution times (raw values and
distributions) for write requests for trace 4.

TABLE II: DITIS run times (in seconds) and interesting
statistics during initialization and simulation.

Initialization Simulation
Files Bytes Run Write Bytes Read Bytes Run

Created Written Time Requests Written Requests Read Time
1 56 35.2M 0.14 0 0.0 3106 11.99M 0.13
2 21 14.9G 1.50 15 109.9M 5513 6.7G 0.36
3 12 809.2K 0.16 49770 376.1M 113 817.2K 23.22
4 3136 526.7K 4.98 1683 7.0G 14435 3.8G 1.11
5 10 707.2M 0.37 22637 707.4M 48859 708.3M 55.30
6 3299 635.7M 5.38 6998 37.8G 40825 3.1G 3.87
7 3138 51.7M 5.00 2127 8.7G 52346 2.6G 1.92
8 857778 6.6G 13.84 10203 465.7K 1473466 11.3G 18.61

like like a real storage system does. Even when hundreds of
thousand of files are created and GBs of data are written, this
part of the simulation executes within a few seconds.

Simulating a trace with DITIS is also very efficient and
completes within seconds as shown in Table II. The simulation
time depends heavily on both the number of write requests and
bytes written in the trace for the same reasons explained above.
The simulation time is also proportional to the number of read
requests but is not affected much by the the number of bytes
read. Finally, simulation time can also be affected by other,
non-obvious factors, such as the order of requests (as it can
impact cache policies), the size of requests (as it can impact
data flow policies), as well as configuration parameters (such
as the number of disks or disk block size). Nonetheless, DITIS
is able to simulate large traces both efficiently and accurately.

VI. RELATED WORK

There are several efforts to simulate multi-tiered data stor-
age systems. MDCSim [7] is a multi-tier data center simulation
framework that supports a three-tier architecture, whereas
OGSSim [8] enables users to explore the design space of
storage systems by supporting various combinations of tiers
and volumes. StorageSim [9] enable users to define up to three
storage tiers with their performance profiles, while it provides
pluggable data placement policies to analyze their impact
in the storage’s performance. All aforementioned simulators
focus on single-node storage systems. EEffSim [10] supports
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Fig. 4: Real and simulated execution times (raw values and
distributions) for read requests for trace 2.

TABLE I: Request distribution and simulation error per trace.

Ratio (%) Sequential Random MAPE
Requests Read Write Read Write Read Write Read Write

1 3106 100.0 0.0 3022 0 84 0 0.34 -
2 5528 99.7 0.3 5342 9 171 6 0.07 0.31
3 49883 0.2 99.8 101 49770 12 0 0.75 0.21
4 16118 89.6 10.4 3388 1544 11047 139 0.70 0.06
5 71496 68.3 31.7 48767 22630 92 7 0.27 0.96
6 47823 85.4 14.6 10562 0 30263 6998 0.92 0.13
7 54473 96.1 3.9 8633 1573 43713 554 0.92 0.13
8 1483669 99.3 0.7 1285 10053 1472181 150 0.93 0.26

the bigger spikes. Similarly, Figure 4 presents the real and
simulated times for the read requests for trace 2. While DITIS
is able to correctly simulate most of the trace, there are a
few outliers present in the trace that are missed by DITIS.
These differences (observed mainly for read requests) are due
to the different policies that move file fragments through the
data storage with different approaches (e.g., policies related
to cache, tiers, data placement during initialization), or delays
that are not yet modeled by DITIS such as different levels
of network contention within the distributed storage. For
example, some read requests in DITIS were served from a
cache, whereas they were probably served by the persistence
storage in the real system (based on their duration). It is a
complex task to precisely simulate and replay the various data
management and caching decisions in the presence of several
policies that works together and influences each other. Yet,
DITIS is able to follow the overall trend of the real execution
times as well as accurately match the average execution times.

Next, we evaluate the efficiency of DITIS during both the
initialization phase and the trace simulation. The correspond-
ing run times are shown in Table II along with statistics that
explain DITIS’ run times. The Workload Initializer (recall
Section II-B) is responsible for creating an initial state for
the storage system, such as creating files that existed prior to
the beginning of the trace. The time needed for initialization
is proportional to (i) the number of files created since DITIS
maintains metadata for each file, and (ii) the file size since
DITIS distributes file data into blocks that are stored across the
storage media, and maintains metadata for each block, much
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Fig. 5: Real and simulated execution times (raw values and
distributions) for write requests for trace 4.

TABLE II: DITIS run times (in seconds) and interesting
statistics during initialization and simulation.

Initialization Simulation
Files Bytes Run Write Bytes Read Bytes Run

Created Written Time Requests Written Requests Read Time
1 56 35.2M 0.14 0 0.0 3106 11.99M 0.13
2 21 14.9G 1.50 15 109.9M 5513 6.7G 0.36
3 12 809.2K 0.16 49770 376.1M 113 817.2K 23.22
4 3136 526.7K 4.98 1683 7.0G 14435 3.8G 1.11
5 10 707.2M 0.37 22637 707.4M 48859 708.3M 55.30
6 3299 635.7M 5.38 6998 37.8G 40825 3.1G 3.87
7 3138 51.7M 5.00 2127 8.7G 52346 2.6G 1.92
8 857778 6.6G 13.84 10203 465.7K 1473466 11.3G 18.61

like like a real storage system does. Even when hundreds of
thousand of files are created and GBs of data are written, this
part of the simulation executes within a few seconds.

Simulating a trace with DITIS is also very efficient and
completes within seconds as shown in Table II. The simulation
time depends heavily on both the number of write requests and
bytes written in the trace for the same reasons explained above.
The simulation time is also proportional to the number of read
requests but is not affected much by the the number of bytes
read. Finally, simulation time can also be affected by other,
non-obvious factors, such as the order of requests (as it can
impact cache policies), the size of requests (as it can impact
data flow policies), as well as configuration parameters (such
as the number of disks or disk block size). Nonetheless, DITIS
is able to simulate large traces both efficiently and accurately.

VI. RELATED WORK

There are several efforts to simulate multi-tiered data stor-
age systems. MDCSim [7] is a multi-tier data center simulation
framework that supports a three-tier architecture, whereas
OGSSim [8] enables users to explore the design space of
storage systems by supporting various combinations of tiers
and volumes. StorageSim [9] enable users to define up to three
storage tiers with their performance profiles, while it provides
pluggable data placement policies to analyze their impact
in the storage’s performance. All aforementioned simulators
focus on single-node storage systems. EEffSim [10] supports
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TABLE I: Request distribution and simulation error per trace.

Ratio (%) Sequential Random MAPE
Requests Read Write Read Write Read Write Read Write

1 3106 100.0 0.0 3022 0 84 0 0.34 -
2 5528 99.7 0.3 5342 9 171 6 0.07 0.31
3 49883 0.2 99.8 101 49770 12 0 0.75 0.21
4 16118 89.6 10.4 3388 1544 11047 139 0.70 0.06
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the bigger spikes. Similarly, Figure 4 presents the real and
simulated times for the read requests for trace 2. While DITIS
is able to correctly simulate most of the trace, there are a
few outliers present in the trace that are missed by DITIS.
These differences (observed mainly for read requests) are due
to the different policies that move file fragments through the
data storage with different approaches (e.g., policies related
to cache, tiers, data placement during initialization), or delays
that are not yet modeled by DITIS such as different levels
of network contention within the distributed storage. For
example, some read requests in DITIS were served from a
cache, whereas they were probably served by the persistence
storage in the real system (based on their duration). It is a
complex task to precisely simulate and replay the various data
management and caching decisions in the presence of several
policies that works together and influences each other. Yet,
DITIS is able to follow the overall trend of the real execution
times as well as accurately match the average execution times.

Next, we evaluate the efficiency of DITIS during both the
initialization phase and the trace simulation. The correspond-
ing run times are shown in Table II along with statistics that
explain DITIS’ run times. The Workload Initializer (recall
Section II-B) is responsible for creating an initial state for
the storage system, such as creating files that existed prior to
the beginning of the trace. The time needed for initialization
is proportional to (i) the number of files created since DITIS
maintains metadata for each file, and (ii) the file size since
DITIS distributes file data into blocks that are stored across the
storage media, and maintains metadata for each block, much
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TABLE II: DITIS run times (in seconds) and interesting
statistics during initialization and simulation.

Initialization Simulation
Files Bytes Run Write Bytes Read Bytes Run

Created Written Time Requests Written Requests Read Time
1 56 35.2M 0.14 0 0.0 3106 11.99M 0.13
2 21 14.9G 1.50 15 109.9M 5513 6.7G 0.36
3 12 809.2K 0.16 49770 376.1M 113 817.2K 23.22
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7 3138 51.7M 5.00 2127 8.7G 52346 2.6G 1.92
8 857778 6.6G 13.84 10203 465.7K 1473466 11.3G 18.61

like like a real storage system does. Even when hundreds of
thousand of files are created and GBs of data are written, this
part of the simulation executes within a few seconds.

Simulating a trace with DITIS is also very efficient and
completes within seconds as shown in Table II. The simulation
time depends heavily on both the number of write requests and
bytes written in the trace for the same reasons explained above.
The simulation time is also proportional to the number of read
requests but is not affected much by the the number of bytes
read. Finally, simulation time can also be affected by other,
non-obvious factors, such as the order of requests (as it can
impact cache policies), the size of requests (as it can impact
data flow policies), as well as configuration parameters (such
as the number of disks or disk block size). Nonetheless, DITIS
is able to simulate large traces both efficiently and accurately.

VI. RELATED WORK

There are several efforts to simulate multi-tiered data stor-
age systems. MDCSim [7] is a multi-tier data center simulation
framework that supports a three-tier architecture, whereas
OGSSim [8] enables users to explore the design space of
storage systems by supporting various combinations of tiers
and volumes. StorageSim [9] enable users to define up to three
storage tiers with their performance profiles, while it provides
pluggable data placement policies to analyze their impact
in the storage’s performance. All aforementioned simulators
focus on single-node storage systems. EEffSim [10] supports
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TABLE I: Request distribution and simulation error per trace.
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the bigger spikes. Similarly, Figure 4 presents the real and
simulated times for the read requests for trace 2. While DITIS
is able to correctly simulate most of the trace, there are a
few outliers present in the trace that are missed by DITIS.
These differences (observed mainly for read requests) are due
to the different policies that move file fragments through the
data storage with different approaches (e.g., policies related
to cache, tiers, data placement during initialization), or delays
that are not yet modeled by DITIS such as different levels
of network contention within the distributed storage. For
example, some read requests in DITIS were served from a
cache, whereas they were probably served by the persistence
storage in the real system (based on their duration). It is a
complex task to precisely simulate and replay the various data
management and caching decisions in the presence of several
policies that works together and influences each other. Yet,
DITIS is able to follow the overall trend of the real execution
times as well as accurately match the average execution times.

Next, we evaluate the efficiency of DITIS during both the
initialization phase and the trace simulation. The correspond-
ing run times are shown in Table II along with statistics that
explain DITIS’ run times. The Workload Initializer (recall
Section II-B) is responsible for creating an initial state for
the storage system, such as creating files that existed prior to
the beginning of the trace. The time needed for initialization
is proportional to (i) the number of files created since DITIS
maintains metadata for each file, and (ii) the file size since
DITIS distributes file data into blocks that are stored across the
storage media, and maintains metadata for each block, much
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TABLE II: DITIS run times (in seconds) and interesting
statistics during initialization and simulation.

Initialization Simulation
Files Bytes Run Write Bytes Read Bytes Run

Created Written Time Requests Written Requests Read Time
1 56 35.2M 0.14 0 0.0 3106 11.99M 0.13
2 21 14.9G 1.50 15 109.9M 5513 6.7G 0.36
3 12 809.2K 0.16 49770 376.1M 113 817.2K 23.22
4 3136 526.7K 4.98 1683 7.0G 14435 3.8G 1.11
5 10 707.2M 0.37 22637 707.4M 48859 708.3M 55.30
6 3299 635.7M 5.38 6998 37.8G 40825 3.1G 3.87
7 3138 51.7M 5.00 2127 8.7G 52346 2.6G 1.92
8 857778 6.6G 13.84 10203 465.7K 1473466 11.3G 18.61

like like a real storage system does. Even when hundreds of
thousand of files are created and GBs of data are written, this
part of the simulation executes within a few seconds.

Simulating a trace with DITIS is also very efficient and
completes within seconds as shown in Table II. The simulation
time depends heavily on both the number of write requests and
bytes written in the trace for the same reasons explained above.
The simulation time is also proportional to the number of read
requests but is not affected much by the the number of bytes
read. Finally, simulation time can also be affected by other,
non-obvious factors, such as the order of requests (as it can
impact cache policies), the size of requests (as it can impact
data flow policies), as well as configuration parameters (such
as the number of disks or disk block size). Nonetheless, DITIS
is able to simulate large traces both efficiently and accurately.

VI. RELATED WORK

There are several efforts to simulate multi-tiered data stor-
age systems. MDCSim [7] is a multi-tier data center simulation
framework that supports a three-tier architecture, whereas
OGSSim [8] enables users to explore the design space of
storage systems by supporting various combinations of tiers
and volumes. StorageSim [9] enable users to define up to three
storage tiers with their performance profiles, while it provides
pluggable data placement policies to analyze their impact
in the storage’s performance. All aforementioned simulators
focus on single-node storage systems. EEffSim [10] supports

TABLE I
Request distribution and simulation error per trace.

TABLE II
DITIS run times (in seconds) and interesting statistics during 

initialization and simulation.
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Fig. 4: Real and simulated execution times (raw values and
distributions) for read requests for trace 2.

TABLE I: Request distribution and simulation error per trace.

Ratio (%) Sequential Random MAPE
Requests Read Write Read Write Read Write Read Write

1 3106 100.0 0.0 3022 0 84 0 0.34 -
2 5528 99.7 0.3 5342 9 171 6 0.07 0.31
3 49883 0.2 99.8 101 49770 12 0 0.75 0.21
4 16118 89.6 10.4 3388 1544 11047 139 0.70 0.06
5 71496 68.3 31.7 48767 22630 92 7 0.27 0.96
6 47823 85.4 14.6 10562 0 30263 6998 0.92 0.13
7 54473 96.1 3.9 8633 1573 43713 554 0.92 0.13
8 1483669 99.3 0.7 1285 10053 1472181 150 0.93 0.26

the bigger spikes. Similarly, Figure 4 presents the real and
simulated times for the read requests for trace 2. While DITIS
is able to correctly simulate most of the trace, there are a
few outliers present in the trace that are missed by DITIS.
These differences (observed mainly for read requests) are due
to the different policies that move file fragments through the
data storage with different approaches (e.g., policies related
to cache, tiers, data placement during initialization), or delays
that are not yet modeled by DITIS such as different levels
of network contention within the distributed storage. For
example, some read requests in DITIS were served from a
cache, whereas they were probably served by the persistence
storage in the real system (based on their duration). It is a
complex task to precisely simulate and replay the various data
management and caching decisions in the presence of several
policies that works together and influences each other. Yet,
DITIS is able to follow the overall trend of the real execution
times as well as accurately match the average execution times.

Next, we evaluate the efficiency of DITIS during both the
initialization phase and the trace simulation. The correspond-
ing run times are shown in Table II along with statistics that
explain DITIS’ run times. The Workload Initializer (recall
Section II-B) is responsible for creating an initial state for
the storage system, such as creating files that existed prior to
the beginning of the trace. The time needed for initialization
is proportional to (i) the number of files created since DITIS
maintains metadata for each file, and (ii) the file size since
DITIS distributes file data into blocks that are stored across the
storage media, and maintains metadata for each block, much
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Fig. 5: Real and simulated execution times (raw values and
distributions) for write requests for trace 4.

TABLE II: DITIS run times (in seconds) and interesting
statistics during initialization and simulation.

Initialization Simulation
Files Bytes Run Write Bytes Read Bytes Run

Created Written Time Requests Written Requests Read Time
1 56 35.2M 0.14 0 0.0 3106 11.99M 0.13
2 21 14.9G 1.50 15 109.9M 5513 6.7G 0.36
3 12 809.2K 0.16 49770 376.1M 113 817.2K 23.22
4 3136 526.7K 4.98 1683 7.0G 14435 3.8G 1.11
5 10 707.2M 0.37 22637 707.4M 48859 708.3M 55.30
6 3299 635.7M 5.38 6998 37.8G 40825 3.1G 3.87
7 3138 51.7M 5.00 2127 8.7G 52346 2.6G 1.92
8 857778 6.6G 13.84 10203 465.7K 1473466 11.3G 18.61

like like a real storage system does. Even when hundreds of
thousand of files are created and GBs of data are written, this
part of the simulation executes within a few seconds.

Simulating a trace with DITIS is also very efficient and
completes within seconds as shown in Table II. The simulation
time depends heavily on both the number of write requests and
bytes written in the trace for the same reasons explained above.
The simulation time is also proportional to the number of read
requests but is not affected much by the the number of bytes
read. Finally, simulation time can also be affected by other,
non-obvious factors, such as the order of requests (as it can
impact cache policies), the size of requests (as it can impact
data flow policies), as well as configuration parameters (such
as the number of disks or disk block size). Nonetheless, DITIS
is able to simulate large traces both efficiently and accurately.

VI. RELATED WORK

There are several efforts to simulate multi-tiered data stor-
age systems. MDCSim [7] is a multi-tier data center simulation
framework that supports a three-tier architecture, whereas
OGSSim [8] enables users to explore the design space of
storage systems by supporting various combinations of tiers
and volumes. StorageSim [9] enable users to define up to three
storage tiers with their performance profiles, while it provides
pluggable data placement policies to analyze their impact
in the storage’s performance. All aforementioned simulators
focus on single-node storage systems. EEffSim [10] supports

INFOCOMMUNICATIONS JOURNAL, VOL. X, NO. X, OCTOBER 2022 7

0 1000 2000 3000 4000 5000
0

200

400

600

800

1000

Ti
m

e
(m

ic
ro

-s
ec

on
ds

)

Original Simulated

Fig. 4: Real and simulated execution times (raw values and
distributions) for read requests for trace 2.

TABLE I: Request distribution and simulation error per trace.

Ratio (%) Sequential Random MAPE
Requests Read Write Read Write Read Write Read Write

1 3106 100.0 0.0 3022 0 84 0 0.34 -
2 5528 99.7 0.3 5342 9 171 6 0.07 0.31
3 49883 0.2 99.8 101 49770 12 0 0.75 0.21
4 16118 89.6 10.4 3388 1544 11047 139 0.70 0.06
5 71496 68.3 31.7 48767 22630 92 7 0.27 0.96
6 47823 85.4 14.6 10562 0 30263 6998 0.92 0.13
7 54473 96.1 3.9 8633 1573 43713 554 0.92 0.13
8 1483669 99.3 0.7 1285 10053 1472181 150 0.93 0.26

the bigger spikes. Similarly, Figure 4 presents the real and
simulated times for the read requests for trace 2. While DITIS
is able to correctly simulate most of the trace, there are a
few outliers present in the trace that are missed by DITIS.
These differences (observed mainly for read requests) are due
to the different policies that move file fragments through the
data storage with different approaches (e.g., policies related
to cache, tiers, data placement during initialization), or delays
that are not yet modeled by DITIS such as different levels
of network contention within the distributed storage. For
example, some read requests in DITIS were served from a
cache, whereas they were probably served by the persistence
storage in the real system (based on their duration). It is a
complex task to precisely simulate and replay the various data
management and caching decisions in the presence of several
policies that works together and influences each other. Yet,
DITIS is able to follow the overall trend of the real execution
times as well as accurately match the average execution times.

Next, we evaluate the efficiency of DITIS during both the
initialization phase and the trace simulation. The correspond-
ing run times are shown in Table II along with statistics that
explain DITIS’ run times. The Workload Initializer (recall
Section II-B) is responsible for creating an initial state for
the storage system, such as creating files that existed prior to
the beginning of the trace. The time needed for initialization
is proportional to (i) the number of files created since DITIS
maintains metadata for each file, and (ii) the file size since
DITIS distributes file data into blocks that are stored across the
storage media, and maintains metadata for each block, much
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Fig. 5: Real and simulated execution times (raw values and
distributions) for write requests for trace 4.

TABLE II: DITIS run times (in seconds) and interesting
statistics during initialization and simulation.

Initialization Simulation
Files Bytes Run Write Bytes Read Bytes Run

Created Written Time Requests Written Requests Read Time
1 56 35.2M 0.14 0 0.0 3106 11.99M 0.13
2 21 14.9G 1.50 15 109.9M 5513 6.7G 0.36
3 12 809.2K 0.16 49770 376.1M 113 817.2K 23.22
4 3136 526.7K 4.98 1683 7.0G 14435 3.8G 1.11
5 10 707.2M 0.37 22637 707.4M 48859 708.3M 55.30
6 3299 635.7M 5.38 6998 37.8G 40825 3.1G 3.87
7 3138 51.7M 5.00 2127 8.7G 52346 2.6G 1.92
8 857778 6.6G 13.84 10203 465.7K 1473466 11.3G 18.61

like like a real storage system does. Even when hundreds of
thousand of files are created and GBs of data are written, this
part of the simulation executes within a few seconds.

Simulating a trace with DITIS is also very efficient and
completes within seconds as shown in Table II. The simulation
time depends heavily on both the number of write requests and
bytes written in the trace for the same reasons explained above.
The simulation time is also proportional to the number of read
requests but is not affected much by the the number of bytes
read. Finally, simulation time can also be affected by other,
non-obvious factors, such as the order of requests (as it can
impact cache policies), the size of requests (as it can impact
data flow policies), as well as configuration parameters (such
as the number of disks or disk block size). Nonetheless, DITIS
is able to simulate large traces both efficiently and accurately.

VI. RELATED WORK

There are several efforts to simulate multi-tiered data stor-
age systems. MDCSim [7] is a multi-tier data center simulation
framework that supports a three-tier architecture, whereas
OGSSim [8] enables users to explore the design space of
storage systems by supporting various combinations of tiers
and volumes. StorageSim [9] enable users to define up to three
storage tiers with their performance profiles, while it provides
pluggable data placement policies to analyze their impact
in the storage’s performance. All aforementioned simulators
focus on single-node storage systems. EEffSim [10] supports
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Fig. 4: Real and simulated execution times (raw values and
distributions) for read requests for trace 2.

TABLE I: Request distribution and simulation error per trace.

Ratio (%) Sequential Random MAPE
Requests Read Write Read Write Read Write Read Write

1 3106 100.0 0.0 3022 0 84 0 0.34 -
2 5528 99.7 0.3 5342 9 171 6 0.07 0.31
3 49883 0.2 99.8 101 49770 12 0 0.75 0.21
4 16118 89.6 10.4 3388 1544 11047 139 0.70 0.06
5 71496 68.3 31.7 48767 22630 92 7 0.27 0.96
6 47823 85.4 14.6 10562 0 30263 6998 0.92 0.13
7 54473 96.1 3.9 8633 1573 43713 554 0.92 0.13
8 1483669 99.3 0.7 1285 10053 1472181 150 0.93 0.26

the bigger spikes. Similarly, Figure 4 presents the real and
simulated times for the read requests for trace 2. While DITIS
is able to correctly simulate most of the trace, there are a
few outliers present in the trace that are missed by DITIS.
These differences (observed mainly for read requests) are due
to the different policies that move file fragments through the
data storage with different approaches (e.g., policies related
to cache, tiers, data placement during initialization), or delays
that are not yet modeled by DITIS such as different levels
of network contention within the distributed storage. For
example, some read requests in DITIS were served from a
cache, whereas they were probably served by the persistence
storage in the real system (based on their duration). It is a
complex task to precisely simulate and replay the various data
management and caching decisions in the presence of several
policies that works together and influences each other. Yet,
DITIS is able to follow the overall trend of the real execution
times as well as accurately match the average execution times.

Next, we evaluate the efficiency of DITIS during both the
initialization phase and the trace simulation. The correspond-
ing run times are shown in Table II along with statistics that
explain DITIS’ run times. The Workload Initializer (recall
Section II-B) is responsible for creating an initial state for
the storage system, such as creating files that existed prior to
the beginning of the trace. The time needed for initialization
is proportional to (i) the number of files created since DITIS
maintains metadata for each file, and (ii) the file size since
DITIS distributes file data into blocks that are stored across the
storage media, and maintains metadata for each block, much
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Fig. 5: Real and simulated execution times (raw values and
distributions) for write requests for trace 4.

TABLE II: DITIS run times (in seconds) and interesting
statistics during initialization and simulation.

Initialization Simulation
Files Bytes Run Write Bytes Read Bytes Run

Created Written Time Requests Written Requests Read Time
1 56 35.2M 0.14 0 0.0 3106 11.99M 0.13
2 21 14.9G 1.50 15 109.9M 5513 6.7G 0.36
3 12 809.2K 0.16 49770 376.1M 113 817.2K 23.22
4 3136 526.7K 4.98 1683 7.0G 14435 3.8G 1.11
5 10 707.2M 0.37 22637 707.4M 48859 708.3M 55.30
6 3299 635.7M 5.38 6998 37.8G 40825 3.1G 3.87
7 3138 51.7M 5.00 2127 8.7G 52346 2.6G 1.92
8 857778 6.6G 13.84 10203 465.7K 1473466 11.3G 18.61

like like a real storage system does. Even when hundreds of
thousand of files are created and GBs of data are written, this
part of the simulation executes within a few seconds.

Simulating a trace with DITIS is also very efficient and
completes within seconds as shown in Table II. The simulation
time depends heavily on both the number of write requests and
bytes written in the trace for the same reasons explained above.
The simulation time is also proportional to the number of read
requests but is not affected much by the the number of bytes
read. Finally, simulation time can also be affected by other,
non-obvious factors, such as the order of requests (as it can
impact cache policies), the size of requests (as it can impact
data flow policies), as well as configuration parameters (such
as the number of disks or disk block size). Nonetheless, DITIS
is able to simulate large traces both efficiently and accurately.

VI. RELATED WORK

There are several efforts to simulate multi-tiered data stor-
age systems. MDCSim [7] is a multi-tier data center simulation
framework that supports a three-tier architecture, whereas
OGSSim [8] enables users to explore the design space of
storage systems by supporting various combinations of tiers
and volumes. StorageSim [9] enable users to define up to three
storage tiers with their performance profiles, while it provides
pluggable data placement policies to analyze their impact
in the storage’s performance. All aforementioned simulators
focus on single-node storage systems. EEffSim [10] supports
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Fig. 4: Real and simulated execution times (raw values and
distributions) for read requests for trace 2.

TABLE I: Request distribution and simulation error per trace.

Ratio (%) Sequential Random MAPE
Requests Read Write Read Write Read Write Read Write

1 3106 100.0 0.0 3022 0 84 0 0.34 -
2 5528 99.7 0.3 5342 9 171 6 0.07 0.31
3 49883 0.2 99.8 101 49770 12 0 0.75 0.21
4 16118 89.6 10.4 3388 1544 11047 139 0.70 0.06
5 71496 68.3 31.7 48767 22630 92 7 0.27 0.96
6 47823 85.4 14.6 10562 0 30263 6998 0.92 0.13
7 54473 96.1 3.9 8633 1573 43713 554 0.92 0.13
8 1483669 99.3 0.7 1285 10053 1472181 150 0.93 0.26

the bigger spikes. Similarly, Figure 4 presents the real and
simulated times for the read requests for trace 2. While DITIS
is able to correctly simulate most of the trace, there are a
few outliers present in the trace that are missed by DITIS.
These differences (observed mainly for read requests) are due
to the different policies that move file fragments through the
data storage with different approaches (e.g., policies related
to cache, tiers, data placement during initialization), or delays
that are not yet modeled by DITIS such as different levels
of network contention within the distributed storage. For
example, some read requests in DITIS were served from a
cache, whereas they were probably served by the persistence
storage in the real system (based on their duration). It is a
complex task to precisely simulate and replay the various data
management and caching decisions in the presence of several
policies that works together and influences each other. Yet,
DITIS is able to follow the overall trend of the real execution
times as well as accurately match the average execution times.

Next, we evaluate the efficiency of DITIS during both the
initialization phase and the trace simulation. The correspond-
ing run times are shown in Table II along with statistics that
explain DITIS’ run times. The Workload Initializer (recall
Section II-B) is responsible for creating an initial state for
the storage system, such as creating files that existed prior to
the beginning of the trace. The time needed for initialization
is proportional to (i) the number of files created since DITIS
maintains metadata for each file, and (ii) the file size since
DITIS distributes file data into blocks that are stored across the
storage media, and maintains metadata for each block, much
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Fig. 5: Real and simulated execution times (raw values and
distributions) for write requests for trace 4.

TABLE II: DITIS run times (in seconds) and interesting
statistics during initialization and simulation.

Initialization Simulation
Files Bytes Run Write Bytes Read Bytes Run

Created Written Time Requests Written Requests Read Time
1 56 35.2M 0.14 0 0.0 3106 11.99M 0.13
2 21 14.9G 1.50 15 109.9M 5513 6.7G 0.36
3 12 809.2K 0.16 49770 376.1M 113 817.2K 23.22
4 3136 526.7K 4.98 1683 7.0G 14435 3.8G 1.11
5 10 707.2M 0.37 22637 707.4M 48859 708.3M 55.30
6 3299 635.7M 5.38 6998 37.8G 40825 3.1G 3.87
7 3138 51.7M 5.00 2127 8.7G 52346 2.6G 1.92
8 857778 6.6G 13.84 10203 465.7K 1473466 11.3G 18.61

like like a real storage system does. Even when hundreds of
thousand of files are created and GBs of data are written, this
part of the simulation executes within a few seconds.

Simulating a trace with DITIS is also very efficient and
completes within seconds as shown in Table II. The simulation
time depends heavily on both the number of write requests and
bytes written in the trace for the same reasons explained above.
The simulation time is also proportional to the number of read
requests but is not affected much by the the number of bytes
read. Finally, simulation time can also be affected by other,
non-obvious factors, such as the order of requests (as it can
impact cache policies), the size of requests (as it can impact
data flow policies), as well as configuration parameters (such
as the number of disks or disk block size). Nonetheless, DITIS
is able to simulate large traces both efficiently and accurately.

VI. RELATED WORK

There are several efforts to simulate multi-tiered data stor-
age systems. MDCSim [7] is a multi-tier data center simulation
framework that supports a three-tier architecture, whereas
OGSSim [8] enables users to explore the design space of
storage systems by supporting various combinations of tiers
and volumes. StorageSim [9] enable users to define up to three
storage tiers with their performance profiles, while it provides
pluggable data placement policies to analyze their impact
in the storage’s performance. All aforementioned simulators
focus on single-node storage systems. EEffSim [10] supports
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pluggable data placement policies and aims to study the impact
of data placement on energy efficiency for distributed (but
single-tier) storage systems. Both PFSsim [11] and HPIS3 [12]
focus on simulating Parallel File Systems in High Performance
Computing (HPC) centers, but HPIS3 also supports HDD/SSD
hybrid systems. NCAR MSS [13] simulates storage drives and
software components to explore the design space for cache
on data storage systems. SANgo [14] employs reinforcement
learning to explore the stability of data storage systems by
adjusting the modeled hardware and introducing failures.

In contrast to the related work, DITIS is extremely versatile
and extensible. DITIS implements a series of policies that
govern all decisions related to cache, tiers, request processing
flow, data redundancy, load balance, as well as other options
and configurations, like storage device arrangement, number
of nodes, threshold values, and enabling/disabling tiers.

VII. CONCLUSION

DITIS is a comprehensive storage simulator that is able to
simulate the execution of file system requests on a distributed
storage system with multiple levels of tiers and caches. Each
tier and cache can be configured with different types of storage
media devices, each with their own performance character-
istics. The simulator will utilize the provided characteristics
in fine-grained performance cost models (which are distinct
for each device type) in order to compute the duration time
of each request processed on each tier. At the same time,
DITIS will accurately simulate the overall flow of requests
through the different layers and storage nodes of the system
using numerous pluggable policies that control every aspect of
execution, ranging from request routing and data redundancy
to cache and tiering strategies. The ability to simulate the
execution of a workload in such an accurate and realistic way
brings multiple benefits for its users, since DITIS can be used
to better understand the behavior of the underlying file system
as well as evaluate different storage setups and policies.
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pluggable data placement policies and aims to study the impact
of data placement on energy efficiency for distributed (but
single-tier) storage systems. Both PFSsim [11] and HPIS3 [12]
focus on simulating Parallel File Systems in High Performance
Computing (HPC) centers, but HPIS3 also supports HDD/SSD
hybrid systems. NCAR MSS [13] simulates storage drives and
software components to explore the design space for cache
on data storage systems. SANgo [14] employs reinforcement
learning to explore the stability of data storage systems by
adjusting the modeled hardware and introducing failures.

In contrast to the related work, DITIS is extremely versatile
and extensible. DITIS implements a series of policies that
govern all decisions related to cache, tiers, request processing
flow, data redundancy, load balance, as well as other options
and configurations, like storage device arrangement, number
of nodes, threshold values, and enabling/disabling tiers.

VII. CONCLUSION

DITIS is a comprehensive storage simulator that is able to
simulate the execution of file system requests on a distributed
storage system with multiple levels of tiers and caches. Each
tier and cache can be configured with different types of storage
media devices, each with their own performance character-
istics. The simulator will utilize the provided characteristics
in fine-grained performance cost models (which are distinct
for each device type) in order to compute the duration time
of each request processed on each tier. At the same time,
DITIS will accurately simulate the overall flow of requests
through the different layers and storage nodes of the system
using numerous pluggable policies that control every aspect of
execution, ranging from request routing and data redundancy
to cache and tiering strategies. The ability to simulate the
execution of a workload in such an accurate and realistic way
brings multiple benefits for its users, since DITIS can be used
to better understand the behavior of the underlying file system
as well as evaluate different storage setups and policies.
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foreign network. Packets originated at CN and targeted to the 
MN go through HA. HA tunnels the packets to FA. Finally, 
FA processes the encapsulated packets and forwards those to 
the MN. Figure 1 describes the Control flow of MIPv4. Figure 
2 depicts the basic architecture of MIPv4. 

 

Figure 1 – The standard MIPv4 message flow[8] 

The drawbacks of MIPv4 are the triangular routing which 
adds more latency, single point of failure (SPOF), and 
consumes bandwidth. In contrast, the traffic does not move 
directly between the sender and the receiver (CN and MN). 
Instead, traffic goes through the HA in the middle.  

 

Figure 2 – The basic architecture of MIPv4 [8] 

MIPv6 is similar to MIPv4, with enhancements and 
additional features. MIPv6 uses the Neighbor Discovery 
Protocol (NDP) of IPv6 [10]. NDP uses Router Solicitation 
(RS) and Router Advertisement (RA) messages to detect IP 
network prefix changes. Furthermore, NDP also deals with 
neighbor reachability. An IPv6 capable access router has 
replaced the functions of a Foreign Agent in MIPv4. This 
means FAs are eliminated in the context of MIPv6.  

The mobility procedure in MIPv6 works as follows. The 
communication between MN and CN is addressed by 
native/ordinary IPv6 routing when MN stays on its Home 
Link. If the MN moves to Foreign Network, it has a new IP 
address called the CoA. After that, the MN sends a registration 
request to the HA (Binding Update) and receives the 
registration reply (Binding Acknowledgment). Traffic is 
encapsulated between HA and MN. MN may send a BU to CN 
to avoid triangle routing in route optimization mode (RO). The 
detailed message flow of MIPv6 is illustrated in Figure 3 .  

Figure 3 – The standard MIPv6 message flow [9]  

Home Test Init (HoTI) and Care-of Test Init (CoTI) 
messages are part of the return routeability procedure. It is an 
authorization procedure to enable registration by a 
cryptographic token exchange. This procedure helps to give 
some assurance to CN if MN is reachable on that particular 
CoA. CN can securely accept BU from MN at the end of this 
procedure and circumvent HA (route optimization). 

B. Proxy Mobile IPv6 

Proxy Mobile IPv6 (PMIPv6) [3] is a network-based 
mobility management protocol working at the network layer. 
The network-based mobility management extends the network 
side and lets the network handle the mobility management 
instead of modifying the host part. Thus, MNs may not even 
know they are under any mobility process. 

In PMIPv6 (Figure 4), the MN considers the whole 
PMIPv6 domain as a home network, so the MN uses just a 
unique HoA and different care-of addresses used by the 
MAGs. Mobile Access Gateway (MAG) and Local Mobility 
Anchor (LMA) are introduced in PMIPv6. MAG works as the 
access router; it detects the MN's movements and does the 
signaling and tunneling with the LMA, while the LMA works 
similarly to the HA in MIPv6 but with some additional 
potentials. LMA preserves accessibility to the MN's address 
as it travels through PMIPv6 domains. Binding Cache exists 
in the LMA, which is particularly a database that keeps track 
of the movement of MNs.  

 

Figure 4 – The basic architecture of PMIPv6 [3]  

PMIPv6 operates as follows. The MN attaches to MAG and 
sends Router Solicitation (RS) messages. Then MAG 
transmits a Proxy Binding Update (PBU) to the LMA, 
informing the attachment. LMA replies to the MAG via Proxy 
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Abstract—The increasing gap between computing speed and
storage latency leads to possible I/O bottlenecks on massively
parallel computers. To mitigate this issue, hierarchical storage
provides multi-tiered configurations where each tier has its own
physical characteristics and associated performance. Selecting
the most appropriate file placement policy on this multi-tiered
storage is difficult and there is to our knowledge no tool that
systematically provides statistics and metrics for optimal file
policy selection. In this paper, we present FiLiP (File Lifecycle
Profiler), a software which provides statistics and metrics for
a better understanding of file access by applications and the
consequences on file movements across hierarchical storage. After
the description of FiLiP’s main features and architecture, we
highlight the usefulness of our tool using three I/O intensive
simulation HPC applications: NEMO, S3DIO and NAMD and a
three-tiered burst buffer.

Index Terms—I/O, File lifecycle, Profiling, Burst Buffer, Hier-
archical storage, HPC

I. INTRODUCTION

On modern High Performance Computing (HPC) systems,
important efforts are put in improving massively parallel
computations and communication between compute nodes in
order to deliver a higher performance. However, the huge
gap between the computing capacity and the storage system
latency leads to I/O bottlenecks, and a similar effort has to
be made on the I/O and storage systems as a response to
the large amount of data generated, manipulated, shared and
transferred by modern applications. Recent computer archi-
tectures provide hierarchical storage systems with different
tiers [28], each with its own physical characteristics based on
the device technology and its associated performance metrics,
such as latency or throughput [8]. Because of the performance
disparity between these tiers, a good file placement is required
in order to make the most out of the performance of each
one and improve applications performance. Understanding
the storage hierarchy behavior, along with the file access
performed by the application, is thus key to adapt the data
placement to the application’s access profile.

Such a file data placement policy can be considered effective
when it increases the performance of the system by placing
hot files in the best performing tiers and cold files in the worst

performing tiers, so that the files with the highest probability
of being read are quickly available to the application [8]. To
distinguish between these two access and achieve an efficient
data placement, the first step is to perform a thorough profiling
of the application and its files manipulation, to characterize file
re-use throughout the application’s lifetime. From these obser-
vations, an optimal file placement policy can then be designed
and selected. However, selecting the best policy is often a
complicated task, as the literature is rich of different strategies:
Random, LRU and LFU in their basic versions [13] [16] or
optimized ones [10] [24], methods using tuning as ARC [21],
methods introducing additional history information as LIRS
[15] or methods combining tiering and caching [30]. Novel
approaches attempting cache management using statistics of
past requests [12] or through machine learning techniques as
in [14] [31] [11] [4] have proven successful, by focusing on
I/O patterns detection to predict which block should be loaded
into the different cache tiers at a given time.

Among all these different approaches, the selection of
the optimal placement should rely on objective criteria and
metrics describing the placement, such as the cache hits and
cache miss rates, file re-use rate, file lifecycles. . . To our
knowledge, none of these metrics have been systematically
included into an I/O profiler and correlated with the behavior
of the application at the file level for selecting an optimal file
placement, as the literature mainly focuses on the application
level. We believe that combining the profiling at the file level
with the description of file movements through hierarchical
and heterogeneous storage tiers fills this literature gaps, and
we suggest in this paper a new tool called FiLiP (File Lifeycle
Profiler) to provide data analysis at the file level, by allowing
the visualization of operations performed on the file by the
application, and systematically including statistics quantifying
the quality of file placement policies in the hierarchical stor-
age.

This paper is structured as follow. We present in section II
the related works and point out the novelty of FiLiP compared
to existing profiling software. In section III, we describe
FiLiP’s main features. Section IV presents its utilisation within
three different HPC applications running on hierarchical stor-
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I. INTRODUCTION

On modern High Performance Computing (HPC) systems,
important efforts are put in improving massively parallel
computations and communication between compute nodes in
order to deliver a higher performance. However, the huge
gap between the computing capacity and the storage system
latency leads to I/O bottlenecks, and a similar effort has to
be made on the I/O and storage systems as a response to
the large amount of data generated, manipulated, shared and
transferred by modern applications. Recent computer archi-
tectures provide hierarchical storage systems with different
tiers [28], each with its own physical characteristics based on
the device technology and its associated performance metrics,
such as latency or throughput [8]. Because of the performance
disparity between these tiers, a good file placement is required
in order to make the most out of the performance of each
one and improve applications performance. Understanding
the storage hierarchy behavior, along with the file access
performed by the application, is thus key to adapt the data
placement to the application’s access profile.

Such a file data placement policy can be considered effective
when it increases the performance of the system by placing
hot files in the best performing tiers and cold files in the worst

performing tiers, so that the files with the highest probability
of being read are quickly available to the application [8]. To
distinguish between these two access and achieve an efficient
data placement, the first step is to perform a thorough profiling
of the application and its files manipulation, to characterize file
re-use throughout the application’s lifetime. From these obser-
vations, an optimal file placement policy can then be designed
and selected. However, selecting the best policy is often a
complicated task, as the literature is rich of different strategies:
Random, LRU and LFU in their basic versions [13] [16] or
optimized ones [10] [24], methods using tuning as ARC [21],
methods introducing additional history information as LIRS
[15] or methods combining tiering and caching [30]. Novel
approaches attempting cache management using statistics of
past requests [12] or through machine learning techniques as
in [14] [31] [11] [4] have proven successful, by focusing on
I/O patterns detection to predict which block should be loaded
into the different cache tiers at a given time.

Among all these different approaches, the selection of
the optimal placement should rely on objective criteria and
metrics describing the placement, such as the cache hits and
cache miss rates, file re-use rate, file lifecycles. . . To our
knowledge, none of these metrics have been systematically
included into an I/O profiler and correlated with the behavior
of the application at the file level for selecting an optimal file
placement, as the literature mainly focuses on the application
level. We believe that combining the profiling at the file level
with the description of file movements through hierarchical
and heterogeneous storage tiers fills this literature gaps, and
we suggest in this paper a new tool called FiLiP (File Lifeycle
Profiler) to provide data analysis at the file level, by allowing
the visualization of operations performed on the file by the
application, and systematically including statistics quantifying
the quality of file placement policies in the hierarchical stor-
age.

This paper is structured as follow. We present in section II
the related works and point out the novelty of FiLiP compared
to existing profiling software. In section III, we describe
FiLiP’s main features. Section IV presents its utilisation within
three different HPC applications running on hierarchical stor-
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age, and present an analysis of their file-level manipulation
that can only be done using our new suggested software. In
section V, we conclude the paper by providing some insight
on some works we are currently inquiring.

II. RELATED WORKS

Profiling has been used in different areas and at different
levels from the top of the software stack to the hardware
level. This technique has proven its efficiency and accuracy to
investigate any component and understand its behavior when
submitted to various execution conditions. The literature
is rich of many profiling tools dedicated to power and
energy, computing, memory and storage hierarchies. For
example, in the energy and power domain to understand
energy consumption by providing a suite of statistics [17]
[26] and experimental methodology [29]. When it comes
to tasks placement, synchronization and communication,
monitoring and profiling tools such as [9] [25] for MPI and
MapReduce allow to understand applications running on
massively parallel architectures. At the memory hierarchy
level, profiling guides heap management [22] and improve
the suitability of mapping parallel applications [7].

At the storage hierarchy level, several I/O profilers exist
and aim to understand applications I/Os such as IOPIN [18]
and IOPRO [19]. Their principal utility is to identify I/O
bottlenecks and thus better exploit the system potential. One of
the most popular I/O profiler is Darshan [5] : a characterization
tool developed at Argonne National Lab and designed to cap-
ture an accurate picture of the I/O behavior of an application to
help developers tune their application parameters by measuring
the effect of a parameter set on execution time. Rather than
capturing a complete trace of each I/O, Darshan characterizes
the job by recording global statistics, such as counters for
POSIX operations and their timestamps, cumulative bytes read
and written, for a compact representation in memory. A similar
profiling tool is Atos IO Instrumention tool (IOI) [2] with a
web interface delivering a maximum of information to users
by providing statistics as time series describing a wide range
of I/O related statistics.

All these profilers are application-oriented and thus have
only one perspective when profiling and analyzing the system.
We propose through FiLiP the possibility to investigate and
analyze the system from the file perspective, by providing the
novel features that:

• Enables profiling at the file-level: FiLiP provides the
possibility to characterize the I/O behavior of an appli-
cation at the file level for a thorough understanding of
file lifecycles and data movements through hierarchical
storage. It displays metrics at the application level as well,
such as hit/miss rates, total reads, writes, to provide a
higher level description of the application’s I/O behavior.

• Provides a standardized interface: FiLiP relies on
a suggested standardized format for description of file
movement between the storage hierarchy tiers that can
be implemented with any monitoring system.

• Evaluates the quality of a destaging policy: Given a
destaging policy described through this standardized for-
mat, FiLiP evaluates its quality through relevant statistics.
It acts then as a performance evaluation tool for new tiers-
management strategies.

III. FEATURES AND ARCHITECTURE

A. Definitions and notations

We define the following terms that will be referred to
throughout the rest of the paper:

• Storage tiers: n storage tiers, ordered hierarchically
depending on their access latency (for example, tier1 =
RAM, tier2 = NVMe, tier3 = HDD). We will denote
tiern the tier at level n.

• File lifecycles: a temporal series of operation performed
on the file (ot)1≤t≤T , with ot an operation in the POSIX
set {READ, WRITE, OPEN, CLOSE}.

• File placement policy: a temporal series describing the
data movement from and to a storage tier (mij) with i
the source tier and j the target one.

B. Main features

FiLiP gives the user an easy to access Web interface,
providing:

• A general understanding of the file manipulation
behavior of the application: Visualization of general
statistics on the file behavior during the application’s
execution, as can be seen in figure 4.

• The visualization of file lifecycles: Visualization of file
lifecycles to observe how the application manipulates
its different files during their lifespans through POSIX
operations, as can be seen in figure 4.

• The visualization of file placement policies: Files move-
ments are correlated with the file lifecycles to assess the
impact of file accesses on moves across the hierarchical
storage. File placement policies can also be character-
ized through generic statistics for proper evaluation as
depicted in figure 1 and described in section III-C.

• The visualization of operations per file: These statistics
are displayed as a table that contains for each accessed
file the number of read, write, open, and close operations,
as well as the volume of data manipulated per file for each
of read and write operations in Gb.

• Visualisation of tiers usage: FiLiP’s provide the usage
percentage for each tier, at each moment of the applica-
tion execution. The fill rate of the tiers are displayed as
a time series, that offers a global view about fluctuations
in tiers usage during the execution.

C. Evaluation metrics

As displayed in figure 1, FiLiP’s main menu provides the
following metrics to evaluate the quality of file placement
policies:

• Cache hits from tiers: For every tier available in the
storage hierarchy, the software provides the number of

DOI: 10.36244/ICJ.2022.4.4

mailto:adrian.khelili%40atos.net?subject=
mailto:sophie.robert%40atos.net?subject=
mailto:soraya.zertal%40uvsq.fr?subject=
https://doi.org/10.36244/ICJ.2022.4.4


FiLiP: A File Lifecycle-based Profiler for  
hierarchical storage

INFOCOMMUNICATIONS JOURNAL

DECEMBER 2022 • VOLUME XIV • NUMBER 4 27

2

age, and present an analysis of their file-level manipulation
that can only be done using our new suggested software. In
section V, we conclude the paper by providing some insight
on some works we are currently inquiring.

II. RELATED WORKS

Profiling has been used in different areas and at different
levels from the top of the software stack to the hardware
level. This technique has proven its efficiency and accuracy to
investigate any component and understand its behavior when
submitted to various execution conditions. The literature
is rich of many profiling tools dedicated to power and
energy, computing, memory and storage hierarchies. For
example, in the energy and power domain to understand
energy consumption by providing a suite of statistics [17]
[26] and experimental methodology [29]. When it comes
to tasks placement, synchronization and communication,
monitoring and profiling tools such as [9] [25] for MPI and
MapReduce allow to understand applications running on
massively parallel architectures. At the memory hierarchy
level, profiling guides heap management [22] and improve
the suitability of mapping parallel applications [7].

At the storage hierarchy level, several I/O profilers exist
and aim to understand applications I/Os such as IOPIN [18]
and IOPRO [19]. Their principal utility is to identify I/O
bottlenecks and thus better exploit the system potential. One of
the most popular I/O profiler is Darshan [5] : a characterization
tool developed at Argonne National Lab and designed to cap-
ture an accurate picture of the I/O behavior of an application to
help developers tune their application parameters by measuring
the effect of a parameter set on execution time. Rather than
capturing a complete trace of each I/O, Darshan characterizes
the job by recording global statistics, such as counters for
POSIX operations and their timestamps, cumulative bytes read
and written, for a compact representation in memory. A similar
profiling tool is Atos IO Instrumention tool (IOI) [2] with a
web interface delivering a maximum of information to users
by providing statistics as time series describing a wide range
of I/O related statistics.

All these profilers are application-oriented and thus have
only one perspective when profiling and analyzing the system.
We propose through FiLiP the possibility to investigate and
analyze the system from the file perspective, by providing the
novel features that:

• Enables profiling at the file-level: FiLiP provides the
possibility to characterize the I/O behavior of an appli-
cation at the file level for a thorough understanding of
file lifecycles and data movements through hierarchical
storage. It displays metrics at the application level as well,
such as hit/miss rates, total reads, writes, to provide a
higher level description of the application’s I/O behavior.

• Provides a standardized interface: FiLiP relies on
a suggested standardized format for description of file
movement between the storage hierarchy tiers that can
be implemented with any monitoring system.

• Evaluates the quality of a destaging policy: Given a
destaging policy described through this standardized for-
mat, FiLiP evaluates its quality through relevant statistics.
It acts then as a performance evaluation tool for new tiers-
management strategies.

III. FEATURES AND ARCHITECTURE

A. Definitions and notations

We define the following terms that will be referred to
throughout the rest of the paper:

• Storage tiers: n storage tiers, ordered hierarchically
depending on their access latency (for example, tier1 =
RAM, tier2 = NVMe, tier3 = HDD). We will denote
tiern the tier at level n.

• File lifecycles: a temporal series of operation performed
on the file (ot)1≤t≤T , with ot an operation in the POSIX
set {READ, WRITE, OPEN, CLOSE}.

• File placement policy: a temporal series describing the
data movement from and to a storage tier (mij) with i
the source tier and j the target one.

B. Main features

FiLiP gives the user an easy to access Web interface,
providing:

• A general understanding of the file manipulation
behavior of the application: Visualization of general
statistics on the file behavior during the application’s
execution, as can be seen in figure 4.

• The visualization of file lifecycles: Visualization of file
lifecycles to observe how the application manipulates
its different files during their lifespans through POSIX
operations, as can be seen in figure 4.

• The visualization of file placement policies: Files move-
ments are correlated with the file lifecycles to assess the
impact of file accesses on moves across the hierarchical
storage. File placement policies can also be character-
ized through generic statistics for proper evaluation as
depicted in figure 1 and described in section III-C.

• The visualization of operations per file: These statistics
are displayed as a table that contains for each accessed
file the number of read, write, open, and close operations,
as well as the volume of data manipulated per file for each
of read and write operations in Gb.

• Visualisation of tiers usage: FiLiP’s provide the usage
percentage for each tier, at each moment of the applica-
tion execution. The fill rate of the tiers are displayed as
a time series, that offers a global view about fluctuations
in tiers usage during the execution.

C. Evaluation metrics

As displayed in figure 1, FiLiP’s main menu provides the
following metrics to evaluate the quality of file placement
policies:

• Cache hits from tiers: For every tier available in the
storage hierarchy, the software provides the number of



FiLiP: A File Lifecycle-based Profiler for  
hierarchical storage

DECEMBER 2022 • VOLUME XIV • NUMBER 428

INFOCOMMUNICATIONS JOURNAL

3

Listing 1: Example of file lifecycle declaration
” f i l e n a m e ” : [

{
” t imes t amp ” : ” xxx ” ,
” t y p e ” : ”OPEN”
}

]

Listing 2: Example of file policy
” f i l e n a m e ” : [

{
” t imes t amp ” : ” xxx ” ,
” from ” : ” t i e r 1 ”
” t o ” : ” t i e r 2 ”
}

]

Fig. 1: Example of main menu general statistics for S3DIO application.

hits. This metric allows us to assess a policy’s ability to
place hot files in the most suitable tier (the one delivering
the best performance) and place files less likely to be
accessed often in slower tiers.

• Total fetches: This is an additional information on total
fetches to put the previous metrics in context. It corre-
sponds to the sum of the fetches from each tier.

• File re-use: This metric allows us to determine the
relevance of a file-level policy for a given application.
For example, an application which does not re-use many
files will not benefit from a file-level policy and vice-
versa for applications with high file re-use.

D. Expected input format

To provide a generic API and to accommodate a wide
variety of monitoring systems, we define a standard interface
of files to use for our tool. Three different files are required
as input for such a visualization :

• File lifecycles: File that contains all the operations for
each file used by the application. The expected format is
presented in listings 1.

• Data movements: File that describes data movements be-
tween the different tiers. The expected format is presented
in listings 2.

• Storage tiers metadata: Metadata file that contains the
size of the tiers and the maximum memory size allowed
for the application use. Optionally, the threshold used for
triggering the cache eviction can be specified.

Any file respecting this standard can be imported and
visualized through the Web interface.

E. Architecture and implementation choices

The architecture of FiLiP is available in figure 2. The
first step is the extraction of the raw data describing the
file lifecycles, the memory movements and the storage tiers
metadata. This data is then given to the file-extractor module
that produces JSON files with the format described in listings
1 and 2. Once these files are created, they are given to the
front-end interface that renders the profiling information for
the application. This front-end interface communicates through
a REST HTTP API that returns for each visualization the
required data.

The Web front-end is developed using the reactive javascript
framework Vue.js [3] and the visualization components devel-
oped using the D3.js library. All computations rely on a REST
API, developed using the Python framework FastAPI [1].

Fig. 1: Example of main menu general statistics for S3DIO application.
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triggering the cache eviction can be specified.

Any file respecting this standard can be imported and
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E. Architecture and implementation choices
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first step is the extraction of the raw data describing the
file lifecycles, the memory movements and the storage tiers
metadata. This data is then given to the file-extractor module
that produces JSON files with the format described in listings
1 and 2. Once these files are created, they are given to the
front-end interface that renders the profiling information for
the application. This front-end interface communicates through
a REST HTTP API that returns for each visualization the
required data.

The Web front-end is developed using the reactive javascript
framework Vue.js [3] and the visualization components devel-
oped using the D3.js library. All computations rely on a REST
API, developed using the Python framework FastAPI [1].
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TABLE I: File manipulation behavior for the three case studies

Application Total files File re-used Number of read Number of write Number of open Number of close
NEMO 56 22 1600 9904 106 106
S3DIO 6 6 6274 31365 38 38
NAMD 14 10 1346 3959 244 244

Fig. 2: FiLiP’s architecture

Fig. 3: Schematic representation of the burst buffer

IV. CASE STUDIES

To highlight the usefulness of FiLiP, we test it on a three
levels hierarchical storage (RAM, NVMe, HDD). The RAM
and NVMe are deployed as a data node, also called burst
buffer [20] [27] [6], a fast intermediate layer located between
the compute nodes and the end storage. A monitoring system is
deployed on the burst buffer to capture file transfers through
the storage hierarchy and observe the I/O flow between the
different layers, as displayed in figure 3. When data comes to a
cache level, the data has not yet been flushed to the underlying
tier and is labeled as dirty. As soon as it is flushed, it is flagged
as clean and can be evicted from the cache level.

To show the usefulness of FiLiP on production use-cases,
we select two scientific applications and a popular I/O bench-
mark: NEMO [?], NAMD [23] and S3DIO [?] which imple-
ments the I/O kernel of the S3D HPC application. Because
of their many parallel accesses and their high file re-use
rate, these applications are relevant to show the usefulness
of FiLiP and representative of the behavior of I/O intensive
HPC applications. All of these applications are run on the
burt buffer using different tiers size, to display the impact of
the tier size on file movements and consequently application’s
performance, that can only be detected through FiLiP.

A. Experimentation scenarios and hardware

Each applications has been selected for its specific and
representative behavior of sub-classes of HPC applications.
Indeed, NEMO generates a large number of files and exhibits
a high degree of file manipulation and re-use, S3DIO is an
I/O intensive application generating a low number of files, and
NAMD is very sensitive to hardware variation due to large I/O
bursts. Table I summarizes the file manipulation characteristics
of these three applications.

Each application is run using FiLiP according to three
scenarios with a fixed combination of the available space on
tiers 1 (RAM) and 2 (NVMe), and an infinite size for tier
3 (HDD) as detailed on table II. The variation in size of
the different tiers shows how FiLiP can help to understand
the reasons behind file movements and policy efficiency when
hardware parameters or cache policy are subject to change.

TABLE II: Tier size for each scenario

Scenario RAM Size NVME Size
1 1 GiB 5GiB
2 32GiB 500 GiB
3 100 GiB 1024 GiB

Table III gathers the hit rates for the two first tiers and the
miss rate when data is neither in the first tier nor in the second.
We have chosen scenarios that show the difference of hit rates
for the applications when we change the size of the fastest
tier. So we can study the evolution of the hit rate when we
present new cache movement policies in further works.

The eviction policy used in the three scenarios is Least
Recently Used (LRU) cache management policy [16], parame-
terized to be triggered when a threshold of 90% of the physical
capacity is reached. When this limit is reached, the dirty data
is evicted from the filled cache level.

Every applications are run on a single node, with 134GiB
memory, an AMD EPYC 7H12 processor with 64 cores. The
data node RAM is a DDR4 and the SSD is an NVMe. The
HDD storage bay relies on the Lustre filesystem.

TABLE II
File manipulation behavior for the three case studies

TABLE II
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TABLE III: Comparison of file movements statistics per ap-
plication and scenarios

RAM hit rate Flash hit rate Miss

Sc
1

NAMD 13.39 % 10 % 76%
NEMO 99% 0% 1%
S3DIO 0.1% 0% 99.9%

Sc
2

NAMD 27% 0% 73%
NEMO 99% 0% 1%
S3DIO 0.1% 0 % 99.9%

Sc
3

NAMD 27% 0% 73%
NEMO 99% 0% 1%
S3DIO 0.1% 0% 99.9%

B. NEMO

NEMO [?] (Nucleus for European Modeling of the Ocean)
is a state-of-the-art modeling framework for research activities
in ocean and climate sciences. It is characterized by a signif-
icant file re-use, highlighting the importance of a custom file
placement policy in the hierarchical storage to keep the most
accessed files in the most efficient tier.

a) Application configuration: For our experiment, we use
the GYRE configuration, which simulates the seasonal cycle
of a double-gyre box model, and which is often used for I/O
benchmarking purpose as it is very simple to increase grid
resolution and does not require any input file. In our case, the
grid resolution is set to 5 and the number of MPI processes
to 32 to increase the I/O activity.

b) Characterization of file lifecycle behavior: For this
configuration, the application generates a total of 56 files,
that are opened and closed 106 times, to realize 9904 writes,
and 1600 reads. Over the 32 manipulated files, 10 are re-used
which represent a ratio of 32%. Regardless of the used
scenario, we observe in table III a hit rate of 99% for the
first tier, as the whole dataset fits in tier 1. The misses are
due to the cold accesses performed at the beginning of the
application’s execution, corresponding to the first access
of these files on the filesystem before moving them to the
highest performing tier.
The lifecycle behavior of NEMO, displayed in figure 4a,
shows that the application concentrates its writes
mainly on output files, such as ocean.output and
output.namelist.dyn, performing several checkpoints
within the application’s lifetime. The configuration file
namelist_cfg is often re-used as well, this time through
read-only accesses, accessed at different moments during
the application execution. Files corresponding to the
checkpointing of the simulation grid (such as GYRE_*
files) or describing the state of the mesh grid (such as
mesh_mask_* files) are accessed more sporadically for
computation purposes, and always within a short timespan.

c) Consequences on file placement policy: Despite its
very high hit rate in this configuration, this application illus-
trates the need for a file lifecycle-based policy to manage
file placement, especially if considered in a setting gener-
ating a higher volume of data. As we can see from fig-
ure 4a, results files, recognizable by the *output* regexp
in their filenames, such as output.namlist.dyn and

ocean.output, are moved frequently between the tiers,
while a policy based on access frequency could have kept
these files in the highest performing tiers until the end of the
application execution.
On the other hand, checkpointing files (such as GYRE_* files)
are only accessed for the duration of the checkpoint, and
should be evicted directly as soon as written in the last tier
to free some memory. As we can see from this example,
this priority-based cache eviction policy, selected from the
re-use rate, is not taken into account by the LRU policy
available within the tested burst buffer setting and used for
our experimentation. This leads to the eviction of data from
the higher tier that can be re-used in the future, causing an
increase of data access latency. This analysis on a file per file
basis can only be done through tools like FiLiP.

C. S3DIO
S3DIO is an I/O benchmarking application corresponding

to the I/O kernel of the S3D application, a continuum scale
first principles direct numerical chemical 3D-simulation code.
It is an I/Os intensive application with the highest number of
operations (6274 reads and 31365 writes) performed on only
6 files (against 56 for NEMO and 14 for NAMD), as can
be read from table I. All its files are re-used which shows
the interest of keeping them in the higher tiers for as long
as possible, and will be a good case study for a further fine
anticipated placement strategy of these files according to the
time sequence of their re-use.

a) Application configuration: Each axis of the three di-
mensions were set to 800 in order to perform the computations
on a large cube and increase the I/O activity of the application.
For each of these dimensions, we use four MPI processes.
We used a PnetCDF blocking API that allows users to first
post multiple requests and later flush them altogether in order
to achieve a better performance instead of a Nonblocking
API. The restart parameter is set to true in order to reuse a
previously written file and obtain more reads operations. The
number of checkpoints, which corresponds to the number of
output files as well, is set to 5 to obtain large I/Os bursts.

b) Characterization of file lifecycle behavior: The life-
cycle behavior of the S3DIO application is representative of an
I/O intensive application which puts each of its manipulated
files under pressure during all the execution time. In the first
scenario, we observe a negligible hit rate close to 0, despite
high file re-use, because the accessed blocks of the files are
changing all the time. We also observe that when the RAM
fills up the data starts to be evicted to flash and the same
phenomenon is observed from the flash to the disk. In the
second scenario, the hit rate is still very low, even if the higher
tiers size has have been increased due to a low blocks re-use.
The third scenario leads to a slightly different behavior: the
RAM (tier 1) size is large enough to contain all data, but the
hit rate is still the same. As can be seen from figure 4b, we
can observe that files corresponding to the grid description,
characterized by their *nc* extension, are accessed succes-
sively in long sequences of writes, except for the first file
pressure_wave_test.0.000E+00.field.nc corre-
sponding to the re-use of the previously written result file.
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Fig. 4: Lifecycles of the tested case studies

(a) Nemo File lifecycles in the context of scenario 1

(b) S3DIO lifecycles in the context of scenario 1

(c) NAMD File lifecycles in the context of scenario 1

c) Consequences on file placement policy: We can ob-
serve that the hit rate is very low because the cold access are
the majority. Thus, although the data already read once are
entirely in memory, the absence of a prefetch mechanism in
the current implementation of the burst buffer causes the hit
rate to remain very low. This could be improved by a lifecycle
based policy that prefetches data from disk when the file is
heavily re-used to predict future accesses.

D. NAMD
NAMD [23] is a parallel molecular dynamics code designed

for high-performance simulation of large bio-molecular sys-
tems. It has the particularity of being very dependent on the
storage hardware, due to its large I/O bursts, and is thus a
good use-case for FiLiP.

a) Application configuration: For our experiment, we use
the Satellite Tobacco Mosaic Virus (STMV-28M) configura-

tion. This is a 3x3x3 replication of the original STMV dataset
from the official NAMD site, containing roughly 28 million
atoms. NAMD execution goes through 50 steps corresponding
to the number of simulation time steps to achieve. Another
parameter defines the number of steps after which a checkpoint
is performed that is set to 5 to obtain ten checkpoints per run
for a significant I/O activity.

b) Characterization of lifecycle behavior: This appli-
cation has the highest number of file activation, with 244
open and close, and a partial but high file re-use rate, as
10 files are re-used out of the 14. The lifecycle behavior of
this application provides several interesting file manipulation
cases. We observe that NAMD makes I/Os on many files,
each with a constant re-use rate. This results for each file in
small sequences of (open-read/write-close) as we can see in
figure 4c. We can observe also that the re-use rate is high due
to a systematic succession of operations on each file since its
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entirely in memory, the absence of a prefetch mechanism in
the current implementation of the burst buffer causes the hit
rate to remain very low. This could be improved by a lifecycle
based policy that prefetches data from disk when the file is
heavily re-used to predict future accesses.

D. NAMD
NAMD [23] is a parallel molecular dynamics code designed

for high-performance simulation of large bio-molecular sys-
tems. It has the particularity of being very dependent on the
storage hardware, due to its large I/O bursts, and is thus a
good use-case for FiLiP.

a) Application configuration: For our experiment, we use
the Satellite Tobacco Mosaic Virus (STMV-28M) configura-

tion. This is a 3x3x3 replication of the original STMV dataset
from the official NAMD site, containing roughly 28 million
atoms. NAMD execution goes through 50 steps corresponding
to the number of simulation time steps to achieve. Another
parameter defines the number of steps after which a checkpoint
is performed that is set to 5 to obtain ten checkpoints per run
for a significant I/O activity.

b) Characterization of lifecycle behavior: This appli-
cation has the highest number of file activation, with 244
open and close, and a partial but high file re-use rate, as
10 files are re-used out of the 14. The lifecycle behavior of
this application provides several interesting file manipulation
cases. We observe that NAMD makes I/Os on many files,
each with a constant re-use rate. This results for each file in
small sequences of (open-read/write-close) as we can see in
figure 4c. We can observe also that the re-use rate is high due
to a systematic succession of operations on each file since its
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opening. NAMD handles a total of 14 files with a re-use ratio
of 71%, that are opened and closed 46 times, for a total 1346
writes and 3959 reads. The application reads a total amount
of 2.041 GB of data and gives different hit rates according to
the different scenarios and the size of the hierarchical storage.

In the first scenario, we observe a hit rate of 13% because
the RAM size is not big enough to contain all the data
previously read. The 76% of miss rate corresponds to the first
load of data from disk when it is read for the first time. An
identical behavior is observed for the second and the third
scenarios when all data fetched from disk fits in RAM and
the miss rate is only due to first time cold accesses. All the
data accessed a second time are already in the most performant
tier.

Adding to that, we can observe that the
input data, such as stmv.28M.psf.inter and
par_all27_prot_na.inp, are accessed once at the
start of the application and never re-used. Other files,
such as checkpointing files like stmv_sbb.xst and
stmv_sbb.dcd are heavely re-used.

c) Consequences on file placement policy: In the case
of NAMD application, the hit rate can be increased by a data
movement policy centered on the file lifecycles: a detection
of the heavily re-used files would have outperformed the
LRU. Similarly to S3DIO, the hit rate is low because of
cold access and the absence of a prefetching mechanism. By
using a predicting model that classifies input/output files we
could evict this type of input files directly after their use. The
checkpoint files are re-used and should be kept in RAM in
priority while input ones should be evicted.

d) Impact of file placement on tiers usage: FiLiP also
gives the possibility to visualize tiers filling over time. This
feature helps us to understand when and why the tier eviction
policy is triggered. In the case of our particular implementation
of a burst buffer, the file movement policy fills in priority
the fastest tier: tier 1, and tier2 is synchronized to the tier1
immediately such that it contains the same data.

Once they are removed from the most performant tier, they
are still present in the second one and can only be evicted
through a threshold based policy. As we can see from figure 5,
every time the 90% threshold is reached, the data is evicted
from the tier. This visualization allows us to determine how

an application reaches the limits of the most efficient tiers.
In figure 5a, we can see that tiers 1 and 2 are very critical

resources for the NAMD application. Indeed, when the tier
usage threshold of 90% is reached, the data is evicted until
another low threshold of 80% is reached. This data is evicted
only when it is not dirty anymore, and an inefficient cache
movement policy could stall the application while the data is
awaiting eviction. In figure 5b, we present the evolution within
scenario 3, where the higher tiers are large enough to contain
the whole data, and therefore the eviction policy is never
triggered. This confirms that an efficient file placement policy
for hierarchical storage should necessarily take into account
the size of the available storage, and especially for restricted
resources. For NAMD application, the RAM hit rate goes from
27% in the case of a large RAM (scenario 3), as displayed in
table III, to 13% in the case of smaller one (scenario 1).

V. CONCLUSION AND FURTHER WORKS

In this work, we have presented a file-based profiling tool
called FiLiP to consider I/O from another perspective in
the case of hierarchical storage, by giving the possibility to
investigate file re-use properties present in HPC and scientific
computing. This tool allows the understanding of how these
files are used by the applications during their entire life cycle
and the consequences of these re-use on the file movements
through the hierarchical storage. Using FiLiP, we analyze and
describe the file behavior of 3 different HPC applications:
NEMO, S3DIO and NAMD, and give some interesting insights
to better understand file manipulations and allow in the future
a smarter file placement policies with reduced miss rates.
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opening. NAMD handles a total of 14 files with a re-use ratio
of 71%, that are opened and closed 46 times, for a total 1346
writes and 3959 reads. The application reads a total amount
of 2.041 GB of data and gives different hit rates according to
the different scenarios and the size of the hierarchical storage.

In the first scenario, we observe a hit rate of 13% because
the RAM size is not big enough to contain all the data
previously read. The 76% of miss rate corresponds to the first
load of data from disk when it is read for the first time. An
identical behavior is observed for the second and the third
scenarios when all data fetched from disk fits in RAM and
the miss rate is only due to first time cold accesses. All the
data accessed a second time are already in the most performant
tier.

Adding to that, we can observe that the
input data, such as stmv.28M.psf.inter and
par_all27_prot_na.inp, are accessed once at the
start of the application and never re-used. Other files,
such as checkpointing files like stmv_sbb.xst and
stmv_sbb.dcd are heavely re-used.

c) Consequences on file placement policy: In the case
of NAMD application, the hit rate can be increased by a data
movement policy centered on the file lifecycles: a detection
of the heavily re-used files would have outperformed the
LRU. Similarly to S3DIO, the hit rate is low because of
cold access and the absence of a prefetching mechanism. By
using a predicting model that classifies input/output files we
could evict this type of input files directly after their use. The
checkpoint files are re-used and should be kept in RAM in
priority while input ones should be evicted.

d) Impact of file placement on tiers usage: FiLiP also
gives the possibility to visualize tiers filling over time. This
feature helps us to understand when and why the tier eviction
policy is triggered. In the case of our particular implementation
of a burst buffer, the file movement policy fills in priority
the fastest tier: tier 1, and tier2 is synchronized to the tier1
immediately such that it contains the same data.

Once they are removed from the most performant tier, they
are still present in the second one and can only be evicted
through a threshold based policy. As we can see from figure 5,
every time the 90% threshold is reached, the data is evicted
from the tier. This visualization allows us to determine how

an application reaches the limits of the most efficient tiers.
In figure 5a, we can see that tiers 1 and 2 are very critical

resources for the NAMD application. Indeed, when the tier
usage threshold of 90% is reached, the data is evicted until
another low threshold of 80% is reached. This data is evicted
only when it is not dirty anymore, and an inefficient cache
movement policy could stall the application while the data is
awaiting eviction. In figure 5b, we present the evolution within
scenario 3, where the higher tiers are large enough to contain
the whole data, and therefore the eviction policy is never
triggered. This confirms that an efficient file placement policy
for hierarchical storage should necessarily take into account
the size of the available storage, and especially for restricted
resources. For NAMD application, the RAM hit rate goes from
27% in the case of a large RAM (scenario 3), as displayed in
table III, to 13% in the case of smaller one (scenario 1).

V. CONCLUSION AND FURTHER WORKS

In this work, we have presented a file-based profiling tool
called FiLiP to consider I/O from another perspective in
the case of hierarchical storage, by giving the possibility to
investigate file re-use properties present in HPC and scientific
computing. This tool allows the understanding of how these
files are used by the applications during their entire life cycle
and the consequences of these re-use on the file movements
through the hierarchical storage. Using FiLiP, we analyze and
describe the file behavior of 3 different HPC applications:
NEMO, S3DIO and NAMD, and give some interesting insights
to better understand file manipulations and allow in the future
a smarter file placement policies with reduced miss rates.
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of 71%, that are opened and closed 46 times, for a total 1346
writes and 3959 reads. The application reads a total amount
of 2.041 GB of data and gives different hit rates according to
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In the first scenario, we observe a hit rate of 13% because
the RAM size is not big enough to contain all the data
previously read. The 76% of miss rate corresponds to the first
load of data from disk when it is read for the first time. An
identical behavior is observed for the second and the third
scenarios when all data fetched from disk fits in RAM and
the miss rate is only due to first time cold accesses. All the
data accessed a second time are already in the most performant
tier.

Adding to that, we can observe that the
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of the heavily re-used files would have outperformed the
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cold access and the absence of a prefetching mechanism. By
using a predicting model that classifies input/output files we
could evict this type of input files directly after their use. The
checkpoint files are re-used and should be kept in RAM in
priority while input ones should be evicted.
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gives the possibility to visualize tiers filling over time. This
feature helps us to understand when and why the tier eviction
policy is triggered. In the case of our particular implementation
of a burst buffer, the file movement policy fills in priority
the fastest tier: tier 1, and tier2 is synchronized to the tier1
immediately such that it contains the same data.

Once they are removed from the most performant tier, they
are still present in the second one and can only be evicted
through a threshold based policy. As we can see from figure 5,
every time the 90% threshold is reached, the data is evicted
from the tier. This visualization allows us to determine how
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In figure 5a, we can see that tiers 1 and 2 are very critical

resources for the NAMD application. Indeed, when the tier
usage threshold of 90% is reached, the data is evicted until
another low threshold of 80% is reached. This data is evicted
only when it is not dirty anymore, and an inefficient cache
movement policy could stall the application while the data is
awaiting eviction. In figure 5b, we present the evolution within
scenario 3, where the higher tiers are large enough to contain
the whole data, and therefore the eviction policy is never
triggered. This confirms that an efficient file placement policy
for hierarchical storage should necessarily take into account
the size of the available storage, and especially for restricted
resources. For NAMD application, the RAM hit rate goes from
27% in the case of a large RAM (scenario 3), as displayed in
table III, to 13% in the case of smaller one (scenario 1).

V. CONCLUSION AND FURTHER WORKS

In this work, we have presented a file-based profiling tool
called FiLiP to consider I/O from another perspective in
the case of hierarchical storage, by giving the possibility to
investigate file re-use properties present in HPC and scientific
computing. This tool allows the understanding of how these
files are used by the applications during their entire life cycle
and the consequences of these re-use on the file movements
through the hierarchical storage. Using FiLiP, we analyze and
describe the file behavior of 3 different HPC applications:
NEMO, S3DIO and NAMD, and give some interesting insights
to better understand file manipulations and allow in the future
a smarter file placement policies with reduced miss rates.
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of 71%, that are opened and closed 46 times, for a total 1346
writes and 3959 reads. The application reads a total amount
of 2.041 GB of data and gives different hit rates according to
the different scenarios and the size of the hierarchical storage.

In the first scenario, we observe a hit rate of 13% because
the RAM size is not big enough to contain all the data
previously read. The 76% of miss rate corresponds to the first
load of data from disk when it is read for the first time. An
identical behavior is observed for the second and the third
scenarios when all data fetched from disk fits in RAM and
the miss rate is only due to first time cold accesses. All the
data accessed a second time are already in the most performant
tier.

Adding to that, we can observe that the
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start of the application and never re-used. Other files,
such as checkpointing files like stmv_sbb.xst and
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movement policy centered on the file lifecycles: a detection
of the heavily re-used files would have outperformed the
LRU. Similarly to S3DIO, the hit rate is low because of
cold access and the absence of a prefetching mechanism. By
using a predicting model that classifies input/output files we
could evict this type of input files directly after their use. The
checkpoint files are re-used and should be kept in RAM in
priority while input ones should be evicted.

d) Impact of file placement on tiers usage: FiLiP also
gives the possibility to visualize tiers filling over time. This
feature helps us to understand when and why the tier eviction
policy is triggered. In the case of our particular implementation
of a burst buffer, the file movement policy fills in priority
the fastest tier: tier 1, and tier2 is synchronized to the tier1
immediately such that it contains the same data.

Once they are removed from the most performant tier, they
are still present in the second one and can only be evicted
through a threshold based policy. As we can see from figure 5,
every time the 90% threshold is reached, the data is evicted
from the tier. This visualization allows us to determine how

an application reaches the limits of the most efficient tiers.
In figure 5a, we can see that tiers 1 and 2 are very critical

resources for the NAMD application. Indeed, when the tier
usage threshold of 90% is reached, the data is evicted until
another low threshold of 80% is reached. This data is evicted
only when it is not dirty anymore, and an inefficient cache
movement policy could stall the application while the data is
awaiting eviction. In figure 5b, we present the evolution within
scenario 3, where the higher tiers are large enough to contain
the whole data, and therefore the eviction policy is never
triggered. This confirms that an efficient file placement policy
for hierarchical storage should necessarily take into account
the size of the available storage, and especially for restricted
resources. For NAMD application, the RAM hit rate goes from
27% in the case of a large RAM (scenario 3), as displayed in
table III, to 13% in the case of smaller one (scenario 1).
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In this work, we have presented a file-based profiling tool
called FiLiP to consider I/O from another perspective in
the case of hierarchical storage, by giving the possibility to
investigate file re-use properties present in HPC and scientific
computing. This tool allows the understanding of how these
files are used by the applications during their entire life cycle
and the consequences of these re-use on the file movements
through the hierarchical storage. Using FiLiP, we analyze and
describe the file behavior of 3 different HPC applications:
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a smarter file placement policies with reduced miss rates.
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In the first scenario, we observe a hit rate of 13% because
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the miss rate is only due to first time cold accesses. All the
data accessed a second time are already in the most performant
tier.

Adding to that, we can observe that the
input data, such as stmv.28M.psf.inter and
par_all27_prot_na.inp, are accessed once at the
start of the application and never re-used. Other files,
such as checkpointing files like stmv_sbb.xst and
stmv_sbb.dcd are heavely re-used.

c) Consequences on file placement policy: In the case
of NAMD application, the hit rate can be increased by a data
movement policy centered on the file lifecycles: a detection
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checkpoint files are re-used and should be kept in RAM in
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feature helps us to understand when and why the tier eviction
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of a burst buffer, the file movement policy fills in priority
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immediately such that it contains the same data.
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another low threshold of 80% is reached. This data is evicted
only when it is not dirty anymore, and an inefficient cache
movement policy could stall the application while the data is
awaiting eviction. In figure 5b, we present the evolution within
scenario 3, where the higher tiers are large enough to contain
the whole data, and therefore the eviction policy is never
triggered. This confirms that an efficient file placement policy
for hierarchical storage should necessarily take into account
the size of the available storage, and especially for restricted
resources. For NAMD application, the RAM hit rate goes from
27% in the case of a large RAM (scenario 3), as displayed in
table III, to 13% in the case of smaller one (scenario 1).
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files are used by the applications during their entire life cycle
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of 71%, that are opened and closed 46 times, for a total 1346
writes and 3959 reads. The application reads a total amount
of 2.041 GB of data and gives different hit rates according to
the different scenarios and the size of the hierarchical storage.

In the first scenario, we observe a hit rate of 13% because
the RAM size is not big enough to contain all the data
previously read. The 76% of miss rate corresponds to the first
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LRU. Similarly to S3DIO, the hit rate is low because of
cold access and the absence of a prefetching mechanism. By
using a predicting model that classifies input/output files we
could evict this type of input files directly after their use. The
checkpoint files are re-used and should be kept in RAM in
priority while input ones should be evicted.
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feature helps us to understand when and why the tier eviction
policy is triggered. In the case of our particular implementation
of a burst buffer, the file movement policy fills in priority
the fastest tier: tier 1, and tier2 is synchronized to the tier1
immediately such that it contains the same data.

Once they are removed from the most performant tier, they
are still present in the second one and can only be evicted
through a threshold based policy. As we can see from figure 5,
every time the 90% threshold is reached, the data is evicted
from the tier. This visualization allows us to determine how
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resources for the NAMD application. Indeed, when the tier
usage threshold of 90% is reached, the data is evicted until
another low threshold of 80% is reached. This data is evicted
only when it is not dirty anymore, and an inefficient cache
movement policy could stall the application while the data is
awaiting eviction. In figure 5b, we present the evolution within
scenario 3, where the higher tiers are large enough to contain
the whole data, and therefore the eviction policy is never
triggered. This confirms that an efficient file placement policy
for hierarchical storage should necessarily take into account
the size of the available storage, and especially for restricted
resources. For NAMD application, the RAM hit rate goes from
27% in the case of a large RAM (scenario 3), as displayed in
table III, to 13% in the case of smaller one (scenario 1).
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In this work, we have presented a file-based profiling tool
called FiLiP to consider I/O from another perspective in
the case of hierarchical storage, by giving the possibility to
investigate file re-use properties present in HPC and scientific
computing. This tool allows the understanding of how these
files are used by the applications during their entire life cycle
and the consequences of these re-use on the file movements
through the hierarchical storage. Using FiLiP, we analyze and
describe the file behavior of 3 different HPC applications:
NEMO, S3DIO and NAMD, and give some interesting insights
to better understand file manipulations and allow in the future
a smarter file placement policies with reduced miss rates.
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Abstract—New generations of non-volatile random access
memories will combine the best features of memory (access
times, byte addressability) with the best features of storage (non-
volatility, low costs per byte). Some, like PCM, have a limited en-
durance. All will only consume energy when accessed, but writes
will use much more energy than reads. These characteristics put
a cost on flipping bits in memory. Bit-flip aware data structures
lower the number of bits flipped by not resetting fields to zero to
indicate a deleted record but by using bit-maps. If given a choice
of where to over-write data, they will select the location which
results in a lower number of bit-flips. We calculate the expected
bit-flip savings of this strategy and derive a rule to determine
the number of the possible candidate locations.

Index Terms—PCM endurance, NVRAM, Smart writes for
PCM.

I. INTRODUCTION

Processed information continues to grow exponentially [16].
The emergence of Non-Volatile RAM (NVRAM) technolo-
gies that combine the advantages of storage (non-volatility,
low-costs, large size) and of memory (fast access times,
byte-addressability) allow systems to combine the functions
of memory and storage in a single layer. These types of
NVRAMs do not use energy when their data is at rest. Writes
typically use much more energy than reads. Some, like Phase
Change Memory (PCM) have limited endurance for over-
writes. (Their endurance is more than sufficient for use as main
memory as long as the over-write load is decently distributed
over a large memory. As memories in the Terabyte range
are affordable, this is not a problem.) These behaviors put
a premium on bit-flip avoiding behavior.

A large number of schemes to save bit-flips in hardware
exists. Fundamental is Data Comparison Write (DCW) that
eliminates redundant bit writes by first reading the word before
writing it and only setting and resetting bits that need to
be changed [18], [19]. On the software side, Bittman and
colleagues [3], [4] observe that data structures can save con-
siderably on the number of bit-flip operations. One ingredient
of these bit-flip aware data structures is to try to overwrite new
data with stale data of roughly the same type. Slight encoding
can increase the effect for web-content [10] and for pointers
[11]. Besides observing that storing pointers as the result of an
exclusive-or with another pointer, Bittman et al. found that bit-
flips can be saved if a data structure does not invalidate keys
by zeroing them out but by using a bit to indicate whether a

D. Roy and T. Schwarz are with the computer science department at
Marquette University, Milwaukee, Wisconsin, USA.
Emails: david.roy@sxca.edu.in and thomas.schwarz@marquette.edu.

key entry exists or not. Unfortunately, they did not elaborate
on this observation.

In this article, we investigate the amount of savings to be had
by using an “is-valid” bit-array instead of using overwrites. We
also follow up on another suggestion by Bittman, namely that
selecting a candidate stale key among a set of keys can lead
to additional savings. We therefore determine experimentally
the number of bit-flips if we choose the best key among � to
overwrite, with � varying from 2 to 10. We can then use these
numbers to determine the best strategy for saving bit-flips.
Because processors communicate with memory through sev-
eral levels of cache, we investigate whether loading additional
cache lines in order to find better candidates for overwrites is
advantageous.

Our goal is to understand how the internal character of
data interacts with bit-flip pressure, not to build a new data
structure. The latter is the ultimate goal. We contribute to it
by trying to understand the fundamental building blocks. As
a consequence, our setup is not a complete data structure, but
a test bed to answer the question how much better it is to
keep stale data (marked as such by a valid-bit) as opposed to
zeroing it out. For starters, zeroing out deleted keys has the
advantage of preventing reading deleted keys so that we are
protected against software faults.

In the following, we first describe our data structure. We
then discuss the case of uniformly distributed random bit-
strings. To start our experimental work, we first discuss the
impact of encoding of non-Latin alphabets. We then present
our results using a number of data sets, using different natural
languages, and also a floating point key. We did not try out
integer keys such as social security numbers or telephone
numbers, as they were not available for privacy reasons. We
then verify our data by a closer simulation using data from
Amazon product reviews. We then calculate the optimal energy
saving strategies.

II. SETUP

There are many data structures that implement a key-value
store, with key-based operations of insert, delete, look-up, and
update. The various types of B-trees also implement a range
query (for a range of keys). The importance of B-tree can
hardly be exaggerated.

In contrast to the B-tree in general, B-tree node imple-
mentation has received less interest [8]. Early on, the prefix
B-tree used prefix and suffix compression to place more
keys in a node and therefore achieve better performance [2],
[14]. B-tree nodes that do not use key compression often
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key entry exists or not. Unfortunately, they did not elaborate
on this observation.

In this article, we investigate the amount of savings to be had
by using an “is-valid” bit-array instead of using overwrites. We
also follow up on another suggestion by Bittman, namely that
selecting a candidate stale key among a set of keys can lead
to additional savings. We therefore determine experimentally
the number of bit-flips if we choose the best key among � to
overwrite, with � varying from 2 to 10. We can then use these
numbers to determine the best strategy for saving bit-flips.
Because processors communicate with memory through sev-
eral levels of cache, we investigate whether loading additional
cache lines in order to find better candidates for overwrites is
advantageous.

Our goal is to understand how the internal character of
data interacts with bit-flip pressure, not to build a new data
structure. The latter is the ultimate goal. We contribute to it
by trying to understand the fundamental building blocks. As
a consequence, our setup is not a complete data structure, but
a test bed to answer the question how much better it is to
keep stale data (marked as such by a valid-bit) as opposed to
zeroing it out. For starters, zeroing out deleted keys has the
advantage of preventing reading deleted keys so that we are
protected against software faults.

In the following, we first describe our data structure. We
then discuss the case of uniformly distributed random bit-
strings. To start our experimental work, we first discuss the
impact of encoding of non-Latin alphabets. We then present
our results using a number of data sets, using different natural
languages, and also a floating point key. We did not try out
integer keys such as social security numbers or telephone
numbers, as they were not available for privacy reasons. We
then verify our data by a closer simulation using data from
Amazon product reviews. We then calculate the optimal energy
saving strategies.

II. SETUP

There are many data structures that implement a key-value
store, with key-based operations of insert, delete, look-up, and
update. The various types of B-trees also implement a range
query (for a range of keys). The importance of B-tree can
hardly be exaggerated.

In contrast to the B-tree in general, B-tree node imple-
mentation has received less interest [8]. Early on, the prefix
B-tree used prefix and suffix compression to place more
keys in a node and therefore achieve better performance [2],
[14]. B-tree nodes that do not use key compression often
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Fig. 1: Average number of bit-flips when overwriting a uni-
formly distributed, random 6B key. We select the key among
� keys, � = 1, 2, . . . , 10.

place fixed-length keys in a contiguous array. Our results in
what follows show that marking a key as invalid, and then
overwriting it with a new key, results in bit-flip savings. Some
node implementations will keep keys in order, which almost
eliminates the chance to be able to select between two stale
keys for overwrite. Other implementations already facilitate
key insertions by using an auxiliary data structure to preserve
the order. In this case, all of our experimental results tell us
what bit-flip savings can be achieved. A thorough investigation
of B-tree node structures, their interaction with caches, and
their relations to bit-flip savings is left to the future. The clfB-
tree [9] for example packs B-tree nodes into a cache line but
does not consider bit-flips.

Key-value stores are of course not limited to B-trees and
their derivatives. They can be based on hashing or other types
of trees. In the context of NVRAM, we might store many sets
of pairs of keys and pointers to records. Incidentally, the bit-
flip aware manipulation of pointers is a different issue [11].
We now study in more detail the bit-flip behavior of the key
portion of such a data structure. First, we consider the case of
random keys, not because this is a frequent use case, but to
set a base line.

III. THE RANDOM CASE

We now study the expected number of bit-flips overwriting
a fixed length key or overwriting the best of � candidate keys.
This is a value that depends on the population of possible keys.

The simplest model for the keys is a string of random bits,
where each bit is set with probability 50%. The Hamming
distance between two such keys is binomially distributed with
parameters �, the length of the key, and probability � = 0.5.
The minimum Hamming distance between one such key and �

other keys is the first order statistics of binomial distributions.
If B(�; �, �) is the Cumulative Distribution Function (CDF)
of the Binomial distribution with � and �, i.e.

B(�; �, �) = Prob(� ≤ �) =
�∑
�=0

(�
�

)
�� (1 − �)�−�

TABLE I: Expected minimum of � normally distributed
random values with mean � = 24 and standard deviation
� =

√
48/4 and exact numbers for a Binomial distribution

with parameters � = 48 and � = 0.5.

k Expected Value Normal Appr. Expected Value Exact
1 24.0000 24.0000
2 22.0456 22.0507
3 21.0684 21.0760
4 20.4341 20.4442
5 19.9714 19.9838
6 19.6103 19.6250
7 19.3159 19.3328
8 19.0685 19.0875
9 18.8558 18.8767

10 18.6696 18.6925

then the CDF Φ(�) of the minimum out of � is given by

1 −Φ(�) = Prob(min(�1, �2, . . . �� ) > �)

=
�∏
�=1

Prob(�� > �)

= (1 − B(�; �, �))� .

For reasonably small values, the exact formula can be evalu-
ated. The binomial distribution can be approximated well with
a normal distribution, but the order statistics for independently
and identically distributed normal distribution only has a
closed form even for the expectation for very small values
of � [1].

We give the values of the expectation of the minimum
of � normally distributed independent random variables with
parameters � = 0.5 × 48 and � =

√
48 × 0.52, i.e. where

� = 48, which is the approximation for our experimental data
in Table I.

Even in the random case, we save bit-flips by not zeroing
out deleted keys. If we delete a key and then insert another
one and if we use the valid-bit array, the valid-bit array itself
has one bit set and reset (2 flips) and the expected costs of
overwriting the key (of length 6B) is 24 flips. Zeroing out
costs 24 bit-flips and overwriting costs also 24 bit-flips for a
total of 48 bit-flips.

IV. EXPERIMENTAL DATA

The efficiency of overwriting stale keys instead of zeroing
out depends on the nature of the keys. We now gather
experimental data on various data-sets. The most important
class of keys that do not behave like random numbers are
strings of characters. To avoid an anglo-centric view, we
first discuss non-Latin alphabets. Unfortunately, our lack of
knowledge of Chinese does not allow us to test for keys taken
from this important language. We then use several data-sets
with different types of keys in different languages to determine
their bit-flip propensity. Finally, we use a different dataset to
confirm the predictions based on our measurements for a closer
simulation of a hypothetical data structure made up of key –
pointer to record entries.
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Key-value stores are of course not limited to B-trees and
their derivatives. They can be based on hashing or other types
of trees. In the context of NVRAM, we might store many sets
of pairs of keys and pointers to records. Incidentally, the bit-
flip aware manipulation of pointers is a different issue [11].
We now study in more detail the bit-flip behavior of the key
portion of such a data structure. First, we consider the case of
random keys, not because this is a frequent use case, but to
set a base line.

III. THE RANDOM CASE

We now study the expected number of bit-flips overwriting
a fixed length key or overwriting the best of � candidate keys.
This is a value that depends on the population of possible keys.

The simplest model for the keys is a string of random bits,
where each bit is set with probability 50%. The Hamming
distance between two such keys is binomially distributed with
parameters �, the length of the key, and probability � = 0.5.
The minimum Hamming distance between one such key and �

other keys is the first order statistics of binomial distributions.
If B(�; �, �) is the Cumulative Distribution Function (CDF)
of the Binomial distribution with � and �, i.e.
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TABLE I: Expected minimum of � normally distributed
random values with mean � = 24 and standard deviation
� =

√
48/4 and exact numbers for a Binomial distribution

with parameters � = 48 and � = 0.5.

k Expected Value Normal Appr. Expected Value Exact
1 24.0000 24.0000
2 22.0456 22.0507
3 21.0684 21.0760
4 20.4341 20.4442
5 19.9714 19.9838
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7 19.3159 19.3328
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For reasonably small values, the exact formula can be evalu-
ated. The binomial distribution can be approximated well with
a normal distribution, but the order statistics for independently
and identically distributed normal distribution only has a
closed form even for the expectation for very small values
of � [1].

We give the values of the expectation of the minimum
of � normally distributed independent random variables with
parameters � = 0.5 × 48 and � =

√
48 × 0.52, i.e. where

� = 48, which is the approximation for our experimental data
in Table I.

Even in the random case, we save bit-flips by not zeroing
out deleted keys. If we delete a key and then insert another
one and if we use the valid-bit array, the valid-bit array itself
has one bit set and reset (2 flips) and the expected costs of
overwriting the key (of length 6B) is 24 flips. Zeroing out
costs 24 bit-flips and overwriting costs also 24 bit-flips for a
total of 48 bit-flips.

IV. EXPERIMENTAL DATA

The efficiency of overwriting stale keys instead of zeroing
out depends on the nature of the keys. We now gather
experimental data on various data-sets. The most important
class of keys that do not behave like random numbers are
strings of characters. To avoid an anglo-centric view, we
first discuss non-Latin alphabets. Unfortunately, our lack of
knowledge of Chinese does not allow us to test for keys taken
from this important language. We then use several data-sets
with different types of keys in different languages to determine
their bit-flip propensity. Finally, we use a different dataset to
confirm the predictions based on our measurements for a closer
simulation of a hypothetical data structure made up of key –
pointer to record entries.
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Fig. 2: Average number of bit-flips when overwriting a 4B zip
code from the credit industry complaint data set.

A. Non-Latin Alphabets

At the byte level, encodings matter. Given its importance,
we concentrate on keys encoded with utf-8, a version of
Unicode very popular for web-documents. The utf-8 encoding
is very efficient for English text, as the English character set
is encoded just as the lower half of ASCII. For German,
French, Spanish, or other languages using a Latin character
set, the relatively infrequent letters with accents and Umlauts
are stored in two bytes.

For non-Latin alphabets such as Tamil’s Dravidian and
Hindi’s Devanagari script, utf-8 is not space efficient. Both
scripts vary 7 bits encoded within three bytes for each char-
acter. In contrast, the less common utf-16 only uses two bytes
for each Dravidian or Devanagari character. The Standard
Compression Scheme for Unicode (SCSU) defined in the
Unicode Technical Standard Nr. 6 uses dynamically positioned
windows so that characters belonging to small scripts such
as Devanagari can be encoded in a single byte [6], [7]. As
an alternative to SCSU, Vijayalakshmi and Sasirekha propose
to map the Tamil characters to the upper half of the ASCII
encoding, i.e. between 0x80 and 0xff, characterized by the
first bit being set [17]. While such a compression scheme
uses space more efficiently, the costs of compression and
decompression might mitigate against their use. If such a
compression scheme is used, keys in Tamil or Hindi behave
like keys in English or German. If instead utf-8 is used,
the larger number of bytes to be read increases the read
energy consumption, but in general, overwrites are close in
efficiency to that of English text. Only the interference of
punctuation marks, white spaces, or ASCII numerals cause
alignment issues and generate more bit-flips and hence higher
write energy use.

B. Results

We used the following corpora for our experiments:
(1) The zip codes from a Kaggle dataset collected by A.
Kumar on consumer complaints of financial products from the
Consumer Financial Protection Bureau (CFPB) Open Tech site
[12]. There are 26800 unique zip-codes, stored as integers in
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German 0.56 0.49 0.53 0.33 0.33 0.85 0.98 0.04 4.08 2.24
German (miniscules) 0.56 0.46 0.53 0.33 0.33 0.98 0.98 0.04 4.20 2.11
English (Moby Dick) 0.45 0.34 0.48 0.34 0.25 0.96 0.78 0.00 3.60 2.34
English (Lawler) 0.59 0.40 0.54 0.40 0.31 1.00 0.99 0.00 4.22 2.00
Tamil (Tirukkural) 0.28 0.48 0.52 0.51 0.14 0.85 0.33 1.00 4.12 2.37
Tamil (Agananuru) 0.28 0.47 0.52 0.51 0.14 0.85 0.33 1.00 4.10 2.45
Hindi (Bible) 0.22 0.14 0.48 0.18 0.12 0.91 0.33 0.90 3.28 1.65
Hindi (Ambedkar) 0.21 0.16 0.53 0.18 0.15 0.87 0.33 0.99 3.49 1.76
Earthquakes 0.41 0.42 0.41 0.38 0.40 0.42 0.60 0.39 3.44 3.25

Fig. 6: Average number of bit-flips when overwriting a 6B key taken from the first 6 bytes of the words in Davidak’s list with
the closest of � keys from the same source, where the number � of candidates varies between 1 and 10. The graph on the left
shows the results with upper case letters, the one in the middle with upper case letters converted to minuscules, and the one
on the right from the Tirukkural.

Fig. 7: Average number of bit-flips when overwriting a 6B key taken from the first 6 symbols (or 18B) from long words in
Agananuru (left), a Hindi translation of the Old Testament (middle) and a volume of Dalit-leader B.R. Ambedkar (right).

four bytes. Since the largest zip-code is 99999, which is in
hexadecimal 0x1869f, only 17 bits are ever set.
(2) The novel ”Moby Dick” from Project Gutenberg, down-
loaded as utf-8. We divided the novel into slices of 100 bytes
each.
(3) A list of English words by Lawler [13]. We used the first
6 bytes of each word at least this long.
(4) A word list Wortliste of German words collected by the
pseudonymous Davidak [5]. We used the first 6 bytes of each
word at least this long.
(5) The same list moving all capital letters to miniscules.
(6) A list of beginnings of words in Tamil. We used Tirukkural,
the classic collection of poems from the 1st century by Thiru-
valluvar in utf-8 format. We extracted the first six characters,
i.e. first 18B, but ensured uniqueness.
(7) A similar list of beginning of words in Tamil from

Agananuru, another poetry collection.
(8) A list of beginnings of words in Hindi. We used a
translation of part of the Old Testament in the Bible.
(9) A similar list in Hindi taken from Volume 15 of Ambed-
kar’s writings.
(10) Longitude and latitudes stored as floating point numbers
from a list of major earth-quakes from 1974 to 2001. We mixed
longitudes and latitudes and removed duplicate values from the
list.

We use the zip codes as keys as an example where a ”real-
life” data-set has keys that are essentially random, where each
bit is distributed with a Bernoulli distribution with parameter
� = 0.5. A zip code stored as an integer uses two bytes
and additionally the least significant bit of a third byte.
As we can see from Figure 2, the frequency distributions
closely resemble the one from Figure 1. Indeed, the means
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Fig. 6: Average number of bit-flips when overwriting a 6B key taken from the first 6 bytes of the words in Davidak’s list with
the closest of � keys from the same source, where the number � of candidates varies between 1 and 10. The graph on the left
shows the results with upper case letters, the one in the middle with upper case letters converted to minuscules, and the one
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Fig. 7: Average number of bit-flips when overwriting a 6B key taken from the first 6 symbols (or 18B) from long words in
Agananuru (left), a Hindi translation of the Old Testament (middle) and a volume of Dalit-leader B.R. Ambedkar (right).
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i.e. first 18B, but ensured uniqueness.
(7) A similar list of beginning of words in Tamil from
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(8) A list of beginnings of words in Hindi. We used a
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Fig. 7: Average number of bit-flips when overwriting a 6B key taken from the first 6 symbols (or 18B) from long words in
Agananuru (left), a Hindi translation of the Old Testament (middle) and a volume of Dalit-leader B.R. Ambedkar (right).
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of the minima of � Binomial distributions with parameters
� = 17 (corresponding to the 17 bits used for a zip code) and
� = 0.5 are 8.5, 7.34541, 6.76812, 6.39478, 6.12341, 5.91242,
5.74099, 5.59733, 5.47414, and 5.36662 for � = 1, . . . , 10.
Another example for this behavior would be keys derived from
a good hash function such as MD5 or the SHA series.

We first calculated the bits set in each text corpus, Table II.
The number for Latin alphabets is quite close, but still reflects
differences. The numbers for the non-Latin alphabets are quite
different. From these numbers alone, we can understand why
overwriting text from one corpus with text from another corpus
does not flip on average four bits per byte. Depending on
the corpus, we can also define a most likely byte. Instead
of replacing a deleted key with zero bytes, we could replace
it with this most-likely byte. Unfortunately, this is somewhat
dangerous, as the most likely byte is a normal letter, the
character ’a’ for German and English, and not special, like
the zero byte. The last column of Table II gives the average
distance � of a byte in the corpus to the most-likely byte.
Overwriting stale keys with a sequence of this most-likely
byte costs 2� bit-flips, resulting in strong savings compared
to a policy of zeroing out stale keys. In the case of keys in
a non-Latin alphabet, stored as a combination of bytes, we
still advocate the use of a single most likely byte in order to
avoid alignment problems such as those resulting from using
(ASCII) digits or punctuations within the key, as the latter are
encoded as a single byte.

Next, we calculate the expected number of bit-flips of
overwriting with a new key, either a single, stale key or
the closest (according to the Hamming distance) key of �

candidate stale keys. We determined the Hamming distance
between each key and the best of a sample of � candidate
keys for a total of 300 samples per key. The results are given
in Figures 5, 4, 6, and 7. The results look remarkably similar.
Especially for � = 1, where we just overwrite a single key, the
distribution looks remarkably similar. Figure 3 compares the
value for the Lawler corpus with a normal approximation. (The
Lawler distribution is discrete, and the normal approximation
uses the difference between the CDF of the normal distribution
at � + 0.5 and � − 0.5 as the discrete PDF, as is usual.)
While optically, the approximation is very good, but skew and
kurtosis are significantly different and as the �2 value is over
20, 000, the frequency distribution is definitely not normally
distributed. When we look at the mean of order statistics (e.g.
the minimum of � independently and identically distributed
random variables,) then the difference also becomes obvious.

The numbers for the earthquake data set have peculiarities
that we can ascribe to the nature of representations of floating
point number. The curve for � = 1 is tri-modal and all
other ones are bi-modal. Also, the decrease in the expected
value �� of the bit-flips when selecting from � candidates is
less pronounced. Despite these differences, the overall picture
remains roughly the same.

The savings obtained by using more candidate keys for
overwriting are remarkably similar. If the number of bit-flips
has mean � and a standard deviation of �, then selecting the
best of four candidate key fields (with previously deleted keys)
lowers the expected number of bit-flips to � − �. Moving to

Fig. 8: Average number of bit-flips when overwriting a 8B key
formed by a floating point number representing the longitude
and latitude of epicenters of major earthquakes from 1970 to
2014. We select the best of � candidate keys, where � varies
from 1 to 10.

the best of ten candidate fields does not lower the expected
number of bit-flips to � − 2�.

C. Confirmation

In our fixed sized bucket of key – pointer to record data
structure keys marked as deleted stay until they are over-
written. Therefore, an outlier from the population might stay
much longer than expected. We call this the persistent outlier
phenomenon. Basically, the set of candidate deleted keys is no
longer random in such a bucket.

To test this, we use a data set downloaded from Kaggle [15]
that contains product reviews. We used the 14B long Amazon
user identifiers as our key stand-ins. When we simulated
a single slot by overwriting the current user ID with the
following user ID, we notice that there is a visible deviation
from the normal bell-shaped frequency curve.

We then simulated the behavior of a small bucket with �

keys. After filling up the bucket, all keys are deleted. A record
with a certain key is inserted and in a short time deleted.
When the key is inserted, we look for the nearest deleted key
according to the Hamming distance. We calculated the number
of bit-flips for this scenario going through all the user IDs. As
we can see behavior does not quite match the previous data
sets. The decrease in the mean of number of bit-flips is less
pronounced.

A comparison with the minimum number of bit-flips when
overwriting one of the candidates in a �-element set, Figure 9,
bottom, does show some deviations. The calculated standard
deviation of the bit-flip numbers � is considerably and consis-
tently smaller. On the other hand, the means are almost equal.
Thus, the persistent outlier is not a problem, at least not for
this data set.

V. RECOMMENDATIONS

We now combine our results to evaluate performance. We
measure the expected costs for each strategy in multiples of
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a good hash function such as MD5 or the SHA series.

We first calculated the bits set in each text corpus, Table II.
The number for Latin alphabets is quite close, but still reflects
differences. The numbers for the non-Latin alphabets are quite
different. From these numbers alone, we can understand why
overwriting text from one corpus with text from another corpus
does not flip on average four bits per byte. Depending on
the corpus, we can also define a most likely byte. Instead
of replacing a deleted key with zero bytes, we could replace
it with this most-likely byte. Unfortunately, this is somewhat
dangerous, as the most likely byte is a normal letter, the
character ’a’ for German and English, and not special, like
the zero byte. The last column of Table II gives the average
distance � of a byte in the corpus to the most-likely byte.
Overwriting stale keys with a sequence of this most-likely
byte costs 2� bit-flips, resulting in strong savings compared
to a policy of zeroing out stale keys. In the case of keys in
a non-Latin alphabet, stored as a combination of bytes, we
still advocate the use of a single most likely byte in order to
avoid alignment problems such as those resulting from using
(ASCII) digits or punctuations within the key, as the latter are
encoded as a single byte.

Next, we calculate the expected number of bit-flips of
overwriting with a new key, either a single, stale key or
the closest (according to the Hamming distance) key of �

candidate stale keys. We determined the Hamming distance
between each key and the best of a sample of � candidate
keys for a total of 300 samples per key. The results are given
in Figures 5, 4, 6, and 7. The results look remarkably similar.
Especially for � = 1, where we just overwrite a single key, the
distribution looks remarkably similar. Figure 3 compares the
value for the Lawler corpus with a normal approximation. (The
Lawler distribution is discrete, and the normal approximation
uses the difference between the CDF of the normal distribution
at � + 0.5 and � − 0.5 as the discrete PDF, as is usual.)
While optically, the approximation is very good, but skew and
kurtosis are significantly different and as the �2 value is over
20, 000, the frequency distribution is definitely not normally
distributed. When we look at the mean of order statistics (e.g.
the minimum of � independently and identically distributed
random variables,) then the difference also becomes obvious.

The numbers for the earthquake data set have peculiarities
that we can ascribe to the nature of representations of floating
point number. The curve for � = 1 is tri-modal and all
other ones are bi-modal. Also, the decrease in the expected
value �� of the bit-flips when selecting from � candidates is
less pronounced. Despite these differences, the overall picture
remains roughly the same.

The savings obtained by using more candidate keys for
overwriting are remarkably similar. If the number of bit-flips
has mean � and a standard deviation of �, then selecting the
best of four candidate key fields (with previously deleted keys)
lowers the expected number of bit-flips to � − �. Moving to
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following user ID, we notice that there is a visible deviation
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with a certain key is inserted and in a short time deleted.
When the key is inserted, we look for the nearest deleted key
according to the Hamming distance. We calculated the number
of bit-flips for this scenario going through all the user IDs. As
we can see behavior does not quite match the previous data
sets. The decrease in the mean of number of bit-flips is less
pronounced.

A comparison with the minimum number of bit-flips when
overwriting one of the candidates in a �-element set, Figure 9,
bottom, does show some deviations. The calculated standard
deviation of the bit-flip numbers � is considerably and consis-
tently smaller. On the other hand, the means are almost equal.
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of replacing a deleted key with zero bytes, we could replace
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encoded as a single byte.

Next, we calculate the expected number of bit-flips of
overwriting with a new key, either a single, stale key or
the closest (according to the Hamming distance) key of �

candidate stale keys. We determined the Hamming distance
between each key and the best of a sample of � candidate
keys for a total of 300 samples per key. The results are given
in Figures 5, 4, 6, and 7. The results look remarkably similar.
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we can see behavior does not quite match the previous data
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bottom, does show some deviations. The calculated standard
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Fig. 8: Average number of bit-flips when overwriting a 8B key formed 
by a floating point number representing the longitude and latitude of 

epicenters of major earthquakes from 1970 to 2014. We select the best of 
k candidate keys, where k varies from 1 to 10.

Fig. 9: Observed number of bit-flips for Amazon User IDs. The left shows the numbers when actually using the scheme, the
right shows the numbers when using random elements.

the energy of one bit being written. For example, if the read
energy is one tenth of the energy of a write, then writing 15
bits and reading 20 bits costs the energy spent to write to 17
bits.

We first consider the case where data on the NVRAM is
accessed directly, without a cache. This might be the case for
an embedded device. The costs for the zeroing strategy are
simply twice the average number of bits set per byte times
the size of the key. The costs for checking � candidate state
keys to find the write victim to overwrite are 2 bits in the
valid-bit field. The number of bits written is determined by
the corresponding experimental value. We need to add to this
the costs of reading � − 1 candidates. The cost of reading the
first is already included in the write costs as we are using read
before write. If � is the ratio of read over write energies, then
this adds � × (� − 1) times the size of the key to our energy
bill.

Figure 10 shows the energy costs for uniformly distributed
random keys of length 4B. The zeroing strategy loses against
the simple overwrite strategy. If reads take much less energy
than writes, comparing a key to be inserted with up to
five stale keys makes sense. As the read energy increases
slightly, the number of comparisons goes down. Figure 11
gives the numbers for 6B keys derived from Lawler’s word
list, representing keys that are English strings. Here, zeroing
is even less attractive. Depending on the costs of reads over
writes, it makes sense to read up to four stale keys. Note in
both cases that a more typical value for � is 0.15, so that the
recommendation in both cases is to only select one stale key
and over-write it.

Our argumentation breaks down, of course, if caching is
used. Whenever we access a byte, we will cause a cache line’s
worth of data to be read. When the cache line is written back to
NVRAM, only the bits that have changed are actually written,
leading to the use of energy. To exploit the use of caching,
our data structure needs to be cache-line aware. Presumably,
the valid-bit array is part of the header of the bucket data
structure, which will need to be read for every access. We can
also assume that bucket data structures are cache-line aligned.

Thus, each bucket will consist of a number of sub-buckets,
each contained in a single cache-line.

If we want to insert a key, and there is at least one slot in
the first sub-bucket, we have to decide whether we want to
read more sub-buckets with open slots. When we do so, each
sub-bucket accessed costs us read energy. As before, let us
denote by �ℎ� the ratio of the energy costs of reading a bit
over the energy costs of writing a bit. A typical cache-line has
64B or 512b. If we decide to load a sub-bucket of this size
into cache, we have 512� costs. Denote the expected number
of bits written after finding the best of � candidates, 1 ≤ �,

with �� . Then on the other side of the ledger, if we have
already located � stale data items and now decide on whether
to read a sub-bucket with � stale data items, then reading the
sub-bucket will save �� − ��+ � writes, but costs the equivalent
of 512� bits written. Thus, we should read a sub-bucket if

�� − ��+ � > 512�.

Since a typical value for � is 1/5 or more for PCM, the costs
savings have to be at least 100 bits written. A review of our
experimental results suggests that savings of more than 1b per
byte key length is unrealistic. In Figure 12, we illustrate this
decision procedure. If � candidate keys are already read, we
select the unread sub-bucket with the most number of keys.
Assume that there are � keys in it. We then calculate the
minimum number of the ratio of write energy per bit over
read energy per bit (that is 1/�) to save bitflips by reading the
yet unread sub-bucket. Of course, if we read the beginning of
the bucket and do not find a candidate for overwriting there,
we will have to read a sub-bucket with a candidate. If there is
no such sub-bucket, we will have to create an overflow page.
The values for 1/� are almost exclusively quite high and all
are higher than for currently proposed NVRAM technologies.

We give six examples in Figure 12, namely keys from
Lawler’s corpus, keys of 18B that behave like the keys in
Lawler’s corpus, keys of 18B that behave like the German
word list, keys of 6B that taken from the capitalized version of
the German word list, keys of 18B from the Hindi Ambedkar
collection, and 18B keys from our first Tamil corpus. The
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Fig. 9: Observed number of bit-flips for Amazon User IDs. The left shows the numbers when actually using the scheme, the
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We first consider the case where data on the NVRAM is
accessed directly, without a cache. This might be the case for
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first is already included in the write costs as we are using read
before write. If � is the ratio of read over write energies, then
this adds � × (� − 1) times the size of the key to our energy
bill.

Figure 10 shows the energy costs for uniformly distributed
random keys of length 4B. The zeroing strategy loses against
the simple overwrite strategy. If reads take much less energy
than writes, comparing a key to be inserted with up to
five stale keys makes sense. As the read energy increases
slightly, the number of comparisons goes down. Figure 11
gives the numbers for 6B keys derived from Lawler’s word
list, representing keys that are English strings. Here, zeroing
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recommendation in both cases is to only select one stale key
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byte key length is unrealistic. In Figure 12, we illustrate this
decision procedure. If � candidate keys are already read, we
select the unread sub-bucket with the most number of keys.
Assume that there are � keys in it. We then calculate the
minimum number of the ratio of write energy per bit over
read energy per bit (that is 1/�) to save bitflips by reading the
yet unread sub-bucket. Of course, if we read the beginning of
the bucket and do not find a candidate for overwriting there,
we will have to read a sub-bucket with a candidate. If there is
no such sub-bucket, we will have to create an overflow page.
The values for 1/� are almost exclusively quite high and all
are higher than for currently proposed NVRAM technologies.
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Lawler’s corpus, keys of 18B that behave like the keys in
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five stale keys makes sense. As the read energy increases
slightly, the number of comparisons goes down. Figure 11
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the size of the key. The costs for checking � candidate state
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the costs of reading � − 1 candidates. The cost of reading the
first is already included in the write costs as we are using read
before write. If � is the ratio of read over write energies, then
this adds � × (� − 1) times the size of the key to our energy
bill.

Figure 10 shows the energy costs for uniformly distributed
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than writes, comparing a key to be inserted with up to
five stale keys makes sense. As the read energy increases
slightly, the number of comparisons goes down. Figure 11
gives the numbers for 6B keys derived from Lawler’s word
list, representing keys that are English strings. Here, zeroing
is even less attractive. Depending on the costs of reads over
writes, it makes sense to read up to four stale keys. Note in
both cases that a more typical value for � is 0.15, so that the
recommendation in both cases is to only select one stale key
and over-write it.
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worth of data to be read. When the cache line is written back to
NVRAM, only the bits that have changed are actually written,
leading to the use of energy. To exploit the use of caching,
our data structure needs to be cache-line aware. Presumably,
the valid-bit array is part of the header of the bucket data
structure, which will need to be read for every access. We can
also assume that bucket data structures are cache-line aligned.

Thus, each bucket will consist of a number of sub-buckets,
each contained in a single cache-line.

If we want to insert a key, and there is at least one slot in
the first sub-bucket, we have to decide whether we want to
read more sub-buckets with open slots. When we do so, each
sub-bucket accessed costs us read energy. As before, let us
denote by �ℎ� the ratio of the energy costs of reading a bit
over the energy costs of writing a bit. A typical cache-line has
64B or 512b. If we decide to load a sub-bucket of this size
into cache, we have 512� costs. Denote the expected number
of bits written after finding the best of � candidates, 1 ≤ �,

with �� . Then on the other side of the ledger, if we have
already located � stale data items and now decide on whether
to read a sub-bucket with � stale data items, then reading the
sub-bucket will save �� − ��+ � writes, but costs the equivalent
of 512� bits written. Thus, we should read a sub-bucket if

�� − ��+ � > 512�.

Since a typical value for � is 1/5 or more for PCM, the costs
savings have to be at least 100 bits written. A review of our
experimental results suggests that savings of more than 1b per
byte key length is unrealistic. In Figure 12, we illustrate this
decision procedure. If � candidate keys are already read, we
select the unread sub-bucket with the most number of keys.
Assume that there are � keys in it. We then calculate the
minimum number of the ratio of write energy per bit over
read energy per bit (that is 1/�) to save bitflips by reading the
yet unread sub-bucket. Of course, if we read the beginning of
the bucket and do not find a candidate for overwriting there,
we will have to read a sub-bucket with a candidate. If there is
no such sub-bucket, we will have to create an overflow page.
The values for 1/� are almost exclusively quite high and all
are higher than for currently proposed NVRAM technologies.

We give six examples in Figure 12, namely keys from
Lawler’s corpus, keys of 18B that behave like the keys in
Lawler’s corpus, keys of 18B that behave like the German
word list, keys of 6B that taken from the capitalized version of
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Fig. 10: Energy costs (in multiples of the energy of one bit written) using the Zeroing strategy and the best out of � overwrite
strategy for random keys of length 4 bytes. The right is a blowup of the left figure.

Fig. 11: Energy costs (in multiples of the energy of one bit written) using the Zeroing strategy and the best out of � overwrite
strategy for 6B keys derived from Lawler’s word list. The right is a blowup of the left figure.

minimum write energy needed to justify looking at another
sub-bucket when one has already been located is at least 46.
This happens for the German-like data set when we have
one candidate and find a sub-bucket containing 4 stale keys.
Even this amount is larger than for current and projected PCM
memories. In all other cases, the discrepancy is much larger.
We conclude from our experimental data that a cache aware
algorithm trying to overwrite a stale key with a fresh, valid
one should not access keys currently not in cache. Of course,
this limits the bit-flip savings of such an algorithm.

VI. CONCLUSIONS

In this study, we investigated the bit-flip behavior of over-
writes for typical keys. Our first take-away is instead of
zeroing stale keys (or data in general), stale data should be
marked and overwritten by new data. This confirms similar ob-
servations for pointers [11]. Alternatively, any key populations
(such as words or names) have sufficient internal structure
that zeroing out stale keys can be replaced by overwriting
with the ”most likely byte”. Keys derived from texts in non-
latin languages should be compressed. A cache length aware
algorithm that is trying to overwrite a stale key should not load

additional data into cache in order to find a better replacement.
Overall, Bittman’s observation and proposal have shown to be
sound for a large variety of experimental data.

In general, the behavior of keys in our context is remarkably
similar across different data sets. The observed distributions
are very similar to a normal distribution and so are the order
statistics. This gives us confidence in believing that the design
of a bit-flip aware data structure will be valid across a wide
range of key (and presumably data) populations.

We have not integrated these observations into the design
of a bit-flip aware dictionary data structure. Neither did we
investigate a bit-flip aware node structure for B-trees. This is
left to future work.
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Abstract—This paper presents the secrecy performance analy-
sis of an amplify-and-forward relay-assisted cooperative commu-
nication system in the presence of a passive external eavesdropper.
In contrast to existing works that assume high signal-to-noise
ratio (SNR) approximations, we have investigated exact and
secrecy outage probabilities. Furthermore, we consider a more
challenging scenario where the source may not be reachable
to the intended user directly. But the eavesdropper can tap
both the source link and the relay link. First of all, the outage
probability is analyzed at the intended user as well as the
eavesdropper. Next, defining the secrecy rate for the amplify-
and-forward (AF) relaying system, the expression of the secrecy
outage probability (SOP) and the secrecy intercept probability
(SIP) have been derived, respectively. Noticing the complexity
involved in the integration of SOP and SIP expressions, the
closed-form expressions have been derived for asymptotic cases.
Finally, the exact and asymptotic analysis has been verified by
performing Monte-Carlo simulations. It is observed that the
relay position should be closer to the source compared to the
eavesdropper to achieve improved SOP.

Index Terms—amplify-and-forward, physical layer security,
secrecy rate, cooperative systems, secrecy outage probability.

I. INTRODUCTION

Cooperative relaying in wireless communications has got
extensive research interest as it helps in achieving fifth-
generation (5G) objectives such as reliability, coverage area
extension, and high data rate [1]–[6]. As the wireless channels
are open in nature, the information transmission is prone
to eavesdropping. With the enormous increase of online
transactions and heterogeneity of connecting users, ensuring
secrecy to the user’s data is a challenging task. Securing infor-
mation [7] from external eavesdroppers is a major concern for
cooperative communication systems as well [1]. The physical
layer security (PLS) has attracted the attention of researchers
compared to the high-complex cryptography at higher levels
(Application and Network) because it exploits the inherent
characteristics of wireless channels [4], [8].
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A. Literature survey

Wireless PLS improvement using cooperative relaying
schemes such as decode-and-forward (DF), amplify-and-
forward (AF), randomize and forward (RF), and compress-
and-forward (CF) have been investigated in [8]–[13]. Con-
sidering a jamming node, the PLS of cooperative NOMA
in a severe scenario where there is no direct link from the
source to far-destination while the direct link between the
eavesdropper and source exists is investigated in [14]. Authors
in [15] considered resource allocation in multi-carrier AF-relay
systems under individual and sum power budget constraints
to investigate the optimal secrecy rate. Authors in [16] have
studied the analysis of secure beam forming and ergodic
secrecy rate for AF relay networks and derived tight closed-
form approximation for the ergodic secrecy rate for a large
number of antennas. The secrecy outage probability (SOP) of
relay and user (RU) selection in an AF system over Nakagami-
m fading channels is discussed in [17], and provided the
asymptotic SOP expressions for maximal ratio combining
(MRC) and selection combining techniques.

B. Motivation and Contributions

The DF relaying requires decoding capability at the re-
lay node, which causes deployment costs. The cooperative
jamming requires additional nodes and needs a generation
of noise in the null space of the destination, causing more
implementation and deployment costs. Whereas AF relaying
simply amplifies the received signal using a power amplifier
and retransmits, which is cost-effective and easy to deploy.
Notifying the ease of deployment and the necessity of power-
efficient low-cost implementation in the next-generation ap-
plications (like the internet of things (IoT) and their security),
we are interested in studying the performance analysis of AF-
relay assisted secure cooperative systems.

The secrecy performance analysis of AF systems with
multiple relays and two hops under cochannel interference
and correlated channels using optimal relay selection has been
extensively investigated in [18], [19] without considering the
dual-tapping of the eavesdropper. Considering full-duplex AF
relaying, [20]–[22] have investigated the secrecy performance
in terms of average secrecy rate and SOP. The PLS in AF
relaying by considering direct links from the source to the
destination and the eavesdropper has been investigated to a
great extent [8], [23], [24]. Authors in [24] have considered
the more general case of availability of direct links from
source to both the destination and the eavesdropper and studied
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challenging scenario where the source may not be reachable
to the intended user directly. But the eavesdropper can tap
both the source link and the relay link. First of all, the outage
probability is analyzed at the intended user as well as the
eavesdropper. Next, defining the secrecy rate for the amplify-
and-forward (AF) relaying system, the expression of the secrecy
outage probability (SOP) and the secrecy intercept probability
(SIP) have been derived, respectively. Noticing the complexity
involved in the integration of SOP and SIP expressions, the
closed-form expressions have been derived for asymptotic cases.
Finally, the exact and asymptotic analysis has been verified by
performing Monte-Carlo simulations. It is observed that the
relay position should be closer to the source compared to the
eavesdropper to achieve improved SOP.
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I. INTRODUCTION

Cooperative relaying in wireless communications has got
extensive research interest as it helps in achieving fifth-
generation (5G) objectives such as reliability, coverage area
extension, and high data rate [1]–[6]. As the wireless channels
are open in nature, the information transmission is prone
to eavesdropping. With the enormous increase of online
transactions and heterogeneity of connecting users, ensuring
secrecy to the user’s data is a challenging task. Securing infor-
mation [7] from external eavesdroppers is a major concern for
cooperative communication systems as well [1]. The physical
layer security (PLS) has attracted the attention of researchers
compared to the high-complex cryptography at higher levels
(Application and Network) because it exploits the inherent
characteristics of wireless channels [4], [8].
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A. Literature survey

Wireless PLS improvement using cooperative relaying
schemes such as decode-and-forward (DF), amplify-and-
forward (AF), randomize and forward (RF), and compress-
and-forward (CF) have been investigated in [8]–[13]. Con-
sidering a jamming node, the PLS of cooperative NOMA
in a severe scenario where there is no direct link from the
source to far-destination while the direct link between the
eavesdropper and source exists is investigated in [14]. Authors
in [15] considered resource allocation in multi-carrier AF-relay
systems under individual and sum power budget constraints
to investigate the optimal secrecy rate. Authors in [16] have
studied the analysis of secure beam forming and ergodic
secrecy rate for AF relay networks and derived tight closed-
form approximation for the ergodic secrecy rate for a large
number of antennas. The secrecy outage probability (SOP) of
relay and user (RU) selection in an AF system over Nakagami-
m fading channels is discussed in [17], and provided the
asymptotic SOP expressions for maximal ratio combining
(MRC) and selection combining techniques.

B. Motivation and Contributions

The DF relaying requires decoding capability at the re-
lay node, which causes deployment costs. The cooperative
jamming requires additional nodes and needs a generation
of noise in the null space of the destination, causing more
implementation and deployment costs. Whereas AF relaying
simply amplifies the received signal using a power amplifier
and retransmits, which is cost-effective and easy to deploy.
Notifying the ease of deployment and the necessity of power-
efficient low-cost implementation in the next-generation ap-
plications (like the internet of things (IoT) and their security),
we are interested in studying the performance analysis of AF-
relay assisted secure cooperative systems.

The secrecy performance analysis of AF systems with
multiple relays and two hops under cochannel interference
and correlated channels using optimal relay selection has been
extensively investigated in [18], [19] without considering the
dual-tapping of the eavesdropper. Considering full-duplex AF
relaying, [20]–[22] have investigated the secrecy performance
in terms of average secrecy rate and SOP. The PLS in AF
relaying by considering direct links from the source to the
destination and the eavesdropper has been investigated to a
great extent [8], [23], [24]. Authors in [24] have considered
the more general case of availability of direct links from
source to both the destination and the eavesdropper and studied
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the PLS over mixed Rayleigh and double-Rayleigh fading
channels. In this paper, they have considered the maximal ratio
combining at both the destination and the eavesdropper to get
the advantage of diversity. The assumption of a direct link
only to the eavesdropper, not to the main user, gives a more
practical situation to achieve secrecy where the eavesdropper
can get diversity and maybe stronger than the intended user’s
channel. To the best of our knowledge, a more challenging
scenario of a two-hop AF secure cooperative system where
the source may not be reachable to the intended user directly,
but the eavesdropper can tap both the source link and the relay
link has not been studied yet. In this paper, we consider the
aforementioned system model to investigate the performance
in terms of exact outage probability, exact secrecy outage
probability (SOP), and secrecy intercept probability (SIP). The
contributions of the paper are briefly summarised as follows.

• Initially, the outage probability analysis is performed
individually at the intended user and at the eavesdropper.

• Defining secrecy rate for AF-relaying system, the SOP
and the SIP expressions are provided in the integral form.

• We provide the closed-form expressions for SOP and SIP
for asymptotic analysis.

• Finally, we validate our analysis by performing Monte-
carlo simulations.

The remainder of the paper is divided into the following
sections: Section II describes the system model and transmis-
sion protocol. The outage probability analysis of the intended
user and the eavesdropper is analyzed individually in Section
III. Section IV provides the SOP and the SIP analysis. The
asymptotic analysis of SOP and SIP are detailed in Section
V. Finally, Section VI shows the simulation results.

II. SYSTEM MODEL

A. Topology

Consider a four-node wireless cooperative system consisting
a source S , a relay R, a user U and an external eavesdropper E
where all nodes are equipped with a single antenna. As shown
in Fig. 1, S located at the origin, (xs, ys) = (0, 0) of a two
dimensional (2D) x-y plain, communicates with U located at
(xd, yd) = (d, 0) via R. E is assumed to be located at (xe, ye)
which tries to overhear the transmission from S to R and R
to U . As an essential scenario to examine in order to ensure
security, it is assumed a direct link from S to E only and
not to U while considering R-to-E and R-to-U links. We also
assume the S-to-E distance is greater than S-to-R. With path
loss exponent α, the channels undergo large-scale fading.

B. Transmission Protocol and Channel Model

In the considered half-duplex relaying system, the trans-
mission takes place in two phases [25]. In the first phase, the
information is transmitted from S to R, and in the second
phase, R retransmits to U by amplifying the received signal
with an amplification factor of β. Due to the broadcast nature
of the transmission, E can overhear the information in both
phases. Assuming Ps and Pr as transmit powers at S and R
respectively, the received signals y1R at R and y1E at E from

S

R

U

E

hsr

hse

hre

hru

(0; 0)

(xr; yr)

(xe; ye)

(d; 0)

Fig. 1: Four-node AF secure cooperative system in 2D space.

S in first phase, and the received signals y2U at U and y2E at
E from R in the second phase are:

y1R = hsr

√
Psx1 + n1R, y1E = hse

√
Psx1 + n1E , (1)

y2U = hru

√
Prβx1 + n2U , y2E = hre

√
Prβx1 + n2E . (2)

where hsr, hse, hru and hre are the Rayleigh channel gain
coefficients of S-to-R, S-to-E , R-to-U and R-to-E links
respectively. n1R, n1E , n2E n2U , represent mutually indepen-
dent, Additive White Gaussian Noise (AWGN) with N

(
0, σ2

)
at R, E in first and second phases and at U respectively. x1

is unit power signal from S and β = 1√
Ps|hsr|2+σ2

is an

amplification factor used at R. At the eavesdropper, the signal
received in two phases is combined using MRC.

III. INDIVIDUAL OUTAGE PROBABILITY ANALYSIS

In this section, defining the rate, closed-form expressions
for outage probability at the main user and eavesdropper are
derived.

1) Outage Analysis at the Intended User: As per the
transmission protocol, the amplified signal is transmitted to
the main user. Then, the achievable rate at U is given as [26]

RU =
1

2
log

(
1 +

γsrγru
γsr + γru + 1

)
, (3)

where γsr=Ps|hsr|2
dα
sr

, γru=Pr|hrd|2
dα
ru

are the signal to noise ratios
(SNRs) over S-to-R and R-to-U links, and are exponentially
distributed with means µ1 = ps

dα
sr

and µ2 = pr

dα
ru

, respectively.
The ratio, γsrγru

γsr+γru+1 = γsru is the effective SNR at the U
under the AF relaying and its distribution is used to investigate
the outage probability. The outage occurs when the RU at U
is less than a threshold rate ru and its probability is called
outage probability. The outage probability at the U , PU

out is

PU
out = Pr

(
1

2
log2

(
1 +

γsrγru
γsr + γru + 1

)
≤ ru

)

ρu=22ru
= Pr

(
1 +

γsrγru
γsr + γru + 1

≤ ρu

)

= Pr

(
γsrγru

γsr + γru + 1
≤ ρu − 1

)

= Fγsru
(ρu − 1), (4)

where Fγsru is the cumulative distribution function (CDF) of
the random variable (RV) γsru = γsrγru

γsr+γru+1 which is a ratio
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carlo simulations.
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not to U while considering R-to-E and R-to-U links. We also
assume the S-to-E distance is greater than S-to-R. With path
loss exponent α, the channels undergo large-scale fading.
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In the considered half-duplex relaying system, the trans-
mission takes place in two phases [25]. In the first phase, the
information is transmitted from S to R, and in the second
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with an amplification factor of β. Due to the broadcast nature
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where hsr, hse, hru and hre are the Rayleigh channel gain
coefficients of S-to-R, S-to-E , R-to-U and R-to-E links
respectively. n1R, n1E , n2E n2U , represent mutually indepen-
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at R, E in first and second phases and at U respectively. x1

is unit power signal from S and β = 1√
Ps|hsr|2+σ2

is an

amplification factor used at R. At the eavesdropper, the signal
received in two phases is combined using MRC.
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In this section, defining the rate, closed-form expressions
for outage probability at the main user and eavesdropper are
derived.

1) Outage Analysis at the Intended User: As per the
transmission protocol, the amplified signal is transmitted to
the main user. Then, the achievable rate at U is given as [26]
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are the signal to noise ratios
(SNRs) over S-to-R and R-to-U links, and are exponentially
distributed with means µ1 = ps
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and µ2 = pr
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, respectively.
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γsr+γru+1 = γsru is the effective SNR at the U
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the outage probability. The outage occurs when the RU at U
is less than a threshold rate ru and its probability is called
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the advantage of diversity. The assumption of a direct link
only to the eavesdropper, not to the main user, gives a more
practical situation to achieve secrecy where the eavesdropper
can get diversity and maybe stronger than the intended user’s
channel. To the best of our knowledge, a more challenging
scenario of a two-hop AF secure cooperative system where
the source may not be reachable to the intended user directly,
but the eavesdropper can tap both the source link and the relay
link has not been studied yet. In this paper, we consider the
aforementioned system model to investigate the performance
in terms of exact outage probability, exact secrecy outage
probability (SOP), and secrecy intercept probability (SIP). The
contributions of the paper are briefly summarised as follows.

• Initially, the outage probability analysis is performed
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III. Section IV provides the SOP and the SIP analysis. The
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A. Topology

Consider a four-node wireless cooperative system consisting
a source S , a relay R, a user U and an external eavesdropper E
where all nodes are equipped with a single antenna. As shown
in Fig. 1, S located at the origin, (xs, ys) = (0, 0) of a two
dimensional (2D) x-y plain, communicates with U located at
(xd, yd) = (d, 0) via R. E is assumed to be located at (xe, ye)
which tries to overhear the transmission from S to R and R
to U . As an essential scenario to examine in order to ensure
security, it is assumed a direct link from S to E only and
not to U while considering R-to-E and R-to-U links. We also
assume the S-to-E distance is greater than S-to-R. With path
loss exponent α, the channels undergo large-scale fading.

B. Transmission Protocol and Channel Model

In the considered half-duplex relaying system, the trans-
mission takes place in two phases [25]. In the first phase, the
information is transmitted from S to R, and in the second
phase, R retransmits to U by amplifying the received signal
with an amplification factor of β. Due to the broadcast nature
of the transmission, E can overhear the information in both
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at R, E in first and second phases and at U respectively. x1

is unit power signal from S and β = 1√
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is an

amplification factor used at R. At the eavesdropper, the signal
received in two phases is combined using MRC.
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is less than a threshold rate ru and its probability is called
outage probability. The outage probability at the U , PU

out is

PU
out = Pr

(
1

2
log2

(
1 +

γsrγru
γsr + γru + 1

)
≤ ru

)

ρu=22ru
= Pr

(
1 +

γsrγru
γsr + γru + 1

≤ ρu

)

= Pr

(
γsrγru

γsr + γru + 1
≤ ρu − 1

)

= Fγsru
(ρu − 1), (4)

where Fγsru is the cumulative distribution function (CDF) of
the random variable (RV) γsru = γsrγru

γsr+γru+1 which is a ratio

Fig. 1: Four-node AF secure cooperative system in 2D space.



Exact Outage Analysis for Non-regenerative Secure  
Cooperation Against Double-tap Eavesdropping

DECEMBER 2022 • VOLUME XIV • NUMBER 444

INFOCOMMUNICATIONS JOURNAL

3

of product of RVs (γsrγru) and sum of RVs (γsr + γru). The
CDF of the RV γsru is given as

Fγsru
(γ) = 1− 2e−a1γa2

√
γ(γ + 1)K1(2a2

√
γ(γ + 1)),

where a1 = µ1 + µ2 and a2 =
√
µ1µ2.

2) Outage Analysis at the Eavesdropper: When it comes
to the transmission protocol, the E gets the signal two times,
and then it uses MRC to merge the two versions of the signal.
The rate that can be achieved at E is represented as

RE =
1

2
log

(
1 + γse +

γsrγre
γsr + γre + 1

)
, (5)

where γse = Ps|hse|2
dα
se

and γre = Pr|hre|2
dα
re

are the SNRs over
the links S-to-E and R-to-E , and are exponentially distributed
with means λ1 = ps

dα
se

and λ2 = pr

dα
ru

respectively. Due to two
copies of the received signal at E : one from the R and another
(2) from the S , the effective SNR at the E by employing the
MRC is given as W = γse +

γsrγre

γsr+γre+1 . The outage occurs
at E if the RE is less than a threshold rate re. The outage
probability at the E , P E

out is given as

P E
out = Pr

(
1

2
log

(
1 + γse +

γsrγre
γsr + γre + 1

)
≤ re

)

ρe=22re
= Pr

((
γse +

γsrγre
γsr + γre + 1

)
≤ ρe − 1

)

= Pr(X + Z ≤ ρe − 1) = Pr(W ≤ ρe − 1)

= FW (ρe − 1), (6)

where W = X + Z, X = γse and Z = γsrγre

γsr+γre+1 with its
CDF FW (w). The CDF of W is given as

FW (w) =

∫ ∞

z=0

∫ w−z

x=0

fX(x)fZ(z)dxdz

=

∫ ∞

z=0

fZ(z)FX(w − z)dz

=

∫ ∞

z=0

[2e−b1z[b1b2
√
z(z + 1)K1(2b2

√
z(z + 1))

+ b22(2z + 1)K0(2b2
√
z(z + 1))]](1− e−λ1(w−z))dz

= 1− 2e−λ1w

∫ ∞

z=0

e−(b1−λ1)z

[
b1b2

√
z(z + 1)K1(2b2

√
z(z + 1))

+ b22(2z + 1)K0(2b2
√

z(z + 1))
]
dz, (7)

where b1 = µ1 + λ2 and b2 =
√
µ1λ2.

Using the CDF of W , the P E
out is given as

P E
out = 1− 2e−λ1(ρe−1)

∫ ∞

z=0

e−(b1−λ1)z

[
b1b2

√
z(z + 1)K1(2b2

√
z(z + 1))

+ b22(2z + 1)K0(2b2
√
z(z + 1))

]
dz. (8)

In the next section, by defining the secrecy rate for the
considered AF relaying system where there is no direct link
to the intended user while having a direct link along with
the relay link to the eavesdropper, i.e., double tapping of an
eavesdropper, we provide the detailed SOP analysis.

IV. SECRECY OUTAGE PROBABILITY ANALYSIS

A. Secrecy Rate Definition for Amplify-and-forward Relaying

The secrecy rate is the non-negative difference of the main
and eavesdropper channels’ rates, i.e. Rs = [RU − RE ]

+.
Hence, the secrecy rate for AF relaying is given as

RAF
s =

[
1

2
log2

(
1 + γsrγru

γsr+γru+1

1 + γse +
γsrγre

γsr+γre+1

)]+

. (9)

The secrecy rate equation in (9) is simplified by giving a
proposition as (9) is more complicated to study the analyze.

Proposition 1: The upper bound of the secrecy rate (9) is

RAF
s =

[
1

2
log2

(
1 + γsrγru

γsr+γru+1

1 + γse + γre

)]+

. (10)

Proof: For any positive values of γsr and γre
γsrγre

γsr + γre + 1
≤ γsr

γsrγre ≤ (γsr + γre + 1)γsr

0 ≤ γsr(γsr + 1). (11)

Similarly, it can be observed that
γsrγre

γsr + γre + 1
≤ γre

γsrγre ≤ (γsr + γre + 1)γre

0 ≤ γre(γre + 1). (12)

Hence, γsrγre

γsr+γre+1 ≤ min{γsr, γre}. As the relay location is
assumed such that dsr < dre, γsr > γre. Hence, the maximum
value of γsrγre

γsr+γre+1 is equal to γre.

B. Secrecy Outage Probability

The secrecy outage occurs when the RAF
s is less than a

threshold rate Rth and the corresponding probability is called
secrecy outage probability (SOP). The SOP in AF relaying
system is given as:

PAF
sop = Pr

(
RAF

s < Rth

)

= Pr

(
1

2
log2

(
1 + γsrγru

γsr+γru+1

1 + γse + γre

)
< Rth

)

ρ=22Rth

= Pr

(
γsrγru

γsr + γru + 1
< ρ(γse + γre) + (ρ− 1)

)

= Pr(W1 −W2 < ρ− 1)

= Pr(W < ρ− 1) = FW (ρ− 1)

=

∫ ∞

−∞

[∫ w2+ρ−1

−∞
fW1(w1)fρW2(w2)dw1

]
dw2

=

∫ ∞

0

fW2
(w2)FW1

(w2 + ρ− 1)dw2, (13)

where W is the difference of two RVs W1 = γsrγru

γsr+γru+1 and
W2 = ρ(γse + γre). fW2

is the PDF of W2 and FW1
, FW are

the CDFs of W1, W respectively. The PDF fW2
and the CDF

FW1 are obtained by using transformation of RVs [27], [28] :

fW2
=

λ1λ2

|ρ|(λ1 − λ2)

(
e−(λ2w2/ρ) − e−(λ1w2/ρ)

)
, (14)
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FW1
= 1− 2e−(µ1+µ2)w1

√
µ1µ2w1(w1 + 1)

K1

(
2
√

µ1µ2w1(w1 + 1)
)
. (15)

Hence, by substituting (15) in (13), we obtain PAF
sop as:

PAF
sop =

∫ ∞

0

λ1λ2

|ρ|(λ1 − λ2)

(
e−(λ2w2/ρ) − e−(λ1w2/ρ)

)

[
1− 2e−(µ1+µ2)(w2+ρ−1)

√
µ1µ2(w2 + ρ− 1)(w2 + ρ)

K1

(
2
√

µ1µ2(w2 + ρ− 1)(w2 + ρ)
) ]

dw2.

(16)

C. Secrecy Intercept Probability

The secrecy intercept probability (SIP) is defined as the
probability at which the secrecy rate is less than zero. The
corresponding mathematical expression of the SIP is given as

PAF
sip = Pr

(
1

2
log2

(
1 + γsrγru

γsr+γru+1

1 + γse + γre

)
≤ 0

)

= Pr

(
γsrγru

γsr + γru + 1
≤ (γse + γre)

)

=

∫ ∞

0

λ1λ2

(λ1 − λ2)

(
e−λ2w2 − e−λ1w2

)
[
1− 2e−(µ1+µ2)w2

√
µ1µ2w2(w2 + 1)

K1

(
2
√

µ1µ2w2(w2 + 1)
) ]

dw2

= 1− λ1λ2

(λ1 − λ2)

∫ ∞

0

2
√
µ1µ2w2(w2 + 1)

(
e−(µ1+µ2+λ2)w2 − e−(µ1+µ2+λ1)w2

)

K1

(
2
√

µ1µ2w2(w2 + 1)
)
dw2. (17)

Since the modified Bessel function contains complex pa-
rameters, the integration in (16) and (17) are intractable. The
next section presents the SOP and SIP for asymptotic regimes.

V. ASYMPTOTIC SECRECY ANALYSIS ANALYSIS

A. The Approximated Secrecy Outage Probability

By assuming that the end-to-end SNR of main channel is
very stronger than the effective SNR over the eavesdropper
channel, i.e., γsrγru

γsr+γru
>> (γse + γre), the SOP is given as

P̃AF
sop = Pr

(
1

2
log

(
γsrγru

γsr+γru

γse + γre

)
< Rth

)

ρ=22Rth

= Pr

(
γsrγru

γsr + γru
< ρ(γse + γre)

)

= Pr (Z1 − Z2 < 0) = FZ(0)

= 1−
2λ1λ2

√
µ1µ2

ρ(λ1 − λ2)

∫ ∞

0

z2K1 (z2 2
√
µ1µ2)

(
e−(µ1+µ2+

λ2
ρ )z2 − e−(µ1+µ2+

λ1
ρ )z2

)
dz2. (18)

The closed form expression for P̃AF
sop in (18) can be obtained

as (19), where F (., .; .; .) is the Gauss hypergeometric function
(Table of integrals series and products [29]). In (19), A1 =
µ1+µ2

2 + λ2

ρ , A2 = µ1+µ2

2 + λ1

ρ , and B =
√
µ1µ2.

B. Intercept probability for High SNR Regime

As the equation (17) involves the integration of a modified
Bessel function of the second kind with difficult functional
parameters, it is very difficult to obtain the closed-form
expression for it. To relax the intractability of integration in
(17), it is assumed that γsr + γru >> 1. Hence, the secrecy
rate equation in (10) reduces to the following equation

RAF
s =

[
1

2
log2

(
1 + γsrγru

γsr+γru

1 + γse + γre

)]+

. (20)

Now, the intercept probability is given as

P̃AF
sip = Pr

(
1

2
log

(
1 + γsrγru

γsr+γru

1 + γse + γre

)
< 0

)

= Pr

(
γsrγru

γsr + γru
< (γse + γre)

)

= Pr (Z1 − Z2 < 0) = FZ(0)

= 1−
λ1λ2

√
µ1µ2

(λ1 − λ2)

∫ ∞

0

z2K1 (z2
√
µ1µ2)

(
e−(

µ1+µ2
2 +λ2)z2 − e−(

µ1+µ2
2 +λ1)z2

)
dz2. (21)

The closed form expression is same as that of (19), where
A1 = µ1+µ2

2 + λ2, A2 = µ1+µ2

2 + λ1, and B =
√
µ1µ2.

VI. NUMERICAL RESULTS

In this section, we validate the analytical expressions de-
rived in Section III, Section IV and Section V. Default
simulation parameters: Unless otherwise specified explicitly
in figures, we set the default parameters that follow, the
distance from source to the destination d = 100m, the total
power Pt = 40dBm, the noise variance σ2 = −90dBm and
the path loss exponent α = 3. The relay is located close to the
source node with coordinates (xr, yr) = ( d

10 ,
d

100 ) and the
eavesdropper is located at (xe, ye) = (d2 , −2d) such that it is
far from the source compared to the relay node. We perform
106 channel realizations to show the simulation results.

A. Validation of the Outage and Intercept Probability Analysis

In Fig. 2 (a) and Fig. 2 (b), we validate the outage analysis
at the intended user and the eavesdropper respectively. Fig. 2
(a) shows the outage probability at the intended user derived
in (4) and Fig. 2 (b) shows the outage probability at the
intended user derived in (8), for different values of threshold
rates ru = re = {0.1, 1, 2}. It is observed from Fig. 2 that
the outage probability improves with the reduction in threshold
rates since the random nature of fading channel does not allow
the channel to achieve significant rates.

Fig. 3 is plotted to show the validation of secrecy intercept
probability. The intercept probability variation is drawn by
changing the relay transmit power for different locations of
eavesdropper such as xe = d

2 and ye = {xe

10 , xe, 5xe}. It is
noted from the figure that the intercept probability increases
as the distance between the eavesdropper and the source
increase due to the leakage of information being more when
the eavesdropper is closer to the source.
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PAF
so = 1− 64λ1λ2µ1µ2

3(λ1 − λ2)

[
(A1 +B)

−3
F

(
3,

3

2
;
5

2
;
A1 −B

A1 +B

)
− (A2 +B)

−3
F

(
3,

3

2
;
5

2
;
A2 −B

A2 +B

)]
. (19)

(a) (b)

Fig. 2: The outage probability analysis with the variation of
relay position.

Fig. 3: Intercept performance with the variation of relay power

B. Verification of the Asymptotic and the Exact SOP

Fig. 4: Validation of exact SOP and the approximated SOP.

In Fig. 4, the performance variation of SOP in the exact
and approximate regime of AF relaying has been analyzed
and also verified the analysis by performing simulations. In
the figure the exact SOP derived in (16) and the asymp-
totic SOP in (19) derived from (18) are shown by varying
the SNR for various locations of eavesdropper (xe, ye) =
{(5, 3), (5, 1), (5, 0.5)}d. In the figure, the eavesdropper
coordinated are normalized w.r.t. the distance between S and
U . Fig. 4, also, validates the secrecy outage performance of
the exact SOP in (16) and the approximated SOP in (19). It is

noted that the SOP decreases as the eavesdropper moves away
from the source. And also, it is verified that the exact and the
approximated SOPs are the same at low SNRs.

Fig. 5: Validation of intercept probability

In Fig. 5, the secrecy intercept probability is analyzed
with the variation of SNR for different locations of the
eavesdropper. The figure shows the validation of the exact
secrecy intercept probability in (17) and the approximated SIP
in (19) obtained from (21). It is noted that the analytical and
the simulations exactly match each other. It is observed that
the SIP is less as the eavesdropper is located farther from
the source compared to the user relay node. And also, the
asymptotic SIP is the same as the exact SIP at low SNRs.

C. Insights on Optimal Relay Location

(a) (b)

Fig. 6: The SOP performance with the variation of R position.

We analyze the secrecy outage probability performance in
Fig. 6 and provide the optimal secrecy outage probability. Fig.
6(a) gives the performance the SOP in (16) with the variation
of horizontal relay position xr and Fig. 6(b) gives the SOP
with the variation of vertical relay position yr for various
locations of eavesdropper. It is observed that the optimal SOP
improved as the E is away from the line of sight path from S
to U while the relay is closer to the S .

Fig.7 represents the optimal relay location to obtain the
optimal. It shows the SOP variation with the relay po-
sition for various locations of eavesdropper (xe, ye) =

5
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{(D
10 ,

3
4xe), (

D
10 ,

1
4xe)}. It is observed that the optimal relay

placement is closer to the destination if the eavesdropper is
located at (D

10 ,
3D
40 ) and it should be placed near the midpoint

of S and U when E is at (D
10 ,

D
40 ) to get the best SOP

performance.

VII. CONCLUSION

Outage analysis and secrecy outage analysis have been
performed at the intended user as well as the eavesdropper
in an AF relay-assisted cooperative system. To gain more
analysis, an asymptotic scenario has been considered, and
closed-form expressions for SOP and SIP have been derived.
Numerical results validated the analytical formulation and
showed the performance variation with the variation of SNR.
Finally, key insights on relay location to obtain optimal SOP
are given, which leads to an optimization problem.
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Fig. 7: The optimal relay position for better SOP
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3
4xe), (

D
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1
4xe)}. It is observed that the optimal relay

placement is closer to the destination if the eavesdropper is
located at (D

10 ,
3D
40 ) and it should be placed near the midpoint

of S and U when E is at (D
10 ,

D
40 ) to get the best SOP

performance.

VII. CONCLUSION

Outage analysis and secrecy outage analysis have been
performed at the intended user as well as the eavesdropper
in an AF relay-assisted cooperative system. To gain more
analysis, an asymptotic scenario has been considered, and
closed-form expressions for SOP and SIP have been derived.
Numerical results validated the analytical formulation and
showed the performance variation with the variation of SNR.
Finally, key insights on relay location to obtain optimal SOP
are given, which leads to an optimization problem.
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Outage analysis and secrecy outage analysis have been
performed at the intended user as well as the eavesdropper
in an AF relay-assisted cooperative system. To gain more
analysis, an asymptotic scenario has been considered, and
closed-form expressions for SOP and SIP have been derived.
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Abstract—The radio frequency identification (RFID) passive
tag is a wireless communication device with high energy
sustainability, such that it uses the incident radio frequency
(RF) signal to backscatter its information. This paper investi-
gates the output load power maximization with optimal load
impedances selection in the backscatter communication (Back-
Com) network. The considered BackCom system comprises a
reader broadcasting an unmodulated carrier to the passive
tag in the downlink. The tag backscatters its information
signal to the reader with binary amplitude-shift keying (BASK)
modulation in the uplink. We formulated an average output
load power maximization problem by jointly optimizing the
reflection coefficients while satisfying the minimum bit error
rate (BER) requirement and tag sensitivity constraint. To
simplify the problem, we transform the BER constraint to
the modulation index constraint and reduce the 4 variables
problem to 2 variables convex optimization problem. Using
the Karush-Kuhn-Tucker (KKT) conditions, we design an
algorithm to obtain the closed-form expression for the global
optimal reflection coefficients that maximize the output load
power. The simulation results provide insight into the impact
of the information bit probability, tag sensitivity constraint, and
BER on the achievable average load power. An overall gain of
around 16% signifies the utility of our proposed design.

Index Terms—Backscattering, RFID, Passive Tag, ASK,
Energy Maximization, BER, Optimization.

I. INTRODUCTION

RAdio Frequency Identification (RFID) device is a
wireless communication tag that transmits information

when activated by an interrogation pulse from a dedicated
RFID interrogator. The first RFID passive tag was invented
in the 1970s by Mario Cardullo but did not gain atten-
tion from the world. With the advent of the Internet of
Things (IoT), RFID technology gained lots of interest and
significant development. RFID and wireless sensor networks
(WSNs) are the two main technologies being used and are
becoming the two pillars of IoT [1]. RFID technology has
played an important role in complementing the limitations of
WSNs in IoT, specifically in manufacturing cost and energy
source supplement of sensor nodes. The wireless sensor
nodes will no longer require any active radio frequency
(RF) component and have low power consumption, which
all benefit from integrating the backscattering technique of
RFID. However, the low energy efficiency in RFID far-field
applications is still a major bottleneck to overcome [2]–[4].
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thor: A. C. Y. Goay (telephone number: +61468414708).

A. State-of-the-Art

In a backscatter communication (BackCom) system, a
transmitter broadcasts a RF signal to power the passive RFID
tag. The tag is a data carrier device designed to backscatter
its information to the reader when interrogated, known as
the wireless information transfer (WIT) [5]. In general,
the passive tag generates information by load modulation,
which switches the output loads to modulate and ‘reflect’
the incoming signal into a backscattered signal [6]. The
2 prominent load modulation schemes are amplitude-shift
keying (ASK) and phase-shift keying (PSK) [7].

The RFID tag performance can be characterized by the
data transmission rate, tag-to-reader transmission range, out-
put load power, and bit error rate (BER) [8], [9]. The output
load power depends on the connected output load in the load
modulation scheme. The tag transfers the maximum load
power with a perfectly matched output load, whereas the
load power decreases with the mismatching degree. Since
the tag performance is highly load-dependent [10], [11],
existing research has revealed that load selection plays a
huge role in the BackCom system. In [9], Muralter et al.
have shown that the maximum transmission range varies
significantly with the different output loads. Another work
demonstrated simple rules for load selection to achieve a
long transmission range, with one load in perfectly matched
condition and another load greatly mismatched [12], [13].
Besides, in [11], Bletsas et al. illustrated the load selection
policy for minimizing BER for ASK and PSK modulations
without considering tag power sensitivity.

On the other hand, De Vita et al. proposed an output load
selection with an equal mismatch in both states [7], which is
different from [11]–[13]. In [14], Karthaus et al. investigated
the load impedance selections exploited in [7], [11], [12],
and showed the power efficiency varies with modulation
depth.

Here it maybe also noted that recently there has been
increasing focus on using multiple antennas at the reader
and emitter [15]–[17] to exploit beamforming gains for
overcoming the shortcomings of BackCom. However, this
paper aims at enhancing the performance of single antenna
reader aided RFID-based BackCom systems by optimally
designing the underlying reflection coefficients at the tag.

B. Motivation and Contributions

The BackCom system has poor efficiency in far-field
applications because the harvested output energy decreases
dramatically over longer distances [18]. Therefore, the utility
of the tag can be significantly improved by maximizing the
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Fig. 1: BackCom system and its transmission protocol.

output load power. Thus, allowing the tag to perform more
on-board tasks and suit more applications. Unlike existing
works considering equal probability for bits ‘0’ and ‘1’
during transmission, we determine the maximum average
load power with unequal information bits probability for
binary ASK (BASK) modulation scheme.

Besides, authors in [7], [11]–[14] have stated different
load selections without finding the optimal value for en-
hancing the tag performance. To the best of our knowledge,
the average load power maximization with optimal load
impedance selection under the BER and energy constraints
has not been investigated yet. This work will act as a bench-
mark whose results can be extended for other modulation
schemes like M-ary ASK and PSK in the future.

The key contribution of this work is three-fold. 1) We
formulated an RFID tag output load power maximization
problem by jointly optimizing the reflection coefficients
while considering the BER and tag sensitivity constraints.
2) We transformed the original 4-variable problem into
a reduced optimization 2-variable convex problem. Then,
we proposed an algorithm to determine the closed-form
expression for the global optimal solution with the Karush-
Kuhn-Tucker (KKT) conditions. 3)Simulation results are
presented to quantify the maximum average load power for
different applications under the varying value of the key
system parameters. Here, we provided the design insight on
the optimal value of the load impedances and verified the
utility of the proposed optimal design by determining the
achievable gain over the benchmark gain.

II. SYSTEM DESCRIPTION

A. System Model and Transmission Protocol

Fig.1 shows a monostatic BackCom system with one
reader and one passive RFID tag separated by distance d
in a free-space transmission medium. As a dedicated power
source, the reader stably broadcasts an unmodulated RF
carrier with constant power Pt to the passive tag in the
downlink. Then, the tag transmits the backscattered signal
to the reader in the uplink. The passive tag comprises a
receiver antenna, matching network (MN), voltage multiplier
(VM), low-pass filter (LPF), and an integrated circuit (IC)
chip1 [18]. When a sinusoidal electromagnetic (EM) wave is
presented, the tags will transfer the power of the EM wave
into DC power and deliver it to power the IC chip. Once the

1In the latest research, the traditional RFID tag integrated with sensing
electronics, transforming it into a sensing and computational platform, has
been studied for IoT applications. The tag with sensing capability is called
computational RFID (CRFID), which has higher power consumption during
operation [1].

IC chip is activated, it generates the information signals by
switching between 2 output loads (ZL,1, ZL,2). These loads
are selected depending on the modulation scheme, in which
we consider the BASK in this paper. Therefore, we set the
information bits ‘0’ and ‘1’ are generated when the output
load impedances are ZL,1 and ZL,2, respectively. Also, we
consider that the passive tag operates with the minimum
scattering antenna.

B. RFID Tag Load Power Analysis

As we aim to maximize the average load power transfer
to the tag, we first study the key parameters. According
to Kurokawa [19], the power wave reflection coefficient is
defined as the ratio of the reflected power wave to the total
incident power wave. This paper denotes Γi as the power
wave reflection coefficient, for i ∈ {1, 2} represent when
the tag connects to ZL,1 and ZL,2, respectively. The Γi is
given by [19]:

Γi ≜
ZL,i − Z̄A

ZL,i + ZA
, ∀i = {1, 2}, (1)

where ZA = RA + jXA is the antenna impedance, Z̄A is
the conjugate of ZA, and ZL,i = RL,i + jXL,i [19]. The
RL,i and RA are the output load resistance and antenna
resistance, respectively, whereas XL,i and XA are the output
load reactance and antenna reactance. To simplify the design
optimization without the loss of generality, we consider the
normalized load impedance Zn,i ≜ Rn,i+ jXn,i, and given
that [12]:

Rn,i + jXn,i ≜
RL,i

RA
+ j

XL,i +XA

RA
, ∀i = {1, 2}, (2)

where Rn,i is the normalized load resistance and Xn,i is the
normalized load reactance. Therefore, Γi can be expressed
in Zn,i as below:

Γi ≜
Zn,i − 1

Zn,i + 1

=
R2

n,i +X2
n,i − 1 + j2Xn,i

(Rn,i + 1)
2
+X2

n,i

= Γa,i + jΓb,i, ∀i = {1, 2}, (3)

where Γa,i ≜
R2

n,i+X2
n,i−1

(Rn,i+1)2+X2
n,i

and Γb,i ≜
2Xn,i

(Rn,i+1)2+X2
n,i

.

The output load power PL,i delivered to the IC chip is
given by [20]:

PL,i ≜ Pa

(
1− |Γi|2

)

= Pa

(
1− Γ2

a,i − Γ2
b,i

)
, ∀i = {1, 2}, (4)

where Pa ≜ PtGtGr

(
λ

4πd

)2
is the maximum available

power of PL,i [10]. The parameter Pt is the transmit power
of the reader, Gt and Gr are the antenna gain of tag and
reader, respectively, and λ is the wavelength of the RF
carrier.

III. PERFORMANCE METRICS FOR BACKSCATTERING

In [8], [9], the authors elaborated the main factors that
decide the maximum transmission range are load power,
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A. State-of-the-Art

In a backscatter communication (BackCom) system, a
transmitter broadcasts a RF signal to power the passive RFID
tag. The tag is a data carrier device designed to backscatter
its information to the reader when interrogated, known as
the wireless information transfer (WIT) [5]. In general,
the passive tag generates information by load modulation,
which switches the output loads to modulate and ‘reflect’
the incoming signal into a backscattered signal [6]. The
2 prominent load modulation schemes are amplitude-shift
keying (ASK) and phase-shift keying (PSK) [7].

The RFID tag performance can be characterized by the
data transmission rate, tag-to-reader transmission range, out-
put load power, and bit error rate (BER) [8], [9]. The output
load power depends on the connected output load in the load
modulation scheme. The tag transfers the maximum load
power with a perfectly matched output load, whereas the
load power decreases with the mismatching degree. Since
the tag performance is highly load-dependent [10], [11],
existing research has revealed that load selection plays a
huge role in the BackCom system. In [9], Muralter et al.
have shown that the maximum transmission range varies
significantly with the different output loads. Another work
demonstrated simple rules for load selection to achieve a
long transmission range, with one load in perfectly matched
condition and another load greatly mismatched [12], [13].
Besides, in [11], Bletsas et al. illustrated the load selection
policy for minimizing BER for ASK and PSK modulations
without considering tag power sensitivity.

On the other hand, De Vita et al. proposed an output load
selection with an equal mismatch in both states [7], which is
different from [11]–[13]. In [14], Karthaus et al. investigated
the load impedance selections exploited in [7], [11], [12],
and showed the power efficiency varies with modulation
depth.

Here it maybe also noted that recently there has been
increasing focus on using multiple antennas at the reader
and emitter [15]–[17] to exploit beamforming gains for
overcoming the shortcomings of BackCom. However, this
paper aims at enhancing the performance of single antenna
reader aided RFID-based BackCom systems by optimally
designing the underlying reflection coefficients at the tag.

B. Motivation and Contributions

The BackCom system has poor efficiency in far-field
applications because the harvested output energy decreases
dramatically over longer distances [18]. Therefore, the utility
of the tag can be significantly improved by maximizing the
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Fig. 1: BackCom system and its transmission protocol.

output load power. Thus, allowing the tag to perform more
on-board tasks and suit more applications. Unlike existing
works considering equal probability for bits ‘0’ and ‘1’
during transmission, we determine the maximum average
load power with unequal information bits probability for
binary ASK (BASK) modulation scheme.

Besides, authors in [7], [11]–[14] have stated different
load selections without finding the optimal value for en-
hancing the tag performance. To the best of our knowledge,
the average load power maximization with optimal load
impedance selection under the BER and energy constraints
has not been investigated yet. This work will act as a bench-
mark whose results can be extended for other modulation
schemes like M-ary ASK and PSK in the future.

The key contribution of this work is three-fold. 1) We
formulated an RFID tag output load power maximization
problem by jointly optimizing the reflection coefficients
while considering the BER and tag sensitivity constraints.
2) We transformed the original 4-variable problem into
a reduced optimization 2-variable convex problem. Then,
we proposed an algorithm to determine the closed-form
expression for the global optimal solution with the Karush-
Kuhn-Tucker (KKT) conditions. 3)Simulation results are
presented to quantify the maximum average load power for
different applications under the varying value of the key
system parameters. Here, we provided the design insight on
the optimal value of the load impedances and verified the
utility of the proposed optimal design by determining the
achievable gain over the benchmark gain.

II. SYSTEM DESCRIPTION

A. System Model and Transmission Protocol

Fig.1 shows a monostatic BackCom system with one
reader and one passive RFID tag separated by distance d
in a free-space transmission medium. As a dedicated power
source, the reader stably broadcasts an unmodulated RF
carrier with constant power Pt to the passive tag in the
downlink. Then, the tag transmits the backscattered signal
to the reader in the uplink. The passive tag comprises a
receiver antenna, matching network (MN), voltage multiplier
(VM), low-pass filter (LPF), and an integrated circuit (IC)
chip1 [18]. When a sinusoidal electromagnetic (EM) wave is
presented, the tags will transfer the power of the EM wave
into DC power and deliver it to power the IC chip. Once the

1In the latest research, the traditional RFID tag integrated with sensing
electronics, transforming it into a sensing and computational platform, has
been studied for IoT applications. The tag with sensing capability is called
computational RFID (CRFID), which has higher power consumption during
operation [1].

IC chip is activated, it generates the information signals by
switching between 2 output loads (ZL,1, ZL,2). These loads
are selected depending on the modulation scheme, in which
we consider the BASK in this paper. Therefore, we set the
information bits ‘0’ and ‘1’ are generated when the output
load impedances are ZL,1 and ZL,2, respectively. Also, we
consider that the passive tag operates with the minimum
scattering antenna.

B. RFID Tag Load Power Analysis

As we aim to maximize the average load power transfer
to the tag, we first study the key parameters. According
to Kurokawa [19], the power wave reflection coefficient is
defined as the ratio of the reflected power wave to the total
incident power wave. This paper denotes Γi as the power
wave reflection coefficient, for i ∈ {1, 2} represent when
the tag connects to ZL,1 and ZL,2, respectively. The Γi is
given by [19]:

Γi ≜
ZL,i − Z̄A

ZL,i + ZA
, ∀i = {1, 2}, (1)

where ZA = RA + jXA is the antenna impedance, Z̄A is
the conjugate of ZA, and ZL,i = RL,i + jXL,i [19]. The
RL,i and RA are the output load resistance and antenna
resistance, respectively, whereas XL,i and XA are the output
load reactance and antenna reactance. To simplify the design
optimization without the loss of generality, we consider the
normalized load impedance Zn,i ≜ Rn,i+ jXn,i, and given
that [12]:

Rn,i + jXn,i ≜
RL,i

RA
+ j

XL,i +XA

RA
, ∀i = {1, 2}, (2)

where Rn,i is the normalized load resistance and Xn,i is the
normalized load reactance. Therefore, Γi can be expressed
in Zn,i as below:

Γi ≜
Zn,i − 1

Zn,i + 1

=
R2

n,i +X2
n,i − 1 + j2Xn,i

(Rn,i + 1)
2
+X2

n,i

= Γa,i + jΓb,i, ∀i = {1, 2}, (3)

where Γa,i ≜
R2

n,i+X2
n,i−1

(Rn,i+1)2+X2
n,i

and Γb,i ≜
2Xn,i

(Rn,i+1)2+X2
n,i

.

The output load power PL,i delivered to the IC chip is
given by [20]:

PL,i ≜ Pa

(
1− |Γi|2

)

= Pa

(
1− Γ2

a,i − Γ2
b,i

)
, ∀i = {1, 2}, (4)

where Pa ≜ PtGtGr

(
λ

4πd

)2
is the maximum available

power of PL,i [10]. The parameter Pt is the transmit power
of the reader, Gt and Gr are the antenna gain of tag and
reader, respectively, and λ is the wavelength of the RF
carrier.

III. PERFORMANCE METRICS FOR BACKSCATTERING

In [8], [9], the authors elaborated the main factors that
decide the maximum transmission range are load power,

2

READER

RFID TAG IC Chip

MN VM LPF ZL,1 ZL,2
Downlink

Uplink

d

Fig. 1: BackCom system and its transmission protocol.

output load power. Thus, allowing the tag to perform more
on-board tasks and suit more applications. Unlike existing
works considering equal probability for bits ‘0’ and ‘1’
during transmission, we determine the maximum average
load power with unequal information bits probability for
binary ASK (BASK) modulation scheme.

Besides, authors in [7], [11]–[14] have stated different
load selections without finding the optimal value for en-
hancing the tag performance. To the best of our knowledge,
the average load power maximization with optimal load
impedance selection under the BER and energy constraints
has not been investigated yet. This work will act as a bench-
mark whose results can be extended for other modulation
schemes like M-ary ASK and PSK in the future.

The key contribution of this work is three-fold. 1) We
formulated an RFID tag output load power maximization
problem by jointly optimizing the reflection coefficients
while considering the BER and tag sensitivity constraints.
2) We transformed the original 4-variable problem into
a reduced optimization 2-variable convex problem. Then,
we proposed an algorithm to determine the closed-form
expression for the global optimal solution with the Karush-
Kuhn-Tucker (KKT) conditions. 3)Simulation results are
presented to quantify the maximum average load power for
different applications under the varying value of the key
system parameters. Here, we provided the design insight on
the optimal value of the load impedances and verified the
utility of the proposed optimal design by determining the
achievable gain over the benchmark gain.

II. SYSTEM DESCRIPTION

A. System Model and Transmission Protocol

Fig.1 shows a monostatic BackCom system with one
reader and one passive RFID tag separated by distance d
in a free-space transmission medium. As a dedicated power
source, the reader stably broadcasts an unmodulated RF
carrier with constant power Pt to the passive tag in the
downlink. Then, the tag transmits the backscattered signal
to the reader in the uplink. The passive tag comprises a
receiver antenna, matching network (MN), voltage multiplier
(VM), low-pass filter (LPF), and an integrated circuit (IC)
chip1 [18]. When a sinusoidal electromagnetic (EM) wave is
presented, the tags will transfer the power of the EM wave
into DC power and deliver it to power the IC chip. Once the

1In the latest research, the traditional RFID tag integrated with sensing
electronics, transforming it into a sensing and computational platform, has
been studied for IoT applications. The tag with sensing capability is called
computational RFID (CRFID), which has higher power consumption during
operation [1].

IC chip is activated, it generates the information signals by
switching between 2 output loads (ZL,1, ZL,2). These loads
are selected depending on the modulation scheme, in which
we consider the BASK in this paper. Therefore, we set the
information bits ‘0’ and ‘1’ are generated when the output
load impedances are ZL,1 and ZL,2, respectively. Also, we
consider that the passive tag operates with the minimum
scattering antenna.

B. RFID Tag Load Power Analysis

As we aim to maximize the average load power transfer
to the tag, we first study the key parameters. According
to Kurokawa [19], the power wave reflection coefficient is
defined as the ratio of the reflected power wave to the total
incident power wave. This paper denotes Γi as the power
wave reflection coefficient, for i ∈ {1, 2} represent when
the tag connects to ZL,1 and ZL,2, respectively. The Γi is
given by [19]:

Γi ≜
ZL,i − Z̄A

ZL,i + ZA
, ∀i = {1, 2}, (1)

where ZA = RA + jXA is the antenna impedance, Z̄A is
the conjugate of ZA, and ZL,i = RL,i + jXL,i [19]. The
RL,i and RA are the output load resistance and antenna
resistance, respectively, whereas XL,i and XA are the output
load reactance and antenna reactance. To simplify the design
optimization without the loss of generality, we consider the
normalized load impedance Zn,i ≜ Rn,i+ jXn,i, and given
that [12]:

Rn,i + jXn,i ≜
RL,i

RA
+ j

XL,i +XA

RA
, ∀i = {1, 2}, (2)

where Rn,i is the normalized load resistance and Xn,i is the
normalized load reactance. Therefore, Γi can be expressed
in Zn,i as below:

Γi ≜
Zn,i − 1

Zn,i + 1

=
R2

n,i +X2
n,i − 1 + j2Xn,i

(Rn,i + 1)
2
+X2

n,i

= Γa,i + jΓb,i, ∀i = {1, 2}, (3)

where Γa,i ≜
R2

n,i+X2
n,i−1

(Rn,i+1)2+X2
n,i

and Γb,i ≜
2Xn,i

(Rn,i+1)2+X2
n,i

.

The output load power PL,i delivered to the IC chip is
given by [20]:

PL,i ≜ Pa

(
1− |Γi|2

)

= Pa

(
1− Γ2

a,i − Γ2
b,i

)
, ∀i = {1, 2}, (4)

where Pa ≜ PtGtGr

(
λ

4πd

)2
is the maximum available

power of PL,i [10]. The parameter Pt is the transmit power
of the reader, Gt and Gr are the antenna gain of tag and
reader, respectively, and λ is the wavelength of the RF
carrier.

III. PERFORMANCE METRICS FOR BACKSCATTERING

In [8], [9], the authors elaborated the main factors that
decide the maximum transmission range are load power,
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output load power. Thus, allowing the tag to perform more
on-board tasks and suit more applications. Unlike existing
works considering equal probability for bits ‘0’ and ‘1’
during transmission, we determine the maximum average
load power with unequal information bits probability for
binary ASK (BASK) modulation scheme.

Besides, authors in [7], [11]–[14] have stated different
load selections without finding the optimal value for en-
hancing the tag performance. To the best of our knowledge,
the average load power maximization with optimal load
impedance selection under the BER and energy constraints
has not been investigated yet. This work will act as a bench-
mark whose results can be extended for other modulation
schemes like M-ary ASK and PSK in the future.

The key contribution of this work is three-fold. 1) We
formulated an RFID tag output load power maximization
problem by jointly optimizing the reflection coefficients
while considering the BER and tag sensitivity constraints.
2) We transformed the original 4-variable problem into
a reduced optimization 2-variable convex problem. Then,
we proposed an algorithm to determine the closed-form
expression for the global optimal solution with the Karush-
Kuhn-Tucker (KKT) conditions. 3)Simulation results are
presented to quantify the maximum average load power for
different applications under the varying value of the key
system parameters. Here, we provided the design insight on
the optimal value of the load impedances and verified the
utility of the proposed optimal design by determining the
achievable gain over the benchmark gain.

II. SYSTEM DESCRIPTION

A. System Model and Transmission Protocol

Fig.1 shows a monostatic BackCom system with one
reader and one passive RFID tag separated by distance d
in a free-space transmission medium. As a dedicated power
source, the reader stably broadcasts an unmodulated RF
carrier with constant power Pt to the passive tag in the
downlink. Then, the tag transmits the backscattered signal
to the reader in the uplink. The passive tag comprises a
receiver antenna, matching network (MN), voltage multiplier
(VM), low-pass filter (LPF), and an integrated circuit (IC)
chip1 [18]. When a sinusoidal electromagnetic (EM) wave is
presented, the tags will transfer the power of the EM wave
into DC power and deliver it to power the IC chip. Once the

1In the latest research, the traditional RFID tag integrated with sensing
electronics, transforming it into a sensing and computational platform, has
been studied for IoT applications. The tag with sensing capability is called
computational RFID (CRFID), which has higher power consumption during
operation [1].

IC chip is activated, it generates the information signals by
switching between 2 output loads (ZL,1, ZL,2). These loads
are selected depending on the modulation scheme, in which
we consider the BASK in this paper. Therefore, we set the
information bits ‘0’ and ‘1’ are generated when the output
load impedances are ZL,1 and ZL,2, respectively. Also, we
consider that the passive tag operates with the minimum
scattering antenna.

B. RFID Tag Load Power Analysis

As we aim to maximize the average load power transfer
to the tag, we first study the key parameters. According
to Kurokawa [19], the power wave reflection coefficient is
defined as the ratio of the reflected power wave to the total
incident power wave. This paper denotes Γi as the power
wave reflection coefficient, for i ∈ {1, 2} represent when
the tag connects to ZL,1 and ZL,2, respectively. The Γi is
given by [19]:

Γi ≜
ZL,i − Z̄A

ZL,i + ZA
, ∀i = {1, 2}, (1)

where ZA = RA + jXA is the antenna impedance, Z̄A is
the conjugate of ZA, and ZL,i = RL,i + jXL,i [19]. The
RL,i and RA are the output load resistance and antenna
resistance, respectively, whereas XL,i and XA are the output
load reactance and antenna reactance. To simplify the design
optimization without the loss of generality, we consider the
normalized load impedance Zn,i ≜ Rn,i+ jXn,i, and given
that [12]:

Rn,i + jXn,i ≜
RL,i

RA
+ j

XL,i +XA

RA
, ∀i = {1, 2}, (2)

where Rn,i is the normalized load resistance and Xn,i is the
normalized load reactance. Therefore, Γi can be expressed
in Zn,i as below:

Γi ≜
Zn,i − 1

Zn,i + 1

=
R2

n,i +X2
n,i − 1 + j2Xn,i

(Rn,i + 1)
2
+X2

n,i

= Γa,i + jΓb,i, ∀i = {1, 2}, (3)

where Γa,i ≜
R2

n,i+X2
n,i−1

(Rn,i+1)2+X2
n,i

and Γb,i ≜
2Xn,i

(Rn,i+1)2+X2
n,i

.

The output load power PL,i delivered to the IC chip is
given by [20]:

PL,i ≜ Pa

(
1− |Γi|2

)

= Pa

(
1− Γ2

a,i − Γ2
b,i

)
, ∀i = {1, 2}, (4)

where Pa ≜ PtGtGr

(
λ

4πd

)2
is the maximum available

power of PL,i [10]. The parameter Pt is the transmit power
of the reader, Gt and Gr are the antenna gain of tag and
reader, respectively, and λ is the wavelength of the RF
carrier.

III. PERFORMANCE METRICS FOR BACKSCATTERING

In [8], [9], the authors elaborated the main factors that
decide the maximum transmission range are load power,
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output load power. Thus, allowing the tag to perform more
on-board tasks and suit more applications. Unlike existing
works considering equal probability for bits ‘0’ and ‘1’
during transmission, we determine the maximum average
load power with unequal information bits probability for
binary ASK (BASK) modulation scheme.

Besides, authors in [7], [11]–[14] have stated different
load selections without finding the optimal value for en-
hancing the tag performance. To the best of our knowledge,
the average load power maximization with optimal load
impedance selection under the BER and energy constraints
has not been investigated yet. This work will act as a bench-
mark whose results can be extended for other modulation
schemes like M-ary ASK and PSK in the future.

The key contribution of this work is three-fold. 1) We
formulated an RFID tag output load power maximization
problem by jointly optimizing the reflection coefficients
while considering the BER and tag sensitivity constraints.
2) We transformed the original 4-variable problem into
a reduced optimization 2-variable convex problem. Then,
we proposed an algorithm to determine the closed-form
expression for the global optimal solution with the Karush-
Kuhn-Tucker (KKT) conditions. 3)Simulation results are
presented to quantify the maximum average load power for
different applications under the varying value of the key
system parameters. Here, we provided the design insight on
the optimal value of the load impedances and verified the
utility of the proposed optimal design by determining the
achievable gain over the benchmark gain.

II. SYSTEM DESCRIPTION

A. System Model and Transmission Protocol

Fig.1 shows a monostatic BackCom system with one
reader and one passive RFID tag separated by distance d
in a free-space transmission medium. As a dedicated power
source, the reader stably broadcasts an unmodulated RF
carrier with constant power Pt to the passive tag in the
downlink. Then, the tag transmits the backscattered signal
to the reader in the uplink. The passive tag comprises a
receiver antenna, matching network (MN), voltage multiplier
(VM), low-pass filter (LPF), and an integrated circuit (IC)
chip1 [18]. When a sinusoidal electromagnetic (EM) wave is
presented, the tags will transfer the power of the EM wave
into DC power and deliver it to power the IC chip. Once the

1In the latest research, the traditional RFID tag integrated with sensing
electronics, transforming it into a sensing and computational platform, has
been studied for IoT applications. The tag with sensing capability is called
computational RFID (CRFID), which has higher power consumption during
operation [1].

IC chip is activated, it generates the information signals by
switching between 2 output loads (ZL,1, ZL,2). These loads
are selected depending on the modulation scheme, in which
we consider the BASK in this paper. Therefore, we set the
information bits ‘0’ and ‘1’ are generated when the output
load impedances are ZL,1 and ZL,2, respectively. Also, we
consider that the passive tag operates with the minimum
scattering antenna.

B. RFID Tag Load Power Analysis

As we aim to maximize the average load power transfer
to the tag, we first study the key parameters. According
to Kurokawa [19], the power wave reflection coefficient is
defined as the ratio of the reflected power wave to the total
incident power wave. This paper denotes Γi as the power
wave reflection coefficient, for i ∈ {1, 2} represent when
the tag connects to ZL,1 and ZL,2, respectively. The Γi is
given by [19]:

Γi ≜
ZL,i − Z̄A

ZL,i + ZA
, ∀i = {1, 2}, (1)

where ZA = RA + jXA is the antenna impedance, Z̄A is
the conjugate of ZA, and ZL,i = RL,i + jXL,i [19]. The
RL,i and RA are the output load resistance and antenna
resistance, respectively, whereas XL,i and XA are the output
load reactance and antenna reactance. To simplify the design
optimization without the loss of generality, we consider the
normalized load impedance Zn,i ≜ Rn,i+ jXn,i, and given
that [12]:

Rn,i + jXn,i ≜
RL,i

RA
+ j

XL,i +XA

RA
, ∀i = {1, 2}, (2)

where Rn,i is the normalized load resistance and Xn,i is the
normalized load reactance. Therefore, Γi can be expressed
in Zn,i as below:

Γi ≜
Zn,i − 1

Zn,i + 1

=
R2

n,i +X2
n,i − 1 + j2Xn,i
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and Γb,i ≜
2Xn,i
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.

The output load power PL,i delivered to the IC chip is
given by [20]:

PL,i ≜ Pa

(
1− |Γi|2

)

= Pa

(
1− Γ2

a,i − Γ2
b,i

)
, ∀i = {1, 2}, (4)

where Pa ≜ PtGtGr

(
λ

4πd

)2
is the maximum available

power of PL,i [10]. The parameter Pt is the transmit power
of the reader, Gt and Gr are the antenna gain of tag and
reader, respectively, and λ is the wavelength of the RF
carrier.

III. PERFORMANCE METRICS FOR BACKSCATTERING

In [8], [9], the authors elaborated the main factors that
decide the maximum transmission range are load power,
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output load power. Thus, allowing the tag to perform more
on-board tasks and suit more applications. Unlike existing
works considering equal probability for bits ‘0’ and ‘1’
during transmission, we determine the maximum average
load power with unequal information bits probability for
binary ASK (BASK) modulation scheme.

Besides, authors in [7], [11]–[14] have stated different
load selections without finding the optimal value for en-
hancing the tag performance. To the best of our knowledge,
the average load power maximization with optimal load
impedance selection under the BER and energy constraints
has not been investigated yet. This work will act as a bench-
mark whose results can be extended for other modulation
schemes like M-ary ASK and PSK in the future.

The key contribution of this work is three-fold. 1) We
formulated an RFID tag output load power maximization
problem by jointly optimizing the reflection coefficients
while considering the BER and tag sensitivity constraints.
2) We transformed the original 4-variable problem into
a reduced optimization 2-variable convex problem. Then,
we proposed an algorithm to determine the closed-form
expression for the global optimal solution with the Karush-
Kuhn-Tucker (KKT) conditions. 3)Simulation results are
presented to quantify the maximum average load power for
different applications under the varying value of the key
system parameters. Here, we provided the design insight on
the optimal value of the load impedances and verified the
utility of the proposed optimal design by determining the
achievable gain over the benchmark gain.

II. SYSTEM DESCRIPTION

A. System Model and Transmission Protocol

Fig.1 shows a monostatic BackCom system with one
reader and one passive RFID tag separated by distance d
in a free-space transmission medium. As a dedicated power
source, the reader stably broadcasts an unmodulated RF
carrier with constant power Pt to the passive tag in the
downlink. Then, the tag transmits the backscattered signal
to the reader in the uplink. The passive tag comprises a
receiver antenna, matching network (MN), voltage multiplier
(VM), low-pass filter (LPF), and an integrated circuit (IC)
chip1 [18]. When a sinusoidal electromagnetic (EM) wave is
presented, the tags will transfer the power of the EM wave
into DC power and deliver it to power the IC chip. Once the

1In the latest research, the traditional RFID tag integrated with sensing
electronics, transforming it into a sensing and computational platform, has
been studied for IoT applications. The tag with sensing capability is called
computational RFID (CRFID), which has higher power consumption during
operation [1].

IC chip is activated, it generates the information signals by
switching between 2 output loads (ZL,1, ZL,2). These loads
are selected depending on the modulation scheme, in which
we consider the BASK in this paper. Therefore, we set the
information bits ‘0’ and ‘1’ are generated when the output
load impedances are ZL,1 and ZL,2, respectively. Also, we
consider that the passive tag operates with the minimum
scattering antenna.

B. RFID Tag Load Power Analysis

As we aim to maximize the average load power transfer
to the tag, we first study the key parameters. According
to Kurokawa [19], the power wave reflection coefficient is
defined as the ratio of the reflected power wave to the total
incident power wave. This paper denotes Γi as the power
wave reflection coefficient, for i ∈ {1, 2} represent when
the tag connects to ZL,1 and ZL,2, respectively. The Γi is
given by [19]:

Γi ≜
ZL,i − Z̄A

ZL,i + ZA
, ∀i = {1, 2}, (1)

where ZA = RA + jXA is the antenna impedance, Z̄A is
the conjugate of ZA, and ZL,i = RL,i + jXL,i [19]. The
RL,i and RA are the output load resistance and antenna
resistance, respectively, whereas XL,i and XA are the output
load reactance and antenna reactance. To simplify the design
optimization without the loss of generality, we consider the
normalized load impedance Zn,i ≜ Rn,i+ jXn,i, and given
that [12]:

Rn,i + jXn,i ≜
RL,i

RA
+ j

XL,i +XA

RA
, ∀i = {1, 2}, (2)

where Rn,i is the normalized load resistance and Xn,i is the
normalized load reactance. Therefore, Γi can be expressed
in Zn,i as below:
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.

The output load power PL,i delivered to the IC chip is
given by [20]:
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)
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)
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is the maximum available

power of PL,i [10]. The parameter Pt is the transmit power
of the reader, Gt and Gr are the antenna gain of tag and
reader, respectively, and λ is the wavelength of the RF
carrier.
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output load power. Thus, allowing the tag to perform more
on-board tasks and suit more applications. Unlike existing
works considering equal probability for bits ‘0’ and ‘1’
during transmission, we determine the maximum average
load power with unequal information bits probability for
binary ASK (BASK) modulation scheme.

Besides, authors in [7], [11]–[14] have stated different
load selections without finding the optimal value for en-
hancing the tag performance. To the best of our knowledge,
the average load power maximization with optimal load
impedance selection under the BER and energy constraints
has not been investigated yet. This work will act as a bench-
mark whose results can be extended for other modulation
schemes like M-ary ASK and PSK in the future.

The key contribution of this work is three-fold. 1) We
formulated an RFID tag output load power maximization
problem by jointly optimizing the reflection coefficients
while considering the BER and tag sensitivity constraints.
2) We transformed the original 4-variable problem into
a reduced optimization 2-variable convex problem. Then,
we proposed an algorithm to determine the closed-form
expression for the global optimal solution with the Karush-
Kuhn-Tucker (KKT) conditions. 3)Simulation results are
presented to quantify the maximum average load power for
different applications under the varying value of the key
system parameters. Here, we provided the design insight on
the optimal value of the load impedances and verified the
utility of the proposed optimal design by determining the
achievable gain over the benchmark gain.

II. SYSTEM DESCRIPTION

A. System Model and Transmission Protocol

Fig.1 shows a monostatic BackCom system with one
reader and one passive RFID tag separated by distance d
in a free-space transmission medium. As a dedicated power
source, the reader stably broadcasts an unmodulated RF
carrier with constant power Pt to the passive tag in the
downlink. Then, the tag transmits the backscattered signal
to the reader in the uplink. The passive tag comprises a
receiver antenna, matching network (MN), voltage multiplier
(VM), low-pass filter (LPF), and an integrated circuit (IC)
chip1 [18]. When a sinusoidal electromagnetic (EM) wave is
presented, the tags will transfer the power of the EM wave
into DC power and deliver it to power the IC chip. Once the

1In the latest research, the traditional RFID tag integrated with sensing
electronics, transforming it into a sensing and computational platform, has
been studied for IoT applications. The tag with sensing capability is called
computational RFID (CRFID), which has higher power consumption during
operation [1].

IC chip is activated, it generates the information signals by
switching between 2 output loads (ZL,1, ZL,2). These loads
are selected depending on the modulation scheme, in which
we consider the BASK in this paper. Therefore, we set the
information bits ‘0’ and ‘1’ are generated when the output
load impedances are ZL,1 and ZL,2, respectively. Also, we
consider that the passive tag operates with the minimum
scattering antenna.

B. RFID Tag Load Power Analysis

As we aim to maximize the average load power transfer
to the tag, we first study the key parameters. According
to Kurokawa [19], the power wave reflection coefficient is
defined as the ratio of the reflected power wave to the total
incident power wave. This paper denotes Γi as the power
wave reflection coefficient, for i ∈ {1, 2} represent when
the tag connects to ZL,1 and ZL,2, respectively. The Γi is
given by [19]:

Γi ≜
ZL,i − Z̄A

ZL,i + ZA
, ∀i = {1, 2}, (1)

where ZA = RA + jXA is the antenna impedance, Z̄A is
the conjugate of ZA, and ZL,i = RL,i + jXL,i [19]. The
RL,i and RA are the output load resistance and antenna
resistance, respectively, whereas XL,i and XA are the output
load reactance and antenna reactance. To simplify the design
optimization without the loss of generality, we consider the
normalized load impedance Zn,i ≜ Rn,i+ jXn,i, and given
that [12]:

Rn,i + jXn,i ≜
RL,i

RA
+ j

XL,i +XA

RA
, ∀i = {1, 2}, (2)

where Rn,i is the normalized load resistance and Xn,i is the
normalized load reactance. Therefore, Γi can be expressed
in Zn,i as below:
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=
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.

The output load power PL,i delivered to the IC chip is
given by [20]:

PL,i ≜ Pa

(
1− |Γi|2

)

= Pa

(
1− Γ2

a,i − Γ2
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)
, ∀i = {1, 2}, (4)

where Pa ≜ PtGtGr

(
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)2
is the maximum available

power of PL,i [10]. The parameter Pt is the transmit power
of the reader, Gt and Gr are the antenna gain of tag and
reader, respectively, and λ is the wavelength of the RF
carrier.

III. PERFORMANCE METRICS FOR BACKSCATTERING

In [8], [9], the authors elaborated the main factors that
decide the maximum transmission range are load power,
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output load power. Thus, allowing the tag to perform more
on-board tasks and suit more applications. Unlike existing
works considering equal probability for bits ‘0’ and ‘1’
during transmission, we determine the maximum average
load power with unequal information bits probability for
binary ASK (BASK) modulation scheme.

Besides, authors in [7], [11]–[14] have stated different
load selections without finding the optimal value for en-
hancing the tag performance. To the best of our knowledge,
the average load power maximization with optimal load
impedance selection under the BER and energy constraints
has not been investigated yet. This work will act as a bench-
mark whose results can be extended for other modulation
schemes like M-ary ASK and PSK in the future.

The key contribution of this work is three-fold. 1) We
formulated an RFID tag output load power maximization
problem by jointly optimizing the reflection coefficients
while considering the BER and tag sensitivity constraints.
2) We transformed the original 4-variable problem into
a reduced optimization 2-variable convex problem. Then,
we proposed an algorithm to determine the closed-form
expression for the global optimal solution with the Karush-
Kuhn-Tucker (KKT) conditions. 3)Simulation results are
presented to quantify the maximum average load power for
different applications under the varying value of the key
system parameters. Here, we provided the design insight on
the optimal value of the load impedances and verified the
utility of the proposed optimal design by determining the
achievable gain over the benchmark gain.

II. SYSTEM DESCRIPTION

A. System Model and Transmission Protocol

Fig.1 shows a monostatic BackCom system with one
reader and one passive RFID tag separated by distance d
in a free-space transmission medium. As a dedicated power
source, the reader stably broadcasts an unmodulated RF
carrier with constant power Pt to the passive tag in the
downlink. Then, the tag transmits the backscattered signal
to the reader in the uplink. The passive tag comprises a
receiver antenna, matching network (MN), voltage multiplier
(VM), low-pass filter (LPF), and an integrated circuit (IC)
chip1 [18]. When a sinusoidal electromagnetic (EM) wave is
presented, the tags will transfer the power of the EM wave
into DC power and deliver it to power the IC chip. Once the

1In the latest research, the traditional RFID tag integrated with sensing
electronics, transforming it into a sensing and computational platform, has
been studied for IoT applications. The tag with sensing capability is called
computational RFID (CRFID), which has higher power consumption during
operation [1].

IC chip is activated, it generates the information signals by
switching between 2 output loads (ZL,1, ZL,2). These loads
are selected depending on the modulation scheme, in which
we consider the BASK in this paper. Therefore, we set the
information bits ‘0’ and ‘1’ are generated when the output
load impedances are ZL,1 and ZL,2, respectively. Also, we
consider that the passive tag operates with the minimum
scattering antenna.

B. RFID Tag Load Power Analysis

As we aim to maximize the average load power transfer
to the tag, we first study the key parameters. According
to Kurokawa [19], the power wave reflection coefficient is
defined as the ratio of the reflected power wave to the total
incident power wave. This paper denotes Γi as the power
wave reflection coefficient, for i ∈ {1, 2} represent when
the tag connects to ZL,1 and ZL,2, respectively. The Γi is
given by [19]:

Γi ≜
ZL,i − Z̄A

ZL,i + ZA
, ∀i = {1, 2}, (1)

where ZA = RA + jXA is the antenna impedance, Z̄A is
the conjugate of ZA, and ZL,i = RL,i + jXL,i [19]. The
RL,i and RA are the output load resistance and antenna
resistance, respectively, whereas XL,i and XA are the output
load reactance and antenna reactance. To simplify the design
optimization without the loss of generality, we consider the
normalized load impedance Zn,i ≜ Rn,i+ jXn,i, and given
that [12]:

Rn,i + jXn,i ≜
RL,i

RA
+ j

XL,i +XA

RA
, ∀i = {1, 2}, (2)

where Rn,i is the normalized load resistance and Xn,i is the
normalized load reactance. Therefore, Γi can be expressed
in Zn,i as below:

Γi ≜
Zn,i − 1

Zn,i + 1

=
R2

n,i +X2
n,i − 1 + j2Xn,i

(Rn,i + 1)
2
+X2

n,i

= Γa,i + jΓb,i, ∀i = {1, 2}, (3)

where Γa,i ≜
R2

n,i+X2
n,i−1

(Rn,i+1)2+X2
n,i

and Γb,i ≜
2Xn,i

(Rn,i+1)2+X2
n,i

.

The output load power PL,i delivered to the IC chip is
given by [20]:

PL,i ≜ Pa

(
1− |Γi|2

)

= Pa

(
1− Γ2

a,i − Γ2
b,i

)
, ∀i = {1, 2}, (4)

where Pa ≜ PtGtGr

(
λ

4πd

)2
is the maximum available

power of PL,i [10]. The parameter Pt is the transmit power
of the reader, Gt and Gr are the antenna gain of tag and
reader, respectively, and λ is the wavelength of the RF
carrier.

III. PERFORMANCE METRICS FOR BACKSCATTERING

In [8], [9], the authors elaborated the main factors that
decide the maximum transmission range are load power,

1In the latest research, the traditional RFID tag integrated with sensing 
electronics, transforming it into a sensing and computational platform, has been 
studied for IoT applications. The tag with sensing capability is called computational 
RFID (CRFID), which has higher power consumption during operation [1].
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output load power. Thus, allowing the tag to perform more
on-board tasks and suit more applications. Unlike existing
works considering equal probability for bits ‘0’ and ‘1’
during transmission, we determine the maximum average
load power with unequal information bits probability for
binary ASK (BASK) modulation scheme.

Besides, authors in [7], [11]–[14] have stated different
load selections without finding the optimal value for en-
hancing the tag performance. To the best of our knowledge,
the average load power maximization with optimal load
impedance selection under the BER and energy constraints
has not been investigated yet. This work will act as a bench-
mark whose results can be extended for other modulation
schemes like M-ary ASK and PSK in the future.

The key contribution of this work is three-fold. 1) We
formulated an RFID tag output load power maximization
problem by jointly optimizing the reflection coefficients
while considering the BER and tag sensitivity constraints.
2) We transformed the original 4-variable problem into
a reduced optimization 2-variable convex problem. Then,
we proposed an algorithm to determine the closed-form
expression for the global optimal solution with the Karush-
Kuhn-Tucker (KKT) conditions. 3)Simulation results are
presented to quantify the maximum average load power for
different applications under the varying value of the key
system parameters. Here, we provided the design insight on
the optimal value of the load impedances and verified the
utility of the proposed optimal design by determining the
achievable gain over the benchmark gain.

II. SYSTEM DESCRIPTION

A. System Model and Transmission Protocol

Fig.1 shows a monostatic BackCom system with one
reader and one passive RFID tag separated by distance d
in a free-space transmission medium. As a dedicated power
source, the reader stably broadcasts an unmodulated RF
carrier with constant power Pt to the passive tag in the
downlink. Then, the tag transmits the backscattered signal
to the reader in the uplink. The passive tag comprises a
receiver antenna, matching network (MN), voltage multiplier
(VM), low-pass filter (LPF), and an integrated circuit (IC)
chip1 [18]. When a sinusoidal electromagnetic (EM) wave is
presented, the tags will transfer the power of the EM wave
into DC power and deliver it to power the IC chip. Once the

1In the latest research, the traditional RFID tag integrated with sensing
electronics, transforming it into a sensing and computational platform, has
been studied for IoT applications. The tag with sensing capability is called
computational RFID (CRFID), which has higher power consumption during
operation [1].

IC chip is activated, it generates the information signals by
switching between 2 output loads (ZL,1, ZL,2). These loads
are selected depending on the modulation scheme, in which
we consider the BASK in this paper. Therefore, we set the
information bits ‘0’ and ‘1’ are generated when the output
load impedances are ZL,1 and ZL,2, respectively. Also, we
consider that the passive tag operates with the minimum
scattering antenna.

B. RFID Tag Load Power Analysis

As we aim to maximize the average load power transfer
to the tag, we first study the key parameters. According
to Kurokawa [19], the power wave reflection coefficient is
defined as the ratio of the reflected power wave to the total
incident power wave. This paper denotes Γi as the power
wave reflection coefficient, for i ∈ {1, 2} represent when
the tag connects to ZL,1 and ZL,2, respectively. The Γi is
given by [19]:

Γi ≜
ZL,i − Z̄A

ZL,i + ZA
, ∀i = {1, 2}, (1)

where ZA = RA + jXA is the antenna impedance, Z̄A is
the conjugate of ZA, and ZL,i = RL,i + jXL,i [19]. The
RL,i and RA are the output load resistance and antenna
resistance, respectively, whereas XL,i and XA are the output
load reactance and antenna reactance. To simplify the design
optimization without the loss of generality, we consider the
normalized load impedance Zn,i ≜ Rn,i+ jXn,i, and given
that [12]:

Rn,i + jXn,i ≜
RL,i

RA
+ j

XL,i +XA

RA
, ∀i = {1, 2}, (2)

where Rn,i is the normalized load resistance and Xn,i is the
normalized load reactance. Therefore, Γi can be expressed
in Zn,i as below:

Γi ≜
Zn,i − 1

Zn,i + 1

=
R2

n,i +X2
n,i − 1 + j2Xn,i

(Rn,i + 1)
2
+X2

n,i

= Γa,i + jΓb,i, ∀i = {1, 2}, (3)

where Γa,i ≜
R2

n,i+X2
n,i−1

(Rn,i+1)2+X2
n,i

and Γb,i ≜
2Xn,i

(Rn,i+1)2+X2
n,i

.

The output load power PL,i delivered to the IC chip is
given by [20]:

PL,i ≜ Pa

(
1− |Γi|2

)

= Pa

(
1− Γ2

a,i − Γ2
b,i

)
, ∀i = {1, 2}, (4)

where Pa ≜ PtGtGr

(
λ

4πd

)2
is the maximum available

power of PL,i [10]. The parameter Pt is the transmit power
of the reader, Gt and Gr are the antenna gain of tag and
reader, respectively, and λ is the wavelength of the RF
carrier.

III. PERFORMANCE METRICS FOR BACKSCATTERING

In [8], [9], the authors elaborated the main factors that
decide the maximum transmission range are load power,
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backscattered power, and BER. This paper considers the
tag power sensitivity and the BER minimum requirement
as the operation constraints to determine the optimal load
impedances and the maximum average load power.

A. Tag Power Sensitivity

In the BackCom system, the tag remains in sleep mode
and is only activated when enough power and a minimum
threshold voltage are provided. Therefore, PL,i must be
greater than the minimum load power threshold PL,min,
which is the sustainability requirement of the BackCom
system. When PL,i < PL,min, the tag is not activated, and
no information will be generated.

B. Bit Error Rate

The second factor that limits the tag performance is the
BER, which is defined as the number of bits misidentified
by the reader over the total number of transmitted bits at
a given time interval [21]. The probability Pe is the ratio
of bits in error to the total number of bits, which can be
determined by the following equation [22]:

Pe =
1

2
erfc

(
|V1 − V2|
4
√
2 · σ

)

=
1

2
erfc

(
|V0| ·m
2
√
2 · σ

)
, (5)

where Vi is the voltage applied to the reader’s output load
when the tag is connected to ZL,i, and Vi = V0 is when the
tag is operated in perfectly matched condition

(
ZL,i = Z̄A

)
.

The inevitable additive white Gaussian noise nr is assumed
to have zero mean with E{|nr|2} ≜ σ2.The modulation in-
dex m (0 ≤ m ≤ 1) is the characteristic difference between
the backscattered signal bits ‘0’ and ‘1’, and is defined as
below [22]:

m ≜
|Γ1 − Γ2|

2

=

√
(Γa,1 − Γa,2)

2
+ (Γb,1 − Γb,2)

2

2
, (6)

We set ν ≜ |V0|·m
2
√
2·σ , and the complementary error function

erfc (ν) = 1−erf (ν). Given that erf (ν) is the error function,
this implies the higher the m, the lower the BER.

IV. PROBLEM DEFINITION

A. Optimization Formulation

When the tag is activated, it generates signal information
with bits ‘0’ and ‘1’. We denote p1 and p2 (0 ≤ p1, p2 ≤ 1)
as the occurrence probability of bits ‘0’ and ‘1’, respectively,
with p1+p2 = 1. In general, it is not necessary that the bits
‘0’ and ‘1’ have the same occurrence probability. Therefore,
we consider p1 and p2 as application dependent constants,
and the average load power PL,avg is given by:

PL,avg ≜ p1PL,1 + (1− p1)PL,2, (7)

Given the average load power PL,avg as a function of
Γi, we are interested in determining the optimal reflection
coefficient to maximize PL,avg, subjecting to the following

constraints. Constraint C1 defines the domain of the power
reflection coefficient |Γi| ≤ 1, whereas C2 and C3 include
the boundary conditions for Γa,i and Γb,i, respectively. To
meet the minimum BER requirement, the passive tag must
operate with a threshold mth for the modulation index m
as in constraint C4. Furthermore, constraint C5 refers to
the minimum load power threshold PL,min that must be
achieved at each state. Incorporating these constraints, we
maximize the average load power PL,avg, and the corre-
sponding optimization problem (P1) can be defined as:

(P1) :max
Γ

PL,avg

subject to C1 :Γ2
a,i + Γ2

b,i ≤ 1, ∀i = {1, 2},
C2 :Γa,i ∈ [−1, 1] , ∀i = {1, 2},
C3 :Γb,i ∈ [−1, 1] , ∀i = {1, 2},

C4 :

√
(Γa,1 − Γa,2)

2
+ (Γb,1 − Γb,2)

2

2
≥ mth,

C5 :Pa

(
1− Γ2

a,i − Γ2
b,i

)
≥ PL,min, ∀i = {1, 2}.

where Γ ≜ [Γa,1,Γa,2,Γb,1,Γb,2].

Remark 1 The IC chip will consume the power PL,min

to generate the information signal, whereas the remaining
power is delivered to a storage system. The total stored
energy Est = (PL,avg − PL,min)T over the operation
period T is then used for the on-board task during the
non-interrogating period. Therefore, the allowable on-board
tasks depend on PL,avg.

The problem (P1) is a 4-variable optimization problem,
which is then reduced to a 2-variable problem with the
following Lemmas.

Lemma 1 The average load power is maximized when
either Γa,i = 0 or Γb,i = 0.

Proof First, we set Γb,i as a constant and we found that
∂2PL,i

∂Γ2
a,i

= −2Pa, which implies PL,i is a concave function in
Γa,i. Therefore, for a given Γb,i, the maximum load power as
obtained by solving ∂PL,i

∂Γa,i
= 0 is Γa,i = 0. Likewise, we set

Γa,i as a constant and we found that ∂2PL,i

∂Γ2
b,i

= −2Pa, which
implies PL,i is also a concave function in Γb,i. Similarly,
for a given Γa,i, the maximum load power as obtained by
solving ∂PL,i

∂Γb,i
= 0 is Γb,i = 0. Hence, we proved Lemma 1.

Lemma 2 To ensure better receiver sensitivity at the reader
while maximizing the average load power, we have to set
Γb,i = 0 as compared to Γa,i = 0.

Proof Refer to Appendix A for the proof of Lemma 2.

The following remark explains the practical use of Lemma
2 in the tag design.

Remark 2 Since our BackCom system considers ASK mod-
ulation, the backscattered signal of the passive tag is de-
signed to satisfy the phase-equality condition. Accordance
to Lemma 2, we set Xn,i = 0, and Rn,i =

1+Γa,i

1−Γa,i
. The

normalized load impedance plays a key parameter in the
backscatter tag design [20].
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backscattered power, and BER. This paper considers the
tag power sensitivity and the BER minimum requirement
as the operation constraints to determine the optimal load
impedances and the maximum average load power.

A. Tag Power Sensitivity

In the BackCom system, the tag remains in sleep mode
and is only activated when enough power and a minimum
threshold voltage are provided. Therefore, PL,i must be
greater than the minimum load power threshold PL,min,
which is the sustainability requirement of the BackCom
system. When PL,i < PL,min, the tag is not activated, and
no information will be generated.

B. Bit Error Rate

The second factor that limits the tag performance is the
BER, which is defined as the number of bits misidentified
by the reader over the total number of transmitted bits at
a given time interval [21]. The probability Pe is the ratio
of bits in error to the total number of bits, which can be
determined by the following equation [22]:
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where Vi is the voltage applied to the reader’s output load
when the tag is connected to ZL,i, and Vi = V0 is when the
tag is operated in perfectly matched condition

(
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)
.

The inevitable additive white Gaussian noise nr is assumed
to have zero mean with E{|nr|2} ≜ σ2.The modulation in-
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A. Optimization Formulation

When the tag is activated, it generates signal information
with bits ‘0’ and ‘1’. We denote p1 and p2 (0 ≤ p1, p2 ≤ 1)
as the occurrence probability of bits ‘0’ and ‘1’, respectively,
with p1+p2 = 1. In general, it is not necessary that the bits
‘0’ and ‘1’ have the same occurrence probability. Therefore,
we consider p1 and p2 as application dependent constants,
and the average load power PL,avg is given by:

PL,avg ≜ p1PL,1 + (1− p1)PL,2, (7)

Given the average load power PL,avg as a function of
Γi, we are interested in determining the optimal reflection
coefficient to maximize PL,avg, subjecting to the following

constraints. Constraint C1 defines the domain of the power
reflection coefficient |Γi| ≤ 1, whereas C2 and C3 include
the boundary conditions for Γa,i and Γb,i, respectively. To
meet the minimum BER requirement, the passive tag must
operate with a threshold mth for the modulation index m
as in constraint C4. Furthermore, constraint C5 refers to
the minimum load power threshold PL,min that must be
achieved at each state. Incorporating these constraints, we
maximize the average load power PL,avg, and the corre-
sponding optimization problem (P1) can be defined as:

(P1) :max
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subject to C1 :Γ2
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where Γ ≜ [Γa,1,Γa,2,Γb,1,Γb,2].

Remark 1 The IC chip will consume the power PL,min

to generate the information signal, whereas the remaining
power is delivered to a storage system. The total stored
energy Est = (PL,avg − PL,min)T over the operation
period T is then used for the on-board task during the
non-interrogating period. Therefore, the allowable on-board
tasks depend on PL,avg.

The problem (P1) is a 4-variable optimization problem,
which is then reduced to a 2-variable problem with the
following Lemmas.

Lemma 1 The average load power is maximized when
either Γa,i = 0 or Γb,i = 0.

Proof First, we set Γb,i as a constant and we found that
∂2PL,i

∂Γ2
a,i

= −2Pa, which implies PL,i is a concave function in
Γa,i. Therefore, for a given Γb,i, the maximum load power as
obtained by solving ∂PL,i

∂Γa,i
= 0 is Γa,i = 0. Likewise, we set

Γa,i as a constant and we found that ∂2PL,i

∂Γ2
b,i

= −2Pa, which
implies PL,i is also a concave function in Γb,i. Similarly,
for a given Γa,i, the maximum load power as obtained by
solving ∂PL,i

∂Γb,i
= 0 is Γb,i = 0. Hence, we proved Lemma 1.

Lemma 2 To ensure better receiver sensitivity at the reader
while maximizing the average load power, we have to set
Γb,i = 0 as compared to Γa,i = 0.

Proof Refer to Appendix A for the proof of Lemma 2.

The following remark explains the practical use of Lemma
2 in the tag design.

Remark 2 Since our BackCom system considers ASK mod-
ulation, the backscattered signal of the passive tag is de-
signed to satisfy the phase-equality condition. Accordance
to Lemma 2, we set Xn,i = 0, and Rn,i =

1+Γa,i

1−Γa,i
. The

normalized load impedance plays a key parameter in the
backscatter tag design [20].
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backscattered power, and BER. This paper considers the
tag power sensitivity and the BER minimum requirement
as the operation constraints to determine the optimal load
impedances and the maximum average load power.

A. Tag Power Sensitivity

In the BackCom system, the tag remains in sleep mode
and is only activated when enough power and a minimum
threshold voltage are provided. Therefore, PL,i must be
greater than the minimum load power threshold PL,min,
which is the sustainability requirement of the BackCom
system. When PL,i < PL,min, the tag is not activated, and
no information will be generated.

B. Bit Error Rate

The second factor that limits the tag performance is the
BER, which is defined as the number of bits misidentified
by the reader over the total number of transmitted bits at
a given time interval [21]. The probability Pe is the ratio
of bits in error to the total number of bits, which can be
determined by the following equation [22]:
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PL,avg ≜ p1PL,1 + (1− p1)PL,2, (7)

Given the average load power PL,avg as a function of
Γi, we are interested in determining the optimal reflection
coefficient to maximize PL,avg, subjecting to the following

constraints. Constraint C1 defines the domain of the power
reflection coefficient |Γi| ≤ 1, whereas C2 and C3 include
the boundary conditions for Γa,i and Γb,i, respectively. To
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operate with a threshold mth for the modulation index m
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(P1) :max
Γ

PL,avg

subject to C1 :Γ2
a,i + Γ2

b,i ≤ 1, ∀i = {1, 2},
C2 :Γa,i ∈ [−1, 1] , ∀i = {1, 2},
C3 :Γb,i ∈ [−1, 1] , ∀i = {1, 2},

C4 :

√
(Γa,1 − Γa,2)

2
+ (Γb,1 − Γb,2)

2

2
≥ mth,

C5 :Pa

(
1− Γ2

a,i − Γ2
b,i

)
≥ PL,min, ∀i = {1, 2}.
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Remark 1 The IC chip will consume the power PL,min

to generate the information signal, whereas the remaining
power is delivered to a storage system. The total stored
energy Est = (PL,avg − PL,min)T over the operation
period T is then used for the on-board task during the
non-interrogating period. Therefore, the allowable on-board
tasks depend on PL,avg.

The problem (P1) is a 4-variable optimization problem,
which is then reduced to a 2-variable problem with the
following Lemmas.

Lemma 1 The average load power is maximized when
either Γa,i = 0 or Γb,i = 0.

Proof First, we set Γb,i as a constant and we found that
∂2PL,i
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= −2Pa, which implies PL,i is a concave function in
Γa,i. Therefore, for a given Γb,i, the maximum load power as
obtained by solving ∂PL,i
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= 0 is Γa,i = 0. Likewise, we set

Γa,i as a constant and we found that ∂2PL,i
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= −2Pa, which
implies PL,i is also a concave function in Γb,i. Similarly,
for a given Γa,i, the maximum load power as obtained by
solving ∂PL,i

∂Γb,i
= 0 is Γb,i = 0. Hence, we proved Lemma 1.

Lemma 2 To ensure better receiver sensitivity at the reader
while maximizing the average load power, we have to set
Γb,i = 0 as compared to Γa,i = 0.

Proof Refer to Appendix A for the proof of Lemma 2.

The following remark explains the practical use of Lemma
2 in the tag design.

Remark 2 Since our BackCom system considers ASK mod-
ulation, the backscattered signal of the passive tag is de-
signed to satisfy the phase-equality condition. Accordance
to Lemma 2, we set Xn,i = 0, and Rn,i =
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. The

normalized load impedance plays a key parameter in the
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period T is then used for the on-board task during the
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tasks depend on PL,avg.
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following Lemmas.
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Using Lemma 2, and assuming Γa,1 ≥ Γa,2 without
any loss of generality, we can reformulate the optimization
problem (P1) into (P2) as defined below:

(P2) : max
Γa,1,Γa,2

PL,avg

subject to C2,

C6 :
Γa,1 − Γa,2

2
≥ mth,

C7 : Pa

(
1− Γ2

a,i

)
≥ PL,min, ∀i = 1, 2.

V. PROPOSED SOLUTION METHODOLOGY

A. Problem Feasibility and Convexity

Before solving problem (P2), we discuss its feasibility
condition with Lemma 3.

Lemma 3 If problem (P2) is feasible, mth ≤
√
1− PL,min

Pa

is always true.

Proof Refer to Appendix B for the proof of Lemma 3.

Next, we discuss the convexity of problem (P2) with
Lemma 4.

Lemma 4 The problem (P2) is a convex problem.

Proof Refer to Appendix C for the proof of Lemma 4.

B. Implementation Detail

We denote the maximum average load power for prob-
lem (P2) as P ∗

L,avg, and the underlying optimal solution

as Γ∗ =
[
Γ∗
a,1,Γ

∗
a,2,Γ

∗
b,1 = 0,Γ∗

b,2 = 0
]
. Since (P2) is

a convex problem, we can claim that the Karush-Kuhn-
Tucker (KKT) point gives the global optimal solution. The
Lagrangian of (P2) is:

L = −p1Pa

(
1− Γ2

a,1

)
− (1− p1)Pa

(
1− Γ2

a,2

)

+ λ1

(
mth − Γa,1 − Γa,2

2

)
+ λ2

(
Γ2
a,1 − 1 +

PL,min

Pa

)

+ λ3

(
Γ2
a,2 − 1 +

PL,min

Pa

)
, (8)

where λ1 represents the Lagrange multipliers associated with
C6, and λ2, λ3 correspond to C7 for i ∈ {1, 2}, respectively.
The KKT point can be found by solving the following
equations.

∂L
∂Γa,1

= 2p1PaΓa,1 −
1

2
λ1 + 2λ2Γa,1 = 0, (9)

∂L
∂Γa,2

= 2 (1− p1)PaΓa,2 +
1

2
λ1 + 2λ3Γa,2 = 0, (10)

λ1

(
mth − Γa,1 − Γa,2

2

)
= 0, (11)

λ2

(
Γ2
a,1 − 1 +

PL,min

Pa

)
= 0, (12)

λ3

(
Γ2
a,2 − 1 +

PL,min

Pa

)
= 0. (13)

where (9) and (10) are the sub-gradient conditions, and
(11),(12),(13) are the complementary slackness conditions.

While solving (9) − (13), we obtain Γ∗ in terms of the
constant parameters, and thereby determine P ∗

L,avg. Subse-
quently, we discuss the method to determine the KKT point
in Lemma 5.

Lemma 5 We can obtain the global optimal solution Γ∗ by
considering 3 cases, which are case (a) : λ1 ̸= 0, λ2 =
λ3 = 0, case (b) : λ1, λ2 ̸= 0, λ3 = 0, and case (c) :
λ1, λ3 ̸= 0, λ2 = 0.

Proof Since the objective function is decreasing with Γa,1

and Γa,2, the optimal solution without the constraints will
have Γa,1 = Γa,2 = 0. However, constraint C6 requires
a minimum separation between Γa,1 and Γa,2. Therefore
constraint C6 is satisfied at equality, which implies λ1 is
always positive. It is noticed that λ2 and λ3 simultaneously
greater than zero only when mth =

√
1− PL,min

Pa
, which

will obtain the same Γ∗ at λ2 ̸= 0. Therefore, the optimal
solution is given by either or both λ2 and λ3 are zero, while
λ1 > 0.

Using Lemma 5, we proposed an algorithm to solve prob-
lem (P2) and determine Γ∗ and P ∗

L,avg. We first consider
case (a) and obtain the optimal solution by assuming it
satisfied the boundary condition, denoted as Γ

(a)
a,i . Since λ2

is associated with constraint C7, and Γa,1 ≥ Γa,2, the
upper boundary condition will always satisfied when we
set λ2 > 0. Similarly, the lower boundary condition will
always be satisfied when we set λ3 > 0. Therefore, the
global optimal solution is obtained from case (b) when Γ

(a)
a,1

is greater than the upper bound, and case (c) when Γ
(a)
a,2 is

smaller than the lower bound. We summarize the problem
(P2) solving steps in Algorithm 1.

Algorithm 1 Optimal reflection coefficient design to maxi-
mize PL,avg.
Input: p1, mth, PL,min and Pa

Output: Γ∗
a,1, Γ∗

a,2, P
∗
L,avg

Set λ1 ̸= 0, λ2 = λ3 = 0,

Γ
(a)
a,1 = 2 (1− p1)mth, Γ(a)

a,2 = −2p1mth

if Γ(a)
a,1 >

√
1− PL,min

Pa
then

Set λ1, λ2 ̸= 0, λ3 = 0,

Γ∗
a,1 =

√
1− PL,min

Pa
, Γ∗

a,2 =
√
1− PL,min

Pa
− 2mth

else if Γ(a)
a,2 < −

√
1− PL,min

Pa
then

Set λ1, λ3 ̸= 0, λ2 = 0,

Γ∗
a,1 = −

√
1− PL,min

Pa
+ 2mth, Γ∗

a,2 = −
√
1− PL,min

Pa

else
Γ∗
a,1 = Γ

(a)
a,1,Γ

∗
a,2 = Γ

(a)
a,2

end

P ∗
L,avg = p1Pa

(
1−

(
Γ∗
a,1

)2)
+(1− p1)Pa

(
1−

(
Γ∗
a,2

)2)

Algorithm 1 requires the system parameters p1, mth,
PL,min and Pa as the input. After that, it generates decision
making process subjected to the conditions derived from
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backscattered power, and BER. This paper considers the
tag power sensitivity and the BER minimum requirement
as the operation constraints to determine the optimal load
impedances and the maximum average load power.
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B. Bit Error Rate
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BER, which is defined as the number of bits misidentified
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of bits in error to the total number of bits, which can be
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Next, we discuss the convexity of problem (P2) with
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as Γ∗ =
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∗
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case (a) and obtain the optimal solution by assuming it
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global optimal solution is obtained from case (b) when Γ

(a)
a,1

is greater than the upper bound, and case (c) when Γ
(a)
a,2 is
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lem (P2) and determine Γ∗ and P ∗

L,avg. We first consider
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is associated with constraint C7, and Γa,1 ≥ Γa,2, the
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always be satisfied when we set λ3 > 0. Therefore, the
global optimal solution is obtained from case (b) when Γ
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is greater than the upper bound, and case (c) when Γ
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a,2 is

smaller than the lower bound. We summarize the problem
(P2) solving steps in Algorithm 1.
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L,avg. We first consider
case (a) and obtain the optimal solution by assuming it
satisfied the boundary condition, denoted as Γ

(a)
a,i . Since λ2

is associated with constraint C7, and Γa,1 ≥ Γa,2, the
upper boundary condition will always satisfied when we
set λ2 > 0. Similarly, the lower boundary condition will
always be satisfied when we set λ3 > 0. Therefore, the
global optimal solution is obtained from case (b) when Γ

(a)
a,1

is greater than the upper bound, and case (c) when Γ
(a)
a,2 is

smaller than the lower bound. We summarize the problem
(P2) solving steps in Algorithm 1.

Algorithm 1 Optimal reflection coefficient design to maxi-
mize PL,avg.
Input: p1, mth, PL,min and Pa

Output: Γ∗
a,1, Γ∗

a,2, P
∗
L,avg

Set λ1 ̸= 0, λ2 = λ3 = 0,

Γ
(a)
a,1 = 2 (1− p1)mth, Γ(a)

a,2 = −2p1mth

if Γ(a)
a,1 >

√
1− PL,min

Pa
then

Set λ1, λ2 ̸= 0, λ3 = 0,

Γ∗
a,1 =

√
1− PL,min

Pa
, Γ∗

a,2 =
√
1− PL,min

Pa
− 2mth

else if Γ(a)
a,2 < −

√
1− PL,min

Pa
then

Set λ1, λ3 ̸= 0, λ2 = 0,

Γ∗
a,1 = −

√
1− PL,min

Pa
+ 2mth, Γ∗

a,2 = −
√
1− PL,min

Pa

else
Γ∗
a,1 = Γ

(a)
a,1,Γ

∗
a,2 = Γ

(a)
a,2

end

P ∗
L,avg = p1Pa

(
1−

(
Γ∗
a,1

)2)
+(1− p1)Pa

(
1−

(
Γ∗
a,2

)2)

Algorithm 1 requires the system parameters p1, mth,
PL,min and Pa as the input. After that, it generates decision
making process subjected to the conditions derived from
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backscattered power, and BER. This paper considers the
tag power sensitivity and the BER minimum requirement
as the operation constraints to determine the optimal load
impedances and the maximum average load power.

A. Tag Power Sensitivity

In the BackCom system, the tag remains in sleep mode
and is only activated when enough power and a minimum
threshold voltage are provided. Therefore, PL,i must be
greater than the minimum load power threshold PL,min,
which is the sustainability requirement of the BackCom
system. When PL,i < PL,min, the tag is not activated, and
no information will be generated.

B. Bit Error Rate

The second factor that limits the tag performance is the
BER, which is defined as the number of bits misidentified
by the reader over the total number of transmitted bits at
a given time interval [21]. The probability Pe is the ratio
of bits in error to the total number of bits, which can be
determined by the following equation [22]:

Pe =
1

2
erfc

(
|V1 − V2|
4
√
2 · σ

)

=
1

2
erfc

(
|V0| ·m
2
√
2 · σ

)
, (5)

where Vi is the voltage applied to the reader’s output load
when the tag is connected to ZL,i, and Vi = V0 is when the
tag is operated in perfectly matched condition

(
ZL,i = Z̄A

)
.

The inevitable additive white Gaussian noise nr is assumed
to have zero mean with E{|nr|2} ≜ σ2.The modulation in-
dex m (0 ≤ m ≤ 1) is the characteristic difference between
the backscattered signal bits ‘0’ and ‘1’, and is defined as
below [22]:

m ≜
|Γ1 − Γ2|

2

=

√
(Γa,1 − Γa,2)

2
+ (Γb,1 − Γb,2)

2

2
, (6)

We set ν ≜ |V0|·m
2
√
2·σ , and the complementary error function

erfc (ν) = 1−erf (ν). Given that erf (ν) is the error function,
this implies the higher the m, the lower the BER.

IV. PROBLEM DEFINITION

A. Optimization Formulation

When the tag is activated, it generates signal information
with bits ‘0’ and ‘1’. We denote p1 and p2 (0 ≤ p1, p2 ≤ 1)
as the occurrence probability of bits ‘0’ and ‘1’, respectively,
with p1+p2 = 1. In general, it is not necessary that the bits
‘0’ and ‘1’ have the same occurrence probability. Therefore,
we consider p1 and p2 as application dependent constants,
and the average load power PL,avg is given by:

PL,avg ≜ p1PL,1 + (1− p1)PL,2, (7)

Given the average load power PL,avg as a function of
Γi, we are interested in determining the optimal reflection
coefficient to maximize PL,avg, subjecting to the following

constraints. Constraint C1 defines the domain of the power
reflection coefficient |Γi| ≤ 1, whereas C2 and C3 include
the boundary conditions for Γa,i and Γb,i, respectively. To
meet the minimum BER requirement, the passive tag must
operate with a threshold mth for the modulation index m
as in constraint C4. Furthermore, constraint C5 refers to
the minimum load power threshold PL,min that must be
achieved at each state. Incorporating these constraints, we
maximize the average load power PL,avg, and the corre-
sponding optimization problem (P1) can be defined as:

(P1) :max
Γ

PL,avg

subject to C1 :Γ2
a,i + Γ2

b,i ≤ 1, ∀i = {1, 2},
C2 :Γa,i ∈ [−1, 1] , ∀i = {1, 2},
C3 :Γb,i ∈ [−1, 1] , ∀i = {1, 2},

C4 :

√
(Γa,1 − Γa,2)

2
+ (Γb,1 − Γb,2)

2

2
≥ mth,

C5 :Pa

(
1− Γ2

a,i − Γ2
b,i

)
≥ PL,min, ∀i = {1, 2}.

where Γ ≜ [Γa,1,Γa,2,Γb,1,Γb,2].

Remark 1 The IC chip will consume the power PL,min

to generate the information signal, whereas the remaining
power is delivered to a storage system. The total stored
energy Est = (PL,avg − PL,min)T over the operation
period T is then used for the on-board task during the
non-interrogating period. Therefore, the allowable on-board
tasks depend on PL,avg.

The problem (P1) is a 4-variable optimization problem,
which is then reduced to a 2-variable problem with the
following Lemmas.

Lemma 1 The average load power is maximized when
either Γa,i = 0 or Γb,i = 0.

Proof First, we set Γb,i as a constant and we found that
∂2PL,i

∂Γ2
a,i

= −2Pa, which implies PL,i is a concave function in
Γa,i. Therefore, for a given Γb,i, the maximum load power as
obtained by solving ∂PL,i

∂Γa,i
= 0 is Γa,i = 0. Likewise, we set

Γa,i as a constant and we found that ∂2PL,i

∂Γ2
b,i

= −2Pa, which
implies PL,i is also a concave function in Γb,i. Similarly,
for a given Γa,i, the maximum load power as obtained by
solving ∂PL,i

∂Γb,i
= 0 is Γb,i = 0. Hence, we proved Lemma 1.

Lemma 2 To ensure better receiver sensitivity at the reader
while maximizing the average load power, we have to set
Γb,i = 0 as compared to Γa,i = 0.

Proof Refer to Appendix A for the proof of Lemma 2.

The following remark explains the practical use of Lemma
2 in the tag design.

Remark 2 Since our BackCom system considers ASK mod-
ulation, the backscattered signal of the passive tag is de-
signed to satisfy the phase-equality condition. Accordance
to Lemma 2, we set Xn,i = 0, and Rn,i =

1+Γa,i

1−Γa,i
. The

normalized load impedance plays a key parameter in the
backscatter tag design [20].
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Using Lemma 2, and assuming Γa,1 ≥ Γa,2 without
any loss of generality, we can reformulate the optimization
problem (P1) into (P2) as defined below:

(P2) : max
Γa,1,Γa,2

PL,avg

subject to C2,

C6 :
Γa,1 − Γa,2

2
≥ mth,

C7 : Pa

(
1− Γ2

a,i

)
≥ PL,min, ∀i = 1, 2.

V. PROPOSED SOLUTION METHODOLOGY

A. Problem Feasibility and Convexity

Before solving problem (P2), we discuss its feasibility
condition with Lemma 3.

Lemma 3 If problem (P2) is feasible, mth ≤
√
1− PL,min

Pa

is always true.

Proof Refer to Appendix B for the proof of Lemma 3.

Next, we discuss the convexity of problem (P2) with
Lemma 4.

Lemma 4 The problem (P2) is a convex problem.

Proof Refer to Appendix C for the proof of Lemma 4.

B. Implementation Detail

We denote the maximum average load power for prob-
lem (P2) as P ∗

L,avg, and the underlying optimal solution

as Γ∗ =
[
Γ∗
a,1,Γ

∗
a,2,Γ

∗
b,1 = 0,Γ∗

b,2 = 0
]
. Since (P2) is

a convex problem, we can claim that the Karush-Kuhn-
Tucker (KKT) point gives the global optimal solution. The
Lagrangian of (P2) is:

L = −p1Pa

(
1− Γ2

a,1

)
− (1− p1)Pa

(
1− Γ2

a,2

)

+ λ1

(
mth − Γa,1 − Γa,2

2

)
+ λ2

(
Γ2
a,1 − 1 +

PL,min

Pa

)

+ λ3

(
Γ2
a,2 − 1 +

PL,min

Pa

)
, (8)

where λ1 represents the Lagrange multipliers associated with
C6, and λ2, λ3 correspond to C7 for i ∈ {1, 2}, respectively.
The KKT point can be found by solving the following
equations.

∂L
∂Γa,1

= 2p1PaΓa,1 −
1

2
λ1 + 2λ2Γa,1 = 0, (9)

∂L
∂Γa,2

= 2 (1− p1)PaΓa,2 +
1

2
λ1 + 2λ3Γa,2 = 0, (10)

λ1

(
mth − Γa,1 − Γa,2

2

)
= 0, (11)

λ2

(
Γ2
a,1 − 1 +

PL,min

Pa

)
= 0, (12)

λ3

(
Γ2
a,2 − 1 +

PL,min

Pa

)
= 0. (13)

where (9) and (10) are the sub-gradient conditions, and
(11),(12),(13) are the complementary slackness conditions.

While solving (9) − (13), we obtain Γ∗ in terms of the
constant parameters, and thereby determine P ∗

L,avg. Subse-
quently, we discuss the method to determine the KKT point
in Lemma 5.

Lemma 5 We can obtain the global optimal solution Γ∗ by
considering 3 cases, which are case (a) : λ1 ̸= 0, λ2 =
λ3 = 0, case (b) : λ1, λ2 ̸= 0, λ3 = 0, and case (c) :
λ1, λ3 ̸= 0, λ2 = 0.

Proof Since the objective function is decreasing with Γa,1

and Γa,2, the optimal solution without the constraints will
have Γa,1 = Γa,2 = 0. However, constraint C6 requires
a minimum separation between Γa,1 and Γa,2. Therefore
constraint C6 is satisfied at equality, which implies λ1 is
always positive. It is noticed that λ2 and λ3 simultaneously
greater than zero only when mth =

√
1− PL,min

Pa
, which

will obtain the same Γ∗ at λ2 ̸= 0. Therefore, the optimal
solution is given by either or both λ2 and λ3 are zero, while
λ1 > 0.

Using Lemma 5, we proposed an algorithm to solve prob-
lem (P2) and determine Γ∗ and P ∗

L,avg. We first consider
case (a) and obtain the optimal solution by assuming it
satisfied the boundary condition, denoted as Γ

(a)
a,i . Since λ2

is associated with constraint C7, and Γa,1 ≥ Γa,2, the
upper boundary condition will always satisfied when we
set λ2 > 0. Similarly, the lower boundary condition will
always be satisfied when we set λ3 > 0. Therefore, the
global optimal solution is obtained from case (b) when Γ

(a)
a,1

is greater than the upper bound, and case (c) when Γ
(a)
a,2 is

smaller than the lower bound. We summarize the problem
(P2) solving steps in Algorithm 1.

Algorithm 1 Optimal reflection coefficient design to maxi-
mize PL,avg.
Input: p1, mth, PL,min and Pa

Output: Γ∗
a,1, Γ∗

a,2, P
∗
L,avg

Set λ1 ̸= 0, λ2 = λ3 = 0,

Γ
(a)
a,1 = 2 (1− p1)mth, Γ(a)

a,2 = −2p1mth

if Γ(a)
a,1 >

√
1− PL,min

Pa
then

Set λ1, λ2 ̸= 0, λ3 = 0,

Γ∗
a,1 =

√
1− PL,min

Pa
, Γ∗

a,2 =
√
1− PL,min

Pa
− 2mth

else if Γ(a)
a,2 < −

√
1− PL,min

Pa
then

Set λ1, λ3 ̸= 0, λ2 = 0,

Γ∗
a,1 = −

√
1− PL,min

Pa
+ 2mth, Γ∗

a,2 = −
√
1− PL,min

Pa

else
Γ∗
a,1 = Γ

(a)
a,1,Γ

∗
a,2 = Γ

(a)
a,2

end

P ∗
L,avg = p1Pa

(
1−

(
Γ∗
a,1

)2)
+(1− p1)Pa

(
1−

(
Γ∗
a,2

)2)

Algorithm 1 requires the system parameters p1, mth,
PL,min and Pa as the input. After that, it generates decision
making process subjected to the conditions derived from
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Before solving problem (P2), we discuss its feasibility
condition with Lemma 3.
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where λ1 represents the Lagrange multipliers associated with
C6, and λ2, λ3 correspond to C7 for i ∈ {1, 2}, respectively.
The KKT point can be found by solving the following
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where (9) and (10) are the sub-gradient conditions, and
(11),(12),(13) are the complementary slackness conditions.

While solving (9) − (13), we obtain Γ∗ in terms of the
constant parameters, and thereby determine P ∗

L,avg. Subse-
quently, we discuss the method to determine the KKT point
in Lemma 5.

Lemma 5 We can obtain the global optimal solution Γ∗ by
considering 3 cases, which are case (a) : λ1 ̸= 0, λ2 =
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Proof Since the objective function is decreasing with Γa,1

and Γa,2, the optimal solution without the constraints will
have Γa,1 = Γa,2 = 0. However, constraint C6 requires
a minimum separation between Γa,1 and Γa,2. Therefore
constraint C6 is satisfied at equality, which implies λ1 is
always positive. It is noticed that λ2 and λ3 simultaneously
greater than zero only when mth =

√
1− PL,min

Pa
, which

will obtain the same Γ∗ at λ2 ̸= 0. Therefore, the optimal
solution is given by either or both λ2 and λ3 are zero, while
λ1 > 0.

Using Lemma 5, we proposed an algorithm to solve prob-
lem (P2) and determine Γ∗ and P ∗

L,avg. We first consider
case (a) and obtain the optimal solution by assuming it
satisfied the boundary condition, denoted as Γ

(a)
a,i . Since λ2

is associated with constraint C7, and Γa,1 ≥ Γa,2, the
upper boundary condition will always satisfied when we
set λ2 > 0. Similarly, the lower boundary condition will
always be satisfied when we set λ3 > 0. Therefore, the
global optimal solution is obtained from case (b) when Γ

(a)
a,1

is greater than the upper bound, and case (c) when Γ
(a)
a,2 is

smaller than the lower bound. We summarize the problem
(P2) solving steps in Algorithm 1.
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Output: Γ∗
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PL,min and Pa as the input. After that, it generates decision
making process subjected to the conditions derived from
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Using Lemma 2, and assuming Γa,1 ≥ Γa,2 without
any loss of generality, we can reformulate the optimization
problem (P1) into (P2) as defined below:
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V. PROPOSED SOLUTION METHODOLOGY

A. Problem Feasibility and Convexity

Before solving problem (P2), we discuss its feasibility
condition with Lemma 3.

Lemma 3 If problem (P2) is feasible, mth ≤
√
1− PL,min

Pa

is always true.

Proof Refer to Appendix B for the proof of Lemma 3.

Next, we discuss the convexity of problem (P2) with
Lemma 4.

Lemma 4 The problem (P2) is a convex problem.

Proof Refer to Appendix C for the proof of Lemma 4.
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We denote the maximum average load power for prob-
lem (P2) as P ∗

L,avg, and the underlying optimal solution

as Γ∗ =
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Γ∗
a,1,Γ

∗
a,2,Γ

∗
b,1 = 0,Γ∗

b,2 = 0
]
. Since (P2) is

a convex problem, we can claim that the Karush-Kuhn-
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constant parameters, and thereby determine P ∗
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lem (P2) and determine Γ∗ and P ∗
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a convex problem, we can claim that the Karush-Kuhn-
Tucker (KKT) point gives the global optimal solution. The
Lagrangian of (P2) is:

L = −p1Pa

(
1− Γ2

a,1

)
− (1− p1)Pa

(
1− Γ2

a,2

)
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(
mth − Γa,1 − Γa,2

2

)
+ λ2

(
Γ2
a,1 − 1 +

PL,min

Pa

)

+ λ3

(
Γ2
a,2 − 1 +

PL,min

Pa

)
, (8)

where λ1 represents the Lagrange multipliers associated with
C6, and λ2, λ3 correspond to C7 for i ∈ {1, 2}, respectively.
The KKT point can be found by solving the following
equations.

∂L
∂Γa,1

= 2p1PaΓa,1 −
1

2
λ1 + 2λ2Γa,1 = 0, (9)

∂L
∂Γa,2

= 2 (1− p1)PaΓa,2 +
1

2
λ1 + 2λ3Γa,2 = 0, (10)

λ1

(
mth − Γa,1 − Γa,2

2

)
= 0, (11)

λ2

(
Γ2
a,1 − 1 +

PL,min

Pa

)
= 0, (12)

λ3

(
Γ2
a,2 − 1 +

PL,min

Pa

)
= 0. (13)

where (9) and (10) are the sub-gradient conditions, and
(11),(12),(13) are the complementary slackness conditions.

While solving (9) − (13), we obtain Γ∗ in terms of the
constant parameters, and thereby determine P ∗

L,avg. Subse-
quently, we discuss the method to determine the KKT point
in Lemma 5.

Lemma 5 We can obtain the global optimal solution Γ∗ by
considering 3 cases, which are case (a) : λ1 ̸= 0, λ2 =
λ3 = 0, case (b) : λ1, λ2 ̸= 0, λ3 = 0, and case (c) :
λ1, λ3 ̸= 0, λ2 = 0.

Proof Since the objective function is decreasing with Γa,1
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have Γa,1 = Γa,2 = 0. However, constraint C6 requires
a minimum separation between Γa,1 and Γa,2. Therefore
constraint C6 is satisfied at equality, which implies λ1 is
always positive. It is noticed that λ2 and λ3 simultaneously
greater than zero only when mth =

√
1− PL,min

Pa
, which

will obtain the same Γ∗ at λ2 ̸= 0. Therefore, the optimal
solution is given by either or both λ2 and λ3 are zero, while
λ1 > 0.

Using Lemma 5, we proposed an algorithm to solve prob-
lem (P2) and determine Γ∗ and P ∗

L,avg. We first consider
case (a) and obtain the optimal solution by assuming it
satisfied the boundary condition, denoted as Γ

(a)
a,i . Since λ2

is associated with constraint C7, and Γa,1 ≥ Γa,2, the
upper boundary condition will always satisfied when we
set λ2 > 0. Similarly, the lower boundary condition will
always be satisfied when we set λ3 > 0. Therefore, the
global optimal solution is obtained from case (b) when Γ

(a)
a,1

is greater than the upper bound, and case (c) when Γ
(a)
a,2 is

smaller than the lower bound. We summarize the problem
(P2) solving steps in Algorithm 1.

Algorithm 1 Optimal reflection coefficient design to maxi-
mize PL,avg.
Input: p1, mth, PL,min and Pa

Output: Γ∗
a,1, Γ∗

a,2, P
∗
L,avg

Set λ1 ̸= 0, λ2 = λ3 = 0,

Γ
(a)
a,1 = 2 (1− p1)mth, Γ(a)
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√
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else if Γ(a)
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a,1 = −

√
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√
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else
Γ∗
a,1 = Γ
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∗
a,2 = Γ

(a)
a,2

end

P ∗
L,avg = p1Pa

(
1−

(
Γ∗
a,1

)2)
+(1− p1)Pa

(
1−

(
Γ∗
a,2

)2)

Algorithm 1 requires the system parameters p1, mth,
PL,min and Pa as the input. After that, it generates decision
making process subjected to the conditions derived from
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Lemma 5. Consequently, we obtain Γ∗ along with the
P ∗
L,avg.

VI. RESULTS AND DISCUSSION

We numerically demonstrate the performance of the opti-
mal results obtained from problem (P2). Unless otherwise
stated, we set Pt = 1W with RF f = 900MHz, λ = 1

3m,
Gt = Gr = 1, PL,min = 10−4.9W, and mth = 0.5.
We consider the tag design in [11]–[13] as the benchmark
to highlight the merits of our optimal design. Hence, we
denote P̄L,avg as the average load power of the benchmark
result, with the underlying load impedances Z̄n,1 = 1 and
Z̄n,2 = 1+2mth

1−2mth
correspond to bits ‘0’ and ‘1’.

A. Impact of Probability p1 on the Optimal Average Load
Power P ∗

L,avg

Here, we investigate the relationship between probability
p1 and P ∗

L,avg with mth = 0.5. Specifically, we plot the
maximum average load power P ∗

L,avg for different values
of p1 and transmission distance d.

In Fig. 2, we notice that the P ∗
L,avg is greater than P̄L,avg

for d = 0.5, 1.0, 1.5, 2.0 m. The proposed optimal maximum
load power achieves an average gain of 22.6% over the
benchmark. However, the gain decreases with p1 because
the benchmark result has the highest allowable average load
power when p1 = 1, and the increases in p1 will approach
this outcome. Hence, as p1 increases, the optimal load
impedances Z∗

n,1 and Z∗
n,2 will approach the benchmark

load selection (see Fig. 3), resulting in P ∗
L,avg approaching

P̄L,avg. Besides, we observe that P ∗
L,avg is increased with

Fig. 4: Maximum average load power P ∗
L,avg for different mth.

Fig. 5: Optimal normalized load resistance R∗
n,i versus mth.

p1. This is because P ∗
L,1 increases, whereas P ∗

L,2 decreases
with p1, resulting in greater P ∗

L,avg. It is also noticed
that P ∗

L,avg increases at a shorter transmission distance d
because the output load power is inversely proportional to d.

Fig.3 gives insight into the optimal load impedance
Z∗
n,i = R∗

n,i + jX∗
n,i for different p1. As the output power

is maximum when Rn,i = 1, we observed that R∗
n,1

approaches 1 as p1 increases, whereas R∗
n,2 approaches 0

to meet the BER requirement. Furthermore, as proved in
Lemma 2, X∗

n,1 = X∗
n,2 = 0. We also noticed that Z∗

n,i

does not vary with d because the transmission range is not
the optimal reflection coefficient variable.

B. Impact of mth on Optimal Average Load Power P ∗
L,avg

The value of mth varies in different applications, which
depends on the BER requirement. Therefore, we study the
maximum average load power P ∗

L,avg for different modula-
tion index thresholds mth at d = 2m. Fig.4 shows P ∗

L,avg

versus mth for p1 = 0.5, 0.6, 0.7 and 0.8, where the optimal
normalized load impedance Z∗

n,i is depicted in Fig.5. Like-
wise, we observed that P ∗

L,avg > P̄L,avg. The average gain
achieved by the proposed optimal result over the benchmark
is 9.9%. It is also noticed that P ∗

L,avg decreases with mth

due to a greater mismatch degree between the backscattered
signals, as shown in Fig.5.

VII. CONCLUSION

This paper aimed to maximize the average load power of
the RFID passive tag with the optimal reflection coefficients
while meeting the tag sensitivity and BER constraints. We
transformed the original 4 variables problem into 2 variables
convex optimization problem, and obtained the closed-form
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Using Lemma 2, and assuming Γa,1 ≥ Γa,2 without
any loss of generality, we can reformulate the optimization
problem (P1) into (P2) as defined below:

(P2) : max
Γa,1,Γa,2

PL,avg

subject to C2,

C6 :
Γa,1 − Γa,2

2
≥ mth,

C7 : Pa

(
1− Γ2

a,i

)
≥ PL,min, ∀i = 1, 2.

V. PROPOSED SOLUTION METHODOLOGY

A. Problem Feasibility and Convexity

Before solving problem (P2), we discuss its feasibility
condition with Lemma 3.

Lemma 3 If problem (P2) is feasible, mth ≤
√
1− PL,min

Pa

is always true.

Proof Refer to Appendix B for the proof of Lemma 3.

Next, we discuss the convexity of problem (P2) with
Lemma 4.

Lemma 4 The problem (P2) is a convex problem.

Proof Refer to Appendix C for the proof of Lemma 4.

B. Implementation Detail

We denote the maximum average load power for prob-
lem (P2) as P ∗

L,avg, and the underlying optimal solution

as Γ∗ =
[
Γ∗
a,1,Γ

∗
a,2,Γ

∗
b,1 = 0,Γ∗

b,2 = 0
]
. Since (P2) is

a convex problem, we can claim that the Karush-Kuhn-
Tucker (KKT) point gives the global optimal solution. The
Lagrangian of (P2) is:

L = −p1Pa

(
1− Γ2

a,1

)
− (1− p1)Pa

(
1− Γ2

a,2

)

+ λ1

(
mth − Γa,1 − Γa,2

2

)
+ λ2

(
Γ2
a,1 − 1 +

PL,min

Pa

)

+ λ3

(
Γ2
a,2 − 1 +

PL,min

Pa

)
, (8)

where λ1 represents the Lagrange multipliers associated with
C6, and λ2, λ3 correspond to C7 for i ∈ {1, 2}, respectively.
The KKT point can be found by solving the following
equations.

∂L
∂Γa,1

= 2p1PaΓa,1 −
1

2
λ1 + 2λ2Γa,1 = 0, (9)

∂L
∂Γa,2

= 2 (1− p1)PaΓa,2 +
1

2
λ1 + 2λ3Γa,2 = 0, (10)

λ1

(
mth − Γa,1 − Γa,2

2

)
= 0, (11)

λ2

(
Γ2
a,1 − 1 +

PL,min

Pa

)
= 0, (12)

λ3

(
Γ2
a,2 − 1 +

PL,min

Pa

)
= 0. (13)

where (9) and (10) are the sub-gradient conditions, and
(11),(12),(13) are the complementary slackness conditions.

While solving (9) − (13), we obtain Γ∗ in terms of the
constant parameters, and thereby determine P ∗

L,avg. Subse-
quently, we discuss the method to determine the KKT point
in Lemma 5.

Lemma 5 We can obtain the global optimal solution Γ∗ by
considering 3 cases, which are case (a) : λ1 ̸= 0, λ2 =
λ3 = 0, case (b) : λ1, λ2 ̸= 0, λ3 = 0, and case (c) :
λ1, λ3 ̸= 0, λ2 = 0.

Proof Since the objective function is decreasing with Γa,1

and Γa,2, the optimal solution without the constraints will
have Γa,1 = Γa,2 = 0. However, constraint C6 requires
a minimum separation between Γa,1 and Γa,2. Therefore
constraint C6 is satisfied at equality, which implies λ1 is
always positive. It is noticed that λ2 and λ3 simultaneously
greater than zero only when mth =

√
1− PL,min

Pa
, which

will obtain the same Γ∗ at λ2 ̸= 0. Therefore, the optimal
solution is given by either or both λ2 and λ3 are zero, while
λ1 > 0.

Using Lemma 5, we proposed an algorithm to solve prob-
lem (P2) and determine Γ∗ and P ∗

L,avg. We first consider
case (a) and obtain the optimal solution by assuming it
satisfied the boundary condition, denoted as Γ

(a)
a,i . Since λ2

is associated with constraint C7, and Γa,1 ≥ Γa,2, the
upper boundary condition will always satisfied when we
set λ2 > 0. Similarly, the lower boundary condition will
always be satisfied when we set λ3 > 0. Therefore, the
global optimal solution is obtained from case (b) when Γ

(a)
a,1

is greater than the upper bound, and case (c) when Γ
(a)
a,2 is

smaller than the lower bound. We summarize the problem
(P2) solving steps in Algorithm 1.

Algorithm 1 Optimal reflection coefficient design to maxi-
mize PL,avg.
Input: p1, mth, PL,min and Pa

Output: Γ∗
a,1, Γ∗

a,2, P
∗
L,avg

Set λ1 ̸= 0, λ2 = λ3 = 0,

Γ
(a)
a,1 = 2 (1− p1)mth, Γ(a)

a,2 = −2p1mth

if Γ(a)
a,1 >

√
1− PL,min

Pa
then

Set λ1, λ2 ̸= 0, λ3 = 0,

Γ∗
a,1 =

√
1− PL,min

Pa
, Γ∗

a,2 =
√
1− PL,min

Pa
− 2mth

else if Γ(a)
a,2 < −

√
1− PL,min

Pa
then

Set λ1, λ3 ̸= 0, λ2 = 0,

Γ∗
a,1 = −

√
1− PL,min

Pa
+ 2mth, Γ∗

a,2 = −
√
1− PL,min

Pa

else
Γ∗
a,1 = Γ

(a)
a,1,Γ

∗
a,2 = Γ

(a)
a,2

end

P ∗
L,avg = p1Pa

(
1−

(
Γ∗
a,1

)2)
+(1− p1)Pa

(
1−

(
Γ∗
a,2

)2)

Algorithm 1 requires the system parameters p1, mth,
PL,min and Pa as the input. After that, it generates decision
making process subjected to the conditions derived from
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p1. This is because P ∗
L,1 increases, whereas P ∗

L,2 decreases
with p1, resulting in greater P ∗

L,avg. It is also noticed
that P ∗

L,avg increases at a shorter transmission distance d
because the output load power is inversely proportional to d.

Fig.3 gives insight into the optimal load impedance
Z∗
n,i = R∗

n,i + jX∗
n,i for different p1. As the output power

is maximum when Rn,i = 1, we observed that R∗
n,1

approaches 1 as p1 increases, whereas R∗
n,2 approaches 0

to meet the BER requirement. Furthermore, as proved in
Lemma 2, X∗

n,1 = X∗
n,2 = 0. We also noticed that Z∗

n,i

does not vary with d because the transmission range is not
the optimal reflection coefficient variable.

B. Impact of mth on Optimal Average Load Power P ∗
L,avg

The value of mth varies in different applications, which
depends on the BER requirement. Therefore, we study the
maximum average load power P ∗

L,avg for different modula-
tion index thresholds mth at d = 2m. Fig.4 shows P ∗

L,avg

versus mth for p1 = 0.5, 0.6, 0.7 and 0.8, where the optimal
normalized load impedance Z∗

n,i is depicted in Fig.5. Like-
wise, we observed that P ∗

L,avg > P̄L,avg. The average gain
achieved by the proposed optimal result over the benchmark
is 9.9%. It is also noticed that P ∗

L,avg decreases with mth

due to a greater mismatch degree between the backscattered
signals, as shown in Fig.5.
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Before solving problem (P2), we discuss its feasibility
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Lemma 3 If problem (P2) is feasible, mth ≤
√
1− PL,min

Pa
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Next, we discuss the convexity of problem (P2) with
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Lemma 4 The problem (P2) is a convex problem.

Proof Refer to Appendix C for the proof of Lemma 4.
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lem (P2) as P ∗

L,avg, and the underlying optimal solution

as Γ∗ =
[
Γ∗
a,1,Γ

∗
a,2,Γ

∗
b,1 = 0,Γ∗

b,2 = 0
]
. Since (P2) is

a convex problem, we can claim that the Karush-Kuhn-
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Lagrangian of (P2) is:

L = −p1Pa

(
1− Γ2

a,1

)
− (1− p1)Pa

(
1− Γ2

a,2

)

+ λ1

(
mth − Γa,1 − Γa,2

2

)
+ λ2

(
Γ2
a,1 − 1 +

PL,min

Pa

)

+ λ3

(
Γ2
a,2 − 1 +

PL,min

Pa

)
, (8)

where λ1 represents the Lagrange multipliers associated with
C6, and λ2, λ3 correspond to C7 for i ∈ {1, 2}, respectively.
The KKT point can be found by solving the following
equations.

∂L
∂Γa,1

= 2p1PaΓa,1 −
1

2
λ1 + 2λ2Γa,1 = 0, (9)

∂L
∂Γa,2

= 2 (1− p1)PaΓa,2 +
1

2
λ1 + 2λ3Γa,2 = 0, (10)

λ1

(
mth − Γa,1 − Γa,2

2

)
= 0, (11)

λ2

(
Γ2
a,1 − 1 +

PL,min

Pa

)
= 0, (12)

λ3

(
Γ2
a,2 − 1 +

PL,min

Pa

)
= 0. (13)

where (9) and (10) are the sub-gradient conditions, and
(11),(12),(13) are the complementary slackness conditions.
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constant parameters, and thereby determine P ∗

L,avg. Subse-
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a minimum separation between Γa,1 and Γa,2. Therefore
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√
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Pa
, which
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λ1 > 0.
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L,avg. We first consider
case (a) and obtain the optimal solution by assuming it
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(a)
a,i . Since λ2
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(a)
a,1

is greater than the upper bound, and case (c) when Γ
(a)
a,2 is

smaller than the lower bound. We summarize the problem
(P2) solving steps in Algorithm 1.

Algorithm 1 Optimal reflection coefficient design to maxi-
mize PL,avg.
Input: p1, mth, PL,min and Pa

Output: Γ∗
a,1, Γ∗

a,2, P
∗
L,avg

Set λ1 ̸= 0, λ2 = λ3 = 0,

Γ
(a)
a,1 = 2 (1− p1)mth, Γ(a)

a,2 = −2p1mth

if Γ(a)
a,1 >

√
1− PL,min

Pa
then

Set λ1, λ2 ̸= 0, λ3 = 0,

Γ∗
a,1 =

√
1− PL,min

Pa
, Γ∗

a,2 =
√
1− PL,min

Pa
− 2mth

else if Γ(a)
a,2 < −

√
1− PL,min

Pa
then

Set λ1, λ3 ̸= 0, λ2 = 0,

Γ∗
a,1 = −

√
1− PL,min

Pa
+ 2mth, Γ∗

a,2 = −
√
1− PL,min

Pa

else
Γ∗
a,1 = Γ

(a)
a,1,Γ

∗
a,2 = Γ

(a)
a,2

end

P ∗
L,avg = p1Pa

(
1−

(
Γ∗
a,1

)2)
+(1− p1)Pa

(
1−

(
Γ∗
a,2

)2)

Algorithm 1 requires the system parameters p1, mth,
PL,min and Pa as the input. After that, it generates decision
making process subjected to the conditions derived from
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Lemma 5. Consequently, we obtain Γ∗ along with the
P ∗
L,avg.

VI. RESULTS AND DISCUSSION

We numerically demonstrate the performance of the opti-
mal results obtained from problem (P2). Unless otherwise
stated, we set Pt = 1W with RF f = 900MHz, λ = 1

3m,
Gt = Gr = 1, PL,min = 10−4.9W, and mth = 0.5.
We consider the tag design in [11]–[13] as the benchmark
to highlight the merits of our optimal design. Hence, we
denote P̄L,avg as the average load power of the benchmark
result, with the underlying load impedances Z̄n,1 = 1 and
Z̄n,2 = 1+2mth

1−2mth
correspond to bits ‘0’ and ‘1’.

A. Impact of Probability p1 on the Optimal Average Load
Power P ∗

L,avg

Here, we investigate the relationship between probability
p1 and P ∗

L,avg with mth = 0.5. Specifically, we plot the
maximum average load power P ∗

L,avg for different values
of p1 and transmission distance d.

In Fig. 2, we notice that the P ∗
L,avg is greater than P̄L,avg

for d = 0.5, 1.0, 1.5, 2.0 m. The proposed optimal maximum
load power achieves an average gain of 22.6% over the
benchmark. However, the gain decreases with p1 because
the benchmark result has the highest allowable average load
power when p1 = 1, and the increases in p1 will approach
this outcome. Hence, as p1 increases, the optimal load
impedances Z∗

n,1 and Z∗
n,2 will approach the benchmark

load selection (see Fig. 3), resulting in P ∗
L,avg approaching

P̄L,avg. Besides, we observe that P ∗
L,avg is increased with
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p1. This is because P ∗
L,1 increases, whereas P ∗

L,2 decreases
with p1, resulting in greater P ∗

L,avg. It is also noticed
that P ∗

L,avg increases at a shorter transmission distance d
because the output load power is inversely proportional to d.

Fig.3 gives insight into the optimal load impedance
Z∗
n,i = R∗

n,i + jX∗
n,i for different p1. As the output power

is maximum when Rn,i = 1, we observed that R∗
n,1

approaches 1 as p1 increases, whereas R∗
n,2 approaches 0

to meet the BER requirement. Furthermore, as proved in
Lemma 2, X∗

n,1 = X∗
n,2 = 0. We also noticed that Z∗

n,i

does not vary with d because the transmission range is not
the optimal reflection coefficient variable.

B. Impact of mth on Optimal Average Load Power P ∗
L,avg

The value of mth varies in different applications, which
depends on the BER requirement. Therefore, we study the
maximum average load power P ∗

L,avg for different modula-
tion index thresholds mth at d = 2m. Fig.4 shows P ∗

L,avg

versus mth for p1 = 0.5, 0.6, 0.7 and 0.8, where the optimal
normalized load impedance Z∗

n,i is depicted in Fig.5. Like-
wise, we observed that P ∗

L,avg > P̄L,avg. The average gain
achieved by the proposed optimal result over the benchmark
is 9.9%. It is also noticed that P ∗

L,avg decreases with mth

due to a greater mismatch degree between the backscattered
signals, as shown in Fig.5.
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while meeting the tag sensitivity and BER constraints. We
transformed the original 4 variables problem into 2 variables
convex optimization problem, and obtained the closed-form
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tion index thresholds mth at d = 2m. Fig.4 shows P ∗
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due to a greater mismatch degree between the backscattered
signals, as shown in Fig.5.

VII. CONCLUSION

This paper aimed to maximize the average load power of
the RFID passive tag with the optimal reflection coefficients
while meeting the tag sensitivity and BER constraints. We
transformed the original 4 variables problem into 2 variables
convex optimization problem, and obtained the closed-form
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Using Lemma 2, and assuming Γa,1 ≥ Γa,2 without
any loss of generality, we can reformulate the optimization
problem (P1) into (P2) as defined below:

(P2) : max
Γa,1,Γa,2

PL,avg

subject to C2,

C6 :
Γa,1 − Γa,2

2
≥ mth,

C7 : Pa

(
1− Γ2

a,i

)
≥ PL,min, ∀i = 1, 2.

V. PROPOSED SOLUTION METHODOLOGY

A. Problem Feasibility and Convexity

Before solving problem (P2), we discuss its feasibility
condition with Lemma 3.

Lemma 3 If problem (P2) is feasible, mth ≤
√
1− PL,min

Pa

is always true.

Proof Refer to Appendix B for the proof of Lemma 3.

Next, we discuss the convexity of problem (P2) with
Lemma 4.

Lemma 4 The problem (P2) is a convex problem.

Proof Refer to Appendix C for the proof of Lemma 4.

B. Implementation Detail

We denote the maximum average load power for prob-
lem (P2) as P ∗

L,avg, and the underlying optimal solution

as Γ∗ =
[
Γ∗
a,1,Γ

∗
a,2,Γ

∗
b,1 = 0,Γ∗

b,2 = 0
]
. Since (P2) is

a convex problem, we can claim that the Karush-Kuhn-
Tucker (KKT) point gives the global optimal solution. The
Lagrangian of (P2) is:

L = −p1Pa

(
1− Γ2

a,1

)
− (1− p1)Pa

(
1− Γ2

a,2

)

+ λ1

(
mth − Γa,1 − Γa,2

2

)
+ λ2

(
Γ2
a,1 − 1 +

PL,min

Pa

)

+ λ3

(
Γ2
a,2 − 1 +

PL,min

Pa

)
, (8)

where λ1 represents the Lagrange multipliers associated with
C6, and λ2, λ3 correspond to C7 for i ∈ {1, 2}, respectively.
The KKT point can be found by solving the following
equations.

∂L
∂Γa,1

= 2p1PaΓa,1 −
1

2
λ1 + 2λ2Γa,1 = 0, (9)

∂L
∂Γa,2

= 2 (1− p1)PaΓa,2 +
1

2
λ1 + 2λ3Γa,2 = 0, (10)

λ1

(
mth − Γa,1 − Γa,2

2

)
= 0, (11)

λ2

(
Γ2
a,1 − 1 +

PL,min

Pa

)
= 0, (12)

λ3

(
Γ2
a,2 − 1 +

PL,min

Pa

)
= 0. (13)

where (9) and (10) are the sub-gradient conditions, and
(11),(12),(13) are the complementary slackness conditions.

While solving (9) − (13), we obtain Γ∗ in terms of the
constant parameters, and thereby determine P ∗

L,avg. Subse-
quently, we discuss the method to determine the KKT point
in Lemma 5.

Lemma 5 We can obtain the global optimal solution Γ∗ by
considering 3 cases, which are case (a) : λ1 ̸= 0, λ2 =
λ3 = 0, case (b) : λ1, λ2 ̸= 0, λ3 = 0, and case (c) :
λ1, λ3 ̸= 0, λ2 = 0.

Proof Since the objective function is decreasing with Γa,1

and Γa,2, the optimal solution without the constraints will
have Γa,1 = Γa,2 = 0. However, constraint C6 requires
a minimum separation between Γa,1 and Γa,2. Therefore
constraint C6 is satisfied at equality, which implies λ1 is
always positive. It is noticed that λ2 and λ3 simultaneously
greater than zero only when mth =

√
1− PL,min

Pa
, which

will obtain the same Γ∗ at λ2 ̸= 0. Therefore, the optimal
solution is given by either or both λ2 and λ3 are zero, while
λ1 > 0.

Using Lemma 5, we proposed an algorithm to solve prob-
lem (P2) and determine Γ∗ and P ∗

L,avg. We first consider
case (a) and obtain the optimal solution by assuming it
satisfied the boundary condition, denoted as Γ

(a)
a,i . Since λ2

is associated with constraint C7, and Γa,1 ≥ Γa,2, the
upper boundary condition will always satisfied when we
set λ2 > 0. Similarly, the lower boundary condition will
always be satisfied when we set λ3 > 0. Therefore, the
global optimal solution is obtained from case (b) when Γ

(a)
a,1

is greater than the upper bound, and case (c) when Γ
(a)
a,2 is

smaller than the lower bound. We summarize the problem
(P2) solving steps in Algorithm 1.

Algorithm 1 Optimal reflection coefficient design to maxi-
mize PL,avg.
Input: p1, mth, PL,min and Pa

Output: Γ∗
a,1, Γ∗

a,2, P
∗
L,avg

Set λ1 ̸= 0, λ2 = λ3 = 0,

Γ
(a)
a,1 = 2 (1− p1)mth, Γ(a)

a,2 = −2p1mth

if Γ(a)
a,1 >

√
1− PL,min

Pa
then

Set λ1, λ2 ̸= 0, λ3 = 0,

Γ∗
a,1 =

√
1− PL,min

Pa
, Γ∗

a,2 =
√
1− PL,min

Pa
− 2mth

else if Γ(a)
a,2 < −

√
1− PL,min

Pa
then

Set λ1, λ3 ̸= 0, λ2 = 0,

Γ∗
a,1 = −

√
1− PL,min

Pa
+ 2mth, Γ∗

a,2 = −
√
1− PL,min

Pa

else
Γ∗
a,1 = Γ

(a)
a,1,Γ

∗
a,2 = Γ

(a)
a,2

end

P ∗
L,avg = p1Pa

(
1−

(
Γ∗
a,1

)2)
+(1− p1)Pa

(
1−

(
Γ∗
a,2

)2)

Algorithm 1 requires the system parameters p1, mth,
PL,min and Pa as the input. After that, it generates decision
making process subjected to the conditions derived from
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Fig. 2: Maximum average load power P ∗
L,avg for different probability p1

with mth = 0.5.

Fig. 3: Optimal normalized load resistance R∗
n,i versus probability p1 for

mth = 0.2, 0.5.

Lemma 5. Consequently, we obtain Γ∗ along with the
P ∗
L,avg.

VI. RESULTS AND DISCUSSION

We numerically demonstrate the performance of the opti-
mal results obtained from problem (P2). Unless otherwise
stated, we set Pt = 1W with RF f = 900MHz, λ = 1

3m,
Gt = Gr = 1, PL,min = 10−4.9W, and mth = 0.5.
We consider the tag design in [11]–[13] as the benchmark
to highlight the merits of our optimal design. Hence, we
denote P̄L,avg as the average load power of the benchmark
result, with the underlying load impedances Z̄n,1 = 1 and
Z̄n,2 = 1+2mth

1−2mth
correspond to bits ‘0’ and ‘1’.

A. Impact of Probability p1 on the Optimal Average Load
Power P ∗

L,avg

Here, we investigate the relationship between probability
p1 and P ∗

L,avg with mth = 0.5. Specifically, we plot the
maximum average load power P ∗

L,avg for different values
of p1 and transmission distance d.

In Fig. 2, we notice that the P ∗
L,avg is greater than P̄L,avg

for d = 0.5, 1.0, 1.5, 2.0 m. The proposed optimal maximum
load power achieves an average gain of 22.6% over the
benchmark. However, the gain decreases with p1 because
the benchmark result has the highest allowable average load
power when p1 = 1, and the increases in p1 will approach
this outcome. Hence, as p1 increases, the optimal load
impedances Z∗

n,1 and Z∗
n,2 will approach the benchmark

load selection (see Fig. 3), resulting in P ∗
L,avg approaching

P̄L,avg. Besides, we observe that P ∗
L,avg is increased with

Fig. 4: Maximum average load power P ∗
L,avg for different mth.

Fig. 5: Optimal normalized load resistance R∗
n,i versus mth.

p1. This is because P ∗
L,1 increases, whereas P ∗

L,2 decreases
with p1, resulting in greater P ∗

L,avg. It is also noticed
that P ∗

L,avg increases at a shorter transmission distance d
because the output load power is inversely proportional to d.

Fig.3 gives insight into the optimal load impedance
Z∗
n,i = R∗

n,i + jX∗
n,i for different p1. As the output power

is maximum when Rn,i = 1, we observed that R∗
n,1

approaches 1 as p1 increases, whereas R∗
n,2 approaches 0

to meet the BER requirement. Furthermore, as proved in
Lemma 2, X∗

n,1 = X∗
n,2 = 0. We also noticed that Z∗

n,i

does not vary with d because the transmission range is not
the optimal reflection coefficient variable.

B. Impact of mth on Optimal Average Load Power P ∗
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n,1

approaches 1 as p1 increases, whereas R∗
n,2 approaches 0

to meet the BER requirement. Furthermore, as proved in
Lemma 2, X∗

n,1 = X∗
n,2 = 0. We also noticed that Z∗

n,i

does not vary with d because the transmission range is not
the optimal reflection coefficient variable.

B. Impact of mth on Optimal Average Load Power P ∗
L,avg

The value of mth varies in different applications, which
depends on the BER requirement. Therefore, we study the
maximum average load power P ∗

L,avg for different modula-
tion index thresholds mth at d = 2m. Fig.4 shows P ∗

L,avg

versus mth for p1 = 0.5, 0.6, 0.7 and 0.8, where the optimal
normalized load impedance Z∗

n,i is depicted in Fig.5. Like-
wise, we observed that P ∗

L,avg > P̄L,avg. The average gain
achieved by the proposed optimal result over the benchmark
is 9.9%. It is also noticed that P ∗

L,avg decreases with mth

due to a greater mismatch degree between the backscattered
signals, as shown in Fig.5.

VII. CONCLUSION

This paper aimed to maximize the average load power of
the RFID passive tag with the optimal reflection coefficients
while meeting the tag sensitivity and BER constraints. We
transformed the original 4 variables problem into 2 variables
convex optimization problem, and obtained the closed-form
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expression for the global optimal reflection coefficients.
The simulation results have shown that the information bits
probability and modulation index can significantly impact
the maximum average load power. Besides, we found that
the average load power with the optimal load impedances
provided an average gain of 16.3% over the benchmark.

APPENDIX A
PROOF OF LEMMA 2

In the BackCom system, there is a minimum power
requirement for the backscattered signal to ensure the reader
can successfully identify the signal. The backscattered power
Ps,i when the tag connected to ZL,i is given by [23]:

Ps,i ≜ PaGr|1− Γi|2

= PaGr


(1− Γa,i)

2
+ Γ2

b,i


, ∀i = {1, 2}, (14)

Now, we compare the 2 considered cases, where the first
case assumed the reflection coefficient Γ

(1)
a,i ̸= 0,Γ

(1)
b,i =

0, with the load power and backscattered power denoted
as P

(1)
L,i and P

(1)
s,i , respectively. The second case assumed

the reflection coefficient Γ(2)
a,i = 0,Γ

(2)
b,i ̸= 0, with the load

power and backscattered power denoted as P
(2)
L,i and P

(2)
s,i ,

respectively. Then, we express the backscattered power in
terms of load power as below:

P
(1)
s,i = PaGr


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
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P
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
, ∀i = {1, 2}. (16)

If we select the load impedance that gives P
(1)
L,i = P

(2)
L,i , we

can clearly observed that P (1)
s,i is always greater than P

(2)
s,i .

Hence, we proved Lemma 2.
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Since PL,min ≤ Pa, constraint C2 will always satisfy
when constraint C7 is satisfied in problem (P2). Hence,
from C7, we obtain the boundary condition for Γa,i as
below:

−

1− PL,min

Pa
≤ Γa,i ≤


1− PL,min

Pa
(17)

As we consider Γa,1 ≥ Γa,2, the range of (Γa,1 − Γa,2)
from (17) is given by:

0 ≤ (Γa,1 − Γa,2) ≤ 2


1− PL,min

Pa
(18)

Then, we rearrange constraint C6 of problem (P2), and
obtain the boundary condition for (Γa,1 − Γa,2) as below:

Γa,1 − Γa,2 ≥ 2mth (19)

While combining (18) and (19), we obtain:

mth ≤ Γa,1 − Γa,2

2
≤


1− PL,min

Pa
(20)

Subsequently, we observe mth ≤

1− PL,min

Pa
as the

feasible condition to obtain a possible optimal solution when
solving problem (P2). Hence, we proved Lemma 3.
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We determine the Hessian matrix of problem (P2) objec-
tive function, which is given as [24]:

H =




∂2PL,avg

∂Γ2
a,1

∂2PL,avg

∂Γa,1∂Γa,2

∂2PL,avg

∂Γa,2∂Γa,1

∂2PL,avg

∂Γ2
a,2




=


−2p1Pa 0

0 −2 (1− p1)Pa



We observed that the diagonal entries of H are ≤ 0,
and the determinant of H being non-negative, |H| ≥ 0 .
Hence, we proved that the objective function of the problem
(P2) is a concave function. Besides, it is clearly noticed
that constraints C2 and C6 are linear, which are also convex.

Next, we set fi ≜ PL,min−Pa

�
1− Γ2

a,i


corresponds to

constraint C7. The second derivative of fi with respect to
Γa,i is ∂2fi

∂Γ2
a,i

= 2Pa ≥ 0, which implies constraint C7 is
convex. Since the objective function is a concave function,
and the constraints C2, C6 and C7 are all convex, problem
(P2) is a convex optimization problem. Hence, we proved
Lemma 4.
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Fig. 2: Maximum average load power P ∗
L,avg for different probability p1

with mth = 0.5.

Fig. 3: Optimal normalized load resistance R∗
n,i versus probability p1 for

mth = 0.2, 0.5.

Lemma 5. Consequently, we obtain Γ∗ along with the
P ∗
L,avg.

VI. RESULTS AND DISCUSSION

We numerically demonstrate the performance of the opti-
mal results obtained from problem (P2). Unless otherwise
stated, we set Pt = 1W with RF f = 900MHz, λ = 1

3m,
Gt = Gr = 1, PL,min = 10−4.9W, and mth = 0.5.
We consider the tag design in [11]–[13] as the benchmark
to highlight the merits of our optimal design. Hence, we
denote P̄L,avg as the average load power of the benchmark
result, with the underlying load impedances Z̄n,1 = 1 and
Z̄n,2 = 1+2mth

1−2mth
correspond to bits ‘0’ and ‘1’.

A. Impact of Probability p1 on the Optimal Average Load
Power P ∗

L,avg
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L,avg with mth = 0.5. Specifically, we plot the
maximum average load power P ∗

L,avg for different values
of p1 and transmission distance d.
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L,avg is greater than P̄L,avg

for d = 0.5, 1.0, 1.5, 2.0 m. The proposed optimal maximum
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n,1 and Z∗
n,2 will approach the benchmark

load selection (see Fig. 3), resulting in P ∗
L,avg approaching

P̄L,avg. Besides, we observe that P ∗
L,avg is increased with

Fig. 4: Maximum average load power P ∗
L,avg for different mth.

Fig. 5: Optimal normalized load resistance R∗
n,i versus mth.

p1. This is because P ∗
L,1 increases, whereas P ∗

L,2 decreases
with p1, resulting in greater P ∗

L,avg. It is also noticed
that P ∗

L,avg increases at a shorter transmission distance d
because the output load power is inversely proportional to d.

Fig.3 gives insight into the optimal load impedance
Z∗
n,i = R∗

n,i + jX∗
n,i for different p1. As the output power

is maximum when Rn,i = 1, we observed that R∗
n,1

approaches 1 as p1 increases, whereas R∗
n,2 approaches 0

to meet the BER requirement. Furthermore, as proved in
Lemma 2, X∗

n,1 = X∗
n,2 = 0. We also noticed that Z∗

n,i

does not vary with d because the transmission range is not
the optimal reflection coefficient variable.

B. Impact of mth on Optimal Average Load Power P ∗
L,avg

The value of mth varies in different applications, which
depends on the BER requirement. Therefore, we study the
maximum average load power P ∗

L,avg for different modula-
tion index thresholds mth at d = 2m. Fig.4 shows P ∗

L,avg

versus mth for p1 = 0.5, 0.6, 0.7 and 0.8, where the optimal
normalized load impedance Z∗

n,i is depicted in Fig.5. Like-
wise, we observed that P ∗

L,avg > P̄L,avg. The average gain
achieved by the proposed optimal result over the benchmark
is 9.9%. It is also noticed that P ∗

L,avg decreases with mth

due to a greater mismatch degree between the backscattered
signals, as shown in Fig.5.

VII. CONCLUSION

This paper aimed to maximize the average load power of
the RFID passive tag with the optimal reflection coefficients
while meeting the tag sensitivity and BER constraints. We
transformed the original 4 variables problem into 2 variables
convex optimization problem, and obtained the closed-form
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expression for the global optimal reflection coefficients.
The simulation results have shown that the information bits
probability and modulation index can significantly impact
the maximum average load power. Besides, we found that
the average load power with the optimal load impedances
provided an average gain of 16.3% over the benchmark.

APPENDIX A
PROOF OF LEMMA 2

In the BackCom system, there is a minimum power
requirement for the backscattered signal to ensure the reader
can successfully identify the signal. The backscattered power
Ps,i when the tag connected to ZL,i is given by [23]:

Ps,i ≜ PaGr|1− Γi|2

= PaGr


(1− Γa,i)

2
+ Γ2

b,i


, ∀i = {1, 2}, (14)

Now, we compare the 2 considered cases, where the first
case assumed the reflection coefficient Γ

(1)
a,i ̸= 0,Γ

(1)
b,i =

0, with the load power and backscattered power denoted
as P

(1)
L,i and P

(1)
s,i , respectively. The second case assumed

the reflection coefficient Γ(2)
a,i = 0,Γ

(2)
b,i ̸= 0, with the load

power and backscattered power denoted as P
(2)
L,i and P

(2)
s,i ,

respectively. Then, we express the backscattered power in
terms of load power as below:

P
(1)
s,i = PaGr


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
, ∀i = {1, 2}. (16)

If we select the load impedance that gives P
(1)
L,i = P

(2)
L,i , we

can clearly observed that P (1)
s,i is always greater than P

(2)
s,i .

Hence, we proved Lemma 2.
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Since PL,min ≤ Pa, constraint C2 will always satisfy
when constraint C7 is satisfied in problem (P2). Hence,
from C7, we obtain the boundary condition for Γa,i as
below:

−

1− PL,min

Pa
≤ Γa,i ≤


1− PL,min

Pa
(17)

As we consider Γa,1 ≥ Γa,2, the range of (Γa,1 − Γa,2)
from (17) is given by:

0 ≤ (Γa,1 − Γa,2) ≤ 2


1− PL,min

Pa
(18)

Then, we rearrange constraint C6 of problem (P2), and
obtain the boundary condition for (Γa,1 − Γa,2) as below:

Γa,1 − Γa,2 ≥ 2mth (19)

While combining (18) and (19), we obtain:

mth ≤ Γa,1 − Γa,2

2
≤


1− PL,min

Pa
(20)

Subsequently, we observe mth ≤

1− PL,min

Pa
as the

feasible condition to obtain a possible optimal solution when
solving problem (P2). Hence, we proved Lemma 3.

APPENDIX C
PROOF OF LEMMA 4

We determine the Hessian matrix of problem (P2) objec-
tive function, which is given as [24]:

H =




∂2PL,avg

∂Γ2
a,1

∂2PL,avg

∂Γa,1∂Γa,2
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
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=


−2p1Pa 0

0 −2 (1− p1)Pa



We observed that the diagonal entries of H are ≤ 0,
and the determinant of H being non-negative, |H| ≥ 0 .
Hence, we proved that the objective function of the problem
(P2) is a concave function. Besides, it is clearly noticed
that constraints C2 and C6 are linear, which are also convex.

Next, we set fi ≜ PL,min−Pa

�
1− Γ2

a,i


corresponds to

constraint C7. The second derivative of fi with respect to
Γa,i is ∂2fi

∂Γ2
a,i

= 2Pa ≥ 0, which implies constraint C7 is
convex. Since the objective function is a concave function,
and the constraints C2, C6 and C7 are all convex, problem
(P2) is a convex optimization problem. Hence, we proved
Lemma 4.
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the average load power with the optimal load impedances
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expression for the global optimal reflection coefficients.
The simulation results have shown that the information bits
probability and modulation index can significantly impact
the maximum average load power. Besides, we found that
the average load power with the optimal load impedances
provided an average gain of 16.3% over the benchmark.

APPENDIX A
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In the BackCom system, there is a minimum power
requirement for the backscattered signal to ensure the reader
can successfully identify the signal. The backscattered power
Ps,i when the tag connected to ZL,i is given by [23]:
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If we select the load impedance that gives P
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can clearly observed that P (1)
s,i is always greater than P

(2)
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Hence, we proved Lemma 2.
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

We observed that the diagonal entries of H are ≤ 0,
and the determinant of H being non-negative, |H| ≥ 0 .
Hence, we proved that the objective function of the problem
(P2) is a concave function. Besides, it is clearly noticed
that constraints C2 and C6 are linear, which are also convex.

Next, we set fi ≜ PL,min−Pa

�
1− Γ2

a,i


corresponds to

constraint C7. The second derivative of fi with respect to
Γa,i is ∂2fi

∂Γ2
a,i

= 2Pa ≥ 0, which implies constraint C7 is
convex. Since the objective function is a concave function,
and the constraints C2, C6 and C7 are all convex, problem
(P2) is a convex optimization problem. Hence, we proved
Lemma 4.
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Abstract—The LoRa is a novel radio communication technol-
ogy providing low power and a high range of data transmission.
The LoRa transmission may be used for a low-cost localization
to estimate the network nodes’ location. Some recent research
showed that the location could be found with reasonable accuracy,
with median error as low as tens of meters. Still, such results are
achieved in a controlled environment with low interferences. We
first evaluate the LoRa localization using an extensive data set
of a telemetric network of a few thousand devices. We show that
although the direct positioning based on trilateration provides
limited accuracy, the measurement of LoRa transmission may
be successfully used to evaluate the credibility of location infor-
mation. The information about which gateways received the data
and the RSSI measurements allow us to verify if the potential
coordinates of a location are accurate. We propose a metric for
location verification and estimate its credibility on a sample of
measurements from the LoRa telemetry network.

Index Terms—LoRa, positioning, trilateration, multilateration

I. INTRODUCTION

The Low Power Wide Area Networks (LP WAN) provide
a high range of wireless communication, with distances up to
a few tens of kilometres. Although the data rate is low, the
device’s low cost and energy utilization have allowed the LP
WANs to attract many potential users. Few radio technologies
are realizing the LP WAN concept, such as MIoTy, LoRa and
Sigfox. Those technologies enable battery-powered devices to
communicate over a long period using a single battery and
have found multiple applications in telemetry, Smart City and
remote control. The most commonly used LP WAN radio
technology is LoRa. The LoRaWAN standard [1] defines the
packet format and the message exchange sequence between
end nodes and gateways. The LoRaWAN uses a star-of-stars
topology, where multiple gateways receive messages transmit-
ted by the end devices. The signal strength measurements
received by the multiple gateways may be used to estimate
the device location. The LP WANs are often used for use
cases in which nodes are stationary (e.g. telemetry or lamp
post control), so the measurements may be averaged over a
long period to increase the accuracy. But the variability of a
signal is significant due to the use of unlicensed spectrum and
interferences of other transmissions using the same frequen-
cies. Additionally, the multipath propagation and the signal
deflection make the received signal level imprecise. It may
change rapidly, e.g. the spatial location of objects between the
node and the gateway. Some factors also influence the signal
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propagation over more extended periods, e.g. the presence of
leaves on the trees.

Some recent research proved that LoRa and LoRaWAN
communication may be used to estimate the transmitting
devices’ location. The true-range multilateration allows us to
find the location of the signal source using the estimation of
distances between the LoRa node and multiple gateways, being
spatially-separated known locations. A few papers reported
that the location could be found with good accuracy, with
average error as low as tens of meters [2]–[4]. However, in
many cases, it is evaluated in very optimistic transmission
conditions, e.g. using line-of-sight communication and on a
small data set. Very little research shows the accuracy of LoRa
positioning in real life, with a large data set and placement of
devices, including both indoor and outdoor nodes.

In many network deployments, a device’s most probable
location is known and denoted during the network deploy-
ment. In most telemetry networks, the technician denotes
the coordinates at which the device is placed. In other use
cases, such as e.g. smart metering, the nodes’ location may is
known from the address of the property in which the meter is
installed. Such location information is, however, unreliable,
as the technicians make errors when noting the location,
devices are sometimes relocated, or the address may point
to another owner’s residence. Thus, the probable location
information validation is also a valid problem and may be
helpful for the network operator, e.g. to detect the errors
within the location database or to detect whenever a device
has been relocated. It has been referred to in the literature as
a Location Verification System [5], [6], which verifies whether
the location information provided by a device is credible or
not.

This paper discusses whether the LoRa positioning accuracy
allows us to pinpoint a device to specific coordinates directly
or if it can be used to validate potential location data. We
show an analysis of the true-range multilateration accuracy
in realistic conditions when little is known about the radio
link’s attenuation and the node’s placement. Based on a data
set covering a city-wide telemetry network of more than 4
000 devices, we discuss the average error in distance and
location estimation. Next, we propose a method for validation
if a potential location is credible, and we evaluate this method
using subsets of the above data.

The rest of the work is organized as follows: in the following
section, we present a review of the LoRa position literature.
The third section describes the dataset used. In the fourth
section, we discuss the problem of verification of the potential
location credibility and propose an algorithm. In the following
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device’s low cost and energy utilization have allowed the LP
WANs to attract many potential users. Few radio technologies
are realizing the LP WAN concept, such as MIoTy, LoRa and
Sigfox. Those technologies enable battery-powered devices to
communicate over a long period using a single battery and
have found multiple applications in telemetry, Smart City and
remote control. The most commonly used LP WAN radio
technology is LoRa. The LoRaWAN standard [1] defines the
packet format and the message exchange sequence between
end nodes and gateways. The LoRaWAN uses a star-of-stars
topology, where multiple gateways receive messages transmit-
ted by the end devices. The signal strength measurements
received by the multiple gateways may be used to estimate
the device location. The LP WANs are often used for use
cases in which nodes are stationary (e.g. telemetry or lamp
post control), so the measurements may be averaged over a
long period to increase the accuracy. But the variability of a
signal is significant due to the use of unlicensed spectrum and
interferences of other transmissions using the same frequen-
cies. Additionally, the multipath propagation and the signal
deflection make the received signal level imprecise. It may
change rapidly, e.g. the spatial location of objects between the
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propagation over more extended periods, e.g. the presence of
leaves on the trees.

Some recent research proved that LoRa and LoRaWAN
communication may be used to estimate the transmitting
devices’ location. The true-range multilateration allows us to
find the location of the signal source using the estimation of
distances between the LoRa node and multiple gateways, being
spatially-separated known locations. A few papers reported
that the location could be found with good accuracy, with
average error as low as tens of meters [2]–[4]. However, in
many cases, it is evaluated in very optimistic transmission
conditions, e.g. using line-of-sight communication and on a
small data set. Very little research shows the accuracy of LoRa
positioning in real life, with a large data set and placement of
devices, including both indoor and outdoor nodes.

In many network deployments, a device’s most probable
location is known and denoted during the network deploy-
ment. In most telemetry networks, the technician denotes
the coordinates at which the device is placed. In other use
cases, such as e.g. smart metering, the nodes’ location may is
known from the address of the property in which the meter is
installed. Such location information is, however, unreliable,
as the technicians make errors when noting the location,
devices are sometimes relocated, or the address may point
to another owner’s residence. Thus, the probable location
information validation is also a valid problem and may be
helpful for the network operator, e.g. to detect the errors
within the location database or to detect whenever a device
has been relocated. It has been referred to in the literature as
a Location Verification System [5], [6], which verifies whether
the location information provided by a device is credible or
not.

This paper discusses whether the LoRa positioning accuracy
allows us to pinpoint a device to specific coordinates directly
or if it can be used to validate potential location data. We
show an analysis of the true-range multilateration accuracy
in realistic conditions when little is known about the radio
link’s attenuation and the node’s placement. Based on a data
set covering a city-wide telemetry network of more than 4
000 devices, we discuss the average error in distance and
location estimation. Next, we propose a method for validation
if a potential location is credible, and we evaluate this method
using subsets of the above data.

The rest of the work is organized as follows: in the following
section, we present a review of the LoRa position literature.
The third section describes the dataset used. In the fourth
section, we discuss the problem of verification of the potential
location credibility and propose an algorithm. In the following
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section, we evaluate the proposed algorithm using data from
real transmission. We finish with conclusions in the sixth
section.

II. LITERATURE REVIEW

The positioning in wireless networks is a widely researched
topic. Although many of the wireless devices are equipped
with a Global Positioning System (GPS) interface, the use
of GPS increases the cost of device and uses additional
energy. Therefore, the possibility of using low-power-wide-
area signals for outdoor positioning is still needed, especially
in low cost networks which do not require high accuracy or in
indoor devices. The most commonly used positioning methods
using LoRA signals are based on RSSI and path-loss-model,
time of arrival (ToA), time difference of arrival (TDoA), and
the fingerprint technique.

Semtech has implemented a proprietary geolocation func-
tionality in LoRaWAN based on TDoA. The LoRa Alliance
claims this solution achieves a positioning accuracy of 20 m
to 200 m [7], depending on conditions. A positioning method
based on TDoA is also used in [8] with a median location error
below 500 m. The algorithm is evaluated on measurements
collected during driving, cycling or walking in public with a
mobile node. The same dataset has been used to evaluate the
positioning proposals described in [9]. The authors compare
the accuracy of TDoA-based and RSS-based (Received Signal
Strength) localization in the LoRa network. A more pessimistic
median error has been obtained for the RSS method - about
1 km, whereas, for TDoA, it is almost ten times smaller.

The combination of TDoA and AoA localisation in Lo-
RaWAN is presented in [10] assuming LoS and NLoS sce-
narios. The most optimistic mean position error is around
160 m. In [11], the authors describe the LoRa localisation
system using a multilateration algorithm based on TDoA.
Experimental results give a positioning accuracy of around
0.1 km in a 6 km2 urban area. But, the testbed is relatively
poor and consists of one end node and four LoRa gateways.
In [2], the authors propose algorithms to improve localization
performance in noisy outdoor environments based on the path
loss model and estimated RSSI error. Experimental results give
an error from several to several dozen meters over the distance
between devices of about 100 m. Similar results are obtained
in [3]. The authors also present the RSSI-based localization
techniques to reduce the effect of noise in LoRa networks for
outdoor and indoor environments. The use of LoRa in outdoor
and indoor positioning is also considered in [12]. The authors
apply Wiener filters to reduce noise in RSSI measurements
and use a trilateration algorithm. The most optimistic mean
location error is less than 0.5 km in an urban area of 0.5
km2, and 20-30 m for the indoor environment. The proposed
method has been evaluated on the available dataset [13].

A LoRaWAN and Sigfox location datasets are presented
in [14] as a material for evaluating fingerprint algorithms
in large outdoor environments. Measurements were collected
using mobile nodes (mounted on postal cars) moving around
in the urban area of 50 km2, which is a bit larger than in our
dataset. The authors declare a mean location error of around

0.4 km achieved by the kNN-based fingerprint technique on
the LoRaWAN dataset. Moreover, this collection has been also
used to evaluate [4] or a fingerprinting and machine learning
system-based architectures presented in [15], [16]. The most
optimistic mean location error is below 200 m.

In [17], the authors propose the positioning system using
the fingerprinting technique based on hi-res satellite images
from the Deep Globe dataset [18]. In particular, the algorithm
identifies the land-cover type using pixels classification and,
depending on it, adjusts the path loss exponent to improve
positioning. The median estimation error is below 50 m.
Another locating proposal [19] is based on RSSI-interpolated
fingerprint maps obtained from the propriety outdoor testbed
deployed on an area several hundred times smaller than ours.

A few research papers have considered the problem of
verifying location accuracy based on a wireless network
signal. A. Tahbaz-Salehi and A. Jadbabaie in [20] present
three distributed algorithms for coverage verification in sensor
networks with no location information. Still, the paper only
focuses on the localizing coverage holes problem and con-
siders distributed sensor network topology. Some works use
LoRa, e.g. [21], [22], which uses GPS to measure the location,
not LoRa positioning. The paper [5] describes an information
theory framework based on the threshold used in detecting a
spoofed location.

Most of the mentioned papers include real deployment case
studies. However, no works consider such a comprehensive,
commercially used and real-life network topology as we
do. Only one evaluation dataset includes a more significant
number of LoRa gateways than ours. And a slightly greater
testbed-deployment area. Nevertheless, the large-scale effect
is achieved with vehicle-mounted mobile nodes rather than a
regular network infrastructure.

III. DATASET

This section describes the comprehensive large-scale LoRa
dataset considered in our research. We have used the data
collection from our previous study [23]. The measurements are
collected from the commercially-used network infrastructure
deployed around 40 km2 in one of the typical Polish cities.
This network topology includes urban and suburban areas with
different densities of node distribution in space. The network
consists of over 6000 end devices and 16 LoRa gateways.
The devices were transmitting two packets per day to LoRa
gateways. The collection includes approximately 4 mln data
points collected over seven months. The single data point
provides information about RSSI and SNR measures, an id
number of the LoRa gateway that received the radio packet
and reception time.

The exploration of the dataset is twofold. First, estimate
the RSSI-distance curve coefficients described in section IV-A
and evaluate the localisation method. The measurements used
for the positioning method evaluation are not included in the
curve fitting process to provide valuable results. The evalu-
ation process considers 400 end nodes with exact inevitable
coordinates and at least 30 radio packages provided to each
of at least three LoRa gateway.
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Fig. 1. The real-life LoRa network infrastructure deployed in a Polish city.

IV. METHODOLOGY

Techniques based on the signal level are commonly used
for LoRa localization due to the availability of RSSI mea-
surements in LoRa interfaces. The location is calculated using
trilateration (true range lateration) which can be formulated
as an optimization problem and solved by non-linear least-
squares methods. An optimization method, e.g. Levenberg-
Marquardt [24] may be used to find a location with the lowest
square error. The trilateration algorithm requires at least three
distance values between a search point (a point whose position
is unknown) and nodes with known coordinates. However, this
method assumes a strong correlation between the estimated
distance and the actual distance in the field. Below we show
the evaluation of how distance values are provided by a
constructed function that maps RSSI values into the distance
map to a distance measured on the ground.

A. Distance function

The estimated distance is expressed as an exponential func-
tion of the RSSI measure.

d(RSSIij) = 10
RSSIij−a

b , (1)

where RSSIij is a mean value calculated from all RSSI
measurements obtained in the communication between ith end
node and jth LoRa gateway. The parameters of the function:
a = −119.3 and b = −8.7 are fitted curve coefficients fitted by
the least-squares method. Figure 2 illustrates the logarithmic
function that best fits a series of distance vs RSSI data points.
Each point of the data series corresponds to an average RSSI
value calculated from packets delivered from one end node to a
given LoRa gateway. The parameters a and b determined in the
fitted curve (fig. 2) were obtained for deployment with specific
parameter values such as antenna gain or transmission power.
In the case of applying this solution in different deployments,
the path loss should be determined, considering the parameter
values specific to given appliances, or a path loss estimation
typical for a LoRa networks may be used, which has been

estimated in a few research papers, e.g. in [23], [25]. These
calculations should be considered to determine new parameters
a and b, specific to the network implementation.

Fig. 2. The fitted logarithmic curve of the relationship between the distance
and its average RSSI.

V. COMPARISON BETWEEN ESTIMATED AND REAL
DISTANCE

Fig. 3. Visualisation of selected single end node localisation using the
proposed method. The blue point represents the localisation as an outcome of
RSSI analyse based trilateration. The green point is the reference localisation
taken from the GPS database. The red circles reflect the distances from the
appropriate antennas resulting from the fitted RSSI vs distance curve. The
error difference in distance between points equals 208.83 meters.

A particular case shown in 3 visualizes the outcome of the
distance estimation for a sample end. The visible red circles
represent the calculated distances from appropriate gateways
receiving no less than the assumed number of packets. From
these distances, the trilateration algorithm has calculated the
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position marked with a blue point. The green point marks the
reference location taken from a database, and the calculated
error between both positions is 208.83 meters. We can see
no single location where the circles showing the estimated
distances meet, and the inaccuracy is significant due to the
mismatching of the distances to different gateways.

The LoRa transmissions are characterized by high variabil-
ity of received radio signal strength, which has been shown,
e.g. [26] or in our previous work [23]. Additionally, according
to [27], there are significant channel gain variations over differ-
ent LoRa channels. Although the influence of this variability
may be partially minimized using advanced filtering, it is
unlikely that the distance estimation based on the signal level
in LoRa is accurate, leading to even higher location accuracy
errors.

A. Correlation between measured RSSI and the distance

Having a data set containing the actual positions of end
nodes and data points with RSSI measure information received
by the LoRa gateways, we attempted to verify each end node’s
actual position using the collected RSSI data. For each end
node whose position needs to be verified, the population
of RSSI measurements is considered in the communication
between a given end node and each LoRa gateway. RSSI
values recorded for received radio packets are calculated into
distances according to the formula 1. We aim to provide
a measure based on an obtained distribution of distances
between the end node and the LoRa gateway.

The position verification process calculates the distance
between a given end node and each LoRa gateway within
range and determines the distance-based measures for included
gateways. The accurate coordinates of the LoRa gateway are
known. Then, the value of the cumulative distribution function
at the obtained distance is determined for each LoRa gateway
within range. Finally, the determined values per each gateway
are used to derive measures from the formula 2.

In order to make distance comparisons, the following de-
pendency measure was developed:

Rssi(di) = 1− 2× |F (di)− 0.5|, (2)

where
• di – is the distance in [km] between the real end node

position and the i-th LoRa gateway position within the
radio range of the end node,

• F (di) – is the cumulative distribution value of the
distance distribution determined from the RSSI data in
the communication between the end node and the LoRa
gateway.

The constructed measure rewards distances di having values
equal to or close to the distance being the median of the
distance distribution determined based on RSSI data. The
values of the thus constructed measure belong to the interval
[0, 1]. Depending on the number of LoRa gateways record-
ing the radio signal from the end point, we get the vector−−→
Rssi = [Rssi(di1), · · · , Rssi(din)] having from n = 1 to a
maximum of n = 16 values calculated individually for each
LoRa gateway within the radio range of the end point. For

obtained vectors, we define a consistent measure
−−→
Rssi(kp)

independent of their size, where (kp) is the k-th percentile
of the vector

−−→
Rssi. The value represented by the hundredth

percentile is the best result achieved by one of the LoRa
gateways. Figure 4 presents the distribution of the value of
the dependency measure

−−→
Rssi(100).

Fig. 4. The distribution of values achieved by
−−→
Rssi(100) measure.

The plot in fig. 4 shows the minimal dependency between
the measured average RSSI and the distance. The distribution
is almost uniform, and as a result, there is no clear correlation
that can be derived, and the use of RSSI to validate if the
distance between the node and the gateway is correct is not
conclusive.

VI. PROPRIETARY METHOD OF LOCATION VERIFICATION

We developed a method for verifying the reliability of the
end node location based on the proposed measure Mv that
calculates one consistent numerical value characterizing the
end node based on its set of features. Considerations for the
measure were based on identifying irregular distances between
LoRa gateways receiving the signal from the end nodes. If the
end node location is accurate, then the end node signal should
be received by access points in its immediate vicinity with
the appropriate frequency (number of received packets). The
following measure was developed based on the information
about packet transmission in the LoRa network:

Mv = 1−
N∑
i=1

f0−1

(
diffi
Grdn

)
× Countsi

Soc
, (3)

where

• f0−1(x) :=

{
x, for x ∈ [0, 1)
1, for x ≥ 1

• diffi – denotes the difference in the positions of the array
cells between the two ways of sorting the array:

– in ascending order of the distance between the end
node and the location of the i-th LoRa gateway;

– in ascending order of the number of packets delivered
to the i-th LoRa gateway.

• N – number of gateways
• Grdn – (Gateways Receiving Data from Node) number

of LoRa gateways recording packets received from the
end node,

• Countsi – number of packets received by the i-th LoRa
gateway,
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Fig. 5. The distribution of values achieved by Mv measure. The ”proper locations” set stands for accurate and verified coordinates, while the ”incorrect
locations” set contains coordinates verified to be incorrect entries in the available LoRa dataset.

• Soc – (Sum Of Counts) the total number of packets
received by the LoRa gateway.

The values of this measure belong to the interval [0, 1]. Figure
5 presents the measure distribution of values calculated for two
sets of locations. The ”proper locations” set contains end nodes
with verified location coordinates. The ”incorrect locations”
set contains unique 52 end nodes coordinates verified as
incorrect entries in the available LoRa dataset.

The proposed measure reaches high values for locations
considered to be accurate. A Mv metric value higher than 0.8
indicates the correctness of the coordinates correlated with the
measure. On the other side of the scale, we can observe that
Mv values being close to zero indicates that it is almost certain
that the node coordinates are not correct. The intermediate
values within the interval [0.2; 0.8] include cases for both sets
of end node locations; thus, we cannot determine whether the
coordinates are accurate or faulty.

The proposed metric is based on the correlation between the
packet delivery to different gateways and the location. While
it is highly unlikely that a distant location served by other
gateways has a similar value of the proposed metrics, it may
happen that some obstacles may increase the attenuation and
slightly reorder the gateways. This leads to the metric values
in the middle of the scale, showing some uncertainty. But the
comparison between the plots shown in figures 6 and 4 shows
that the proposed metric can be useful to indicate the location
credibility.

VII. CONCLUSIONS

This paper discusses the applicability of LoRa positioning in
a real-life, large-scale telemetry network. We first evaluate the
LoRa localization using an extensive data set of a telemetric

network of a few thousand devices. Our analysis shows little
correlation between the distance from the gateway to the end
node estimated using RSSI and the real distance measured in
the field. We show that although the direct positioning based
on trilateration provides limited accuracy, the measurement
of LoRa transmission may be successfully used to evaluate
the credibility of location information. The information about
which gateways received the data and the RSSI measurements
allow us to verify if potential coordinates of a location are
accurate and create a LoRa location verification system.
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I. INTRODUCTION

OPTIMISING the performance of a single base station
(BS) in a cellular network is a relatively well understood

problem. In an OFDM-based cellular network, such as Long
Term Evolution (LTE) or New Radio (NR), the core part of
this optimization task is to find the allocation of time and
frequency resources to optimally fulfill throughput demands
considering current radio conditions, fairness between user
equipment (UEs), etc. Optimising the global performance of a
network is a completely different problem. A basic issue is that
transmitters interact, i.e., a single BS receives both the signal
dedicated to it and signals from other BSs. On a rudimentary
level, the activity of these other transmitters adds to the noise
in the channel formed between the transmitter and receiver and
as such is destructive to the transmission. Advanced mech-
anisms such as coordinated multi-point (CoMP) [1] or dis-
tributed massive multiple-input and multiple-output (MIMO)
[2] are designed to gain from these interactions. In this paper,
however, we focus on network performance optimisation by
minimising the negative effects of interference rather than
gaining from them. We also work under the approximation
that only the most interfering transmitters (typically the closest
ones) are considered. Thus, the network is considered as a
graph where nodes represent BSs and edges connect the most
severely interfering ones (Fig. 1).

A situation where there is an internal conflict between
agents engaged in a joint activity is naturally modeled using
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Fig. 1. An arrangement of wireless base stations (left) and their corresponding
graph (right). The edges connect nodes corresponding to base stations whose
distance from each other does not exceed, in this case, half of the length of
the diagonal between the stations furthest apart from each other.

game theory [3], [4]. We consider a sequence of decisions
made by a BS, which can be an evolved Node B (eNB) in the
LTE case or a next generation Node B (gNB) in the NR case.
Each decision is of the form “transmit” or “do not transmit”
at a given moment. The “do not transmit” decision in this
framework does not arise from the fact that there is no data
to be sent. It is rather a kind of “sacrifice” made by the BS
to reduce interference and increase the overall performance of
the network. The strategy applied by the BS is a probability
distribution over these two possible decisions. In other words,
at any time the decision at the transmitter is made randomly
with a certain probability and this probability is considered
its strategy. Since decisions made by different transmitters are
independent, this brings us into the realm of games in mixed
strategies. Thus, the optimisation domain in our model is the
set of possible assignments of mixed strategies to all BSs and
the utility function of interest is the average throughput of the
whole network.

To find the optimal network operating point, we propose
an algorithm within the dynamic programming paradigm.
Dynamic programming is now a commonly used tool in
algorithm design, network science, control theory, and others
[5]. The specific method presented here is an adaptation of an
algorithm for computing a mixed strategy Nash equilibrium
in a graphical game where the graph structure associated
with the game is a tree [6]. We apply this algorithm to the
problem of finding the optimal assignment of a transmission
strategy for each BS. We relax the assumption of [6] about
the graph structure, as we consider general graphs, not only
trees. To consider general graphs, we turn our attention to
the tree decomposition of graphs, which constructs trees that
approximate arbitrary graphs. Another inspiration to use tree
decomposition is the dynamic programming algorithms of [6],
[7] and the methods described in [8].
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The tree decomposition, as well as the associated notion
of treewidth (the minimum width of a tree decomposition, cf.
Section II-D), has been studied extensively since its introduc-
tion [9]. We refer the reader to [10] for a graph-theoretic
perspective on tree decomposition and treewidth. From an
algorithmic perspective, having a precomputed tree decompo-
sition of a graph where the treewidth of the decomposition is
small, dynamic programming allows computing functions of a
graph where the computation time depends on the size of the
graph as a small-degree polynomial. This approach reduces
the problem of efficiently calculating a function of the graph
to finding a good tree decomposition of the graph. Obviously,
not all graphs have a good decomposition and in general it is
not easy to find such a decomposition even if they have one.
However, algorithms have been proposed that allow us to find
the decomposition quickly if the treewidth is small: [11]–[13].

Methods based on dynamic programming for good tree
decomposition, in addition to having theoretical significance,
have found their way to practical engineering and computing.
An early review of applications, including those beyond the-
oretical interest, is given in [14]. In the area strictly related
to telecommunications, it is worth mentioning [15] in which
applications have been developed to the problem of routing in
wireless sensor networks.

We provide a dynamic programming algorithm that finds
the optimal assignment of strategies, from the point of view
of global performance, given its tree decomposition. As an im-
mediate application of the algorithm, motivating this study, we
propose a mechanism of downlink transmission optimisation
in an LTE or NR cellular network by changing the activity of
BSs in time and reducing the negative impact of interference
on network performance.

The remainder of the work is structured as follows. In
Section II, we recall basic definitions related to combinatorics
and game theory, including the notion of tree decomposition.
Then, in Section III, the main algorithm is proposed for
an abstract setting. Next, we describe the realization of the
algorithm in a network of interactive devices considering
distributed optimisation (Section IV). We also discuss the
application of the method to solve the problem of channel
allocation in cellular networks (Section V), which constitutes
the main motivation for this work, and validate our approach
with simulations (Section VI). Finally, Section VII summarises
the results and gives insight into the perspective of further
research and applications.

II. FORMAL DEFINITIONS AND NOTATION

In this section, we present notational conventions used later
in the text and basic definitions related to graphs, game theory,
and tree decomposition, which are relevant to the modelling
and analysis of cellular networks.

A. Conventions

If P is a set, then by {Sp}p∈P we understand the family
of sets indexed by P . Having such a family, by

∏
p∈P

Sp we

understand the Cartesian product indexed by P , i.e.,
∏
p∈P

Sp =

{f : P →
⋃

p∈P

Sp, s.t. for each p, f(p) ∈ Sp}.

Having K ⊂ P and the family {Sp}p∈P , by πK :∏
p∈P

Sp →
∏

k∈K

Sk we understand the projection operator,

i.e., for f ∈
∏
p∈P

Sp and x ∈ K, πK(f)(x) = f(x). When

using the Cartesian product, we label factors of the product
with an index taken from a set. The set-theoretic operation
of disjoint sum on the indexing sets easily transfers to the
product. Namely, if K ∩ L = ∅, (K ∪ L) ⊂ P , we have∏
k∈K

Sk ×
∏
l∈L

Sl =
∏

k∈K∪L

Sk. We also disregard the order

when referring to the elements of such a product, i.e., in our
convention with the same assumptions about sets K and L as
above we have: if x ∈

∏
k∈K

Sk, y ∈
∏
l∈L

Sl then we denote

(x, y) = (y, x) = z ∈
∏

k∈K

Sk ×
∏
l∈L

Sl =
∏

l∈K∪L

Sl. To

simplify exposition of the algorithm, we formally allow the
Cartesian product to be taken over empty sets. By convention,
a product over an empty set is the neutral element for the
operation on Cartesian products:

∏
k∈K

Sk ×
∏
l∈∅

Sl =
∏

k∈K

Sk.

With this convention, if formally s′ ∈
∏
l∈∅

Sl, we have

(s, s′) = s. For the arg max operator we take the convention
that for the function f :

∏
k∈K

Sk → R, s ∈
∏

k∈K

Sk we define

arg max
s′∈

∏
l∈∅

Sl

f(s′, s) = f(s). For function f : X → Y , we refer

to X also by dom(f).

B. Graphs

Definition 1. An undirected graph G is a pair G = (V,E)
where V is a finite set of vertices (representing BSs), E is the
set of edges (representing interference), and E ⊂ {e ⊂ V :
|e| = 2}.

We consider only undirected graphs, which we later refer
to simply as graphs.

Definition 2. A path between elements x, y ∈ V in graph
(E, V ) is a sequence x = v0, . . . , vk−1 = y, where for each
0 < i ≤ j < k we have:

1) if i �= j then vi �= vj ,
2) {vi−1, vi} ∈ E.

Having graph G = (V,E) and vertex v ∈ V we have a
function nbG : 2V → 2V defined as nbG(S) = {w ∈ V :
∃v ∈ S, {v, w} ∈ E}. We call nbG(S) the neighbourhood
of S in G. For the singleton {v}, we slightly abuse the
notation and simply write nbG(v) instead of nbG({v}). For
convenience, we define the extended neighbourhood of S in
G by xnbG(S) = S ∪ nbG(S), preserving the same notation
convention for singletons as in the case of the operator nbG.

Definition 3. An undirected graph is a tree when there is only
one path between any pair of vertices. Let G = (V,E) be a
tree and consider any arbitrary vertex t ∈ V . Then, the pair
(G, t) is called a rooted tree and t is called a root.
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For a rooted tree (G, t), we define a function

parent : V \ {t} → V

such that parent(x) = y iff there is a x, y, . . . , t path in G.
We also define a function children : V :→ 2V such that

children(x) = {y : parent(y) = x}.

We refer to v ∈ V such that children(v) = ∅ as leaves.
For convenience, we also define a function offspring :

V → 2V inductively (by induction starting from the leaves)
as

offspring(x) = ∅,

where x is a leaf, and

offspring(x) = children(x) ∪
⋃

y∈children(x)

offspring(y).

C. Game Theory

Definition 4. An n−player game Γ is a triple

Γ = (P, {Sp}p∈P , {up}p∈P ),

where P is the set of players (|P | = n), for each p ∈ P ,
Sp is the set of strategies available to the players, and up :∏
p∈P

Sp → R is the payoff function.

For a finite set K, we define a simplex ∆K = {x ∈ R|K| :
x ≥ 0 ∧

∑
k∈K

xk = 1}. Elements of the simplex represent

possible probability distributions on the set K treated as a
finite probability space.

Definition 5. For game Γ = (P, {Si}i∈P , {ui}i∈P ), where P
and each Sp is finite, we call the game Γ in mixed strategies
and denote by M(Γ) the following game:

M(Γ) = (P, {∆Si
}i∈P , {u∆,i}i∈P ),

where
u∆,i :

∏
i∈P

∆Si
:→ R

is defined by

u∆,i(x) =
∑

s∈
∏

j∈P

Sp


∏

j∈P

xj(sj)


ui(s).

To capture the quantitative influence of nodes in a game Γ,
we define the function InflΓ : P × 2P → R as

InflΓ(i, I) = max
s−I∈S−I

( max
sI∈SI

ui(sI , s−I)− min
sI∈SI

ui(sI , s−I)).

We state that i ∈ P is ε−independent from I ⊂ P if
InflΓ(i, I) ≤ ε.

The intuitive meaning of this function is as follows: for
a given game Γ, player i, and set of players I , it provides
information about the maximal possible change of payoff of
player i caused by the actions of players from I . If the value
of InflΓ(i, I) is small it means that in practice player i is
not affected by other players in I . If the players are wireless
BSs and their interaction is the radio interference, this function

measures to what extent BSs from the set I interfere with the
transmissions from BS i to UEs.

We assume a fixed ε and that for each p we have a (non-
unique and possibly empty) set of non-influencing players
NIp ⊂ P such that p /∈ NIp and InflΓ(p,NI(p)) ≤ ε.
This set contains those elements of P different than p itself,
that collectively have little influence on the payoff p despite
the action they take. Then, fixing the choice of NIp for each
p, we associate with Γ a graph (P,EΓ,ε) in the following
manner:

{v, w} ∈ EΓ,ε ⇔ v /∈ NIw ∨ w /∈ NIv.

The graph (P,EΓ,ε) under a suitable choice of NI is called the
ε graphical representation of Γ. For ε = 0 it is the graphical
representation of Γ.

We emphasize once more that an ε graphical representation
depends not only on the choice of ε but also on the choice of
NI which is not canonical.

For a game with graphical representation G = (P,E) and
for player p, we formally consider up not as a function with the
domain

∏
v∈P

Sv but as a function with the domain
∏

v∈xnbG(p)
Sv .

We use the notation domG(p) for set xnbG(p) omitting the
subscript G when it is clear from the context. For the ε
graphical representation G of Γ, there is a graphical game
that approximates Γ.

The following theory gives the strongest results for games
for which there exist sparse ε graphical representations of Γ for
small ε. Games arising from the modeling of cellular networks
where the interaction between the players representing BSs is
caused by interference typically satisfy this condition. For any
given BS there is a relatively small number (compared to the
number of all BSs) of transmitters within the distance where
interference influences signal reception.

D. Tree Decomposition

An example of how to apply dynamic programming meth-
ods in graphical games where the underlying graph is a tree is
given in [6]. To apply algorithms suited to this regular structure
in more general settings, we need to transform a general graph
structure into a tree. A known technique of representing a
general graph as a tree is tree decomposition.

Definition 6. Let G = (V,E), be a graph. The tree decom-
position of G is a graph (X,F ) such that:

1) (X,F ) is a tree,
2) x ⊂ V for each x ∈ X ,
3)

⋃
x∈X

x = V ,

4) for each e ∈ E there is x ∈ X such that e ⊂ X ,
5) for each v ∈ V if there are x, y ∈ X such that v ∈ x

and v ∈ y, then for each z in the path from x to y in
graph (X,F ) we have v ∈ z.

Having a tree decomposition T = (X,F ) we call max
x∈X

|x|−
1 the treewidth of T . The set of all tree decompositions of
G = (V,E) is denoted by TD(G). We make the following
observation:
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Remark 1. TD(G) �= ∅ for any graph G.

This is the immediate consequence of the fact that the trivial
graph ({V }, ∅) is always a tree decomposition of G = (V,E).

One can compare Fig. 2b depicting the graph with Fig. 2c
depicting one of its tree decompositions to gain an intuitive
understanding of the concept.

III. WELFARE IN GRAPHICAL GAMES

Using the provided definitions, we first provide a scheme
for computing the welfare for a graphical game with tree
decomposition and then proceed to analyze its performance.
The scheme for calculating maximum welfare depends on:

• a graph G = (P,E) describing the structure of the
graphical game Γ,

• a particular representative T ∈ TD(G), i.e., a tree
decomposition of G.

Consider (X,F ) = T ∈ TD(G) and a distinguished element
t ∈ X as the root. We start with the following lemma:

Lemma 1. For the tree TD(G) � T = (X,F ) rooted at
t ∈ X , the following regularity condition is satisfied: for each
x �= t, if v ∈ x \ parent(x) and {v, w} ∈ E then

w ∈ x ∪
⋃

z∈offspring(x)

z.

Proof. Assume, contrary to the thesis, that there is an x ∈ X
such that there is a v ∈ (x \ parent(x)) and w ∈ V and such
that e = {v, w} ∈ E and w /∈ x ∪

⋃
z∈offspring(x)

z. From

Definition 6, we know there is a node y ∈ X such that e ⊂ y.
From the assumption we have y /∈ {x}∪ offspring(x). This
means, again from Definition 6, that v belongs to every node
of the tree T on the path from y to x, but such a path must
contain parent(x). This is a contradiction as we assumed that
v ∈ x \ parent(x).

Consider the following scheme of computing welfare of Γ
with operators dependent on the structure of T :

FD(x) = xnbG(parent(x)) ∩
⋃

y∈{x}∪offspring(x)

y

and
BD(x) = x ∪

⋃
y∈children(x)

FD(y).

Remark 2. For root t, FD(t) = ∅.

Remark 3. BD(x) = x ∪ (xnbG(x) ∩
⋃

y∈offspring(x)
y).

Proof.

BD(x) = x ∪
⋃

y∈children(x)

FD(y) =

x ∪
⋃

y∈children(x)

(xnbG(x) ∩
⋃

z∈{y}∪offspring(y)

z) =

x ∪ (xnbG(x) ∩
⋃

y∈children(x)

⋃
z∈{y}∪offspring(y)

z) =

x ∪ (xnbG(x) ∩
⋃

y∈offspring(x)

y

The scheme works in two passes, each with two stages. In
the first pass in stage one:

For x ∈ X \ {t}, let y = parent(x) compute the function:

fx→y :
∏

v∈FD(x)

Sv → R

as:

fx→y(s) =

max
s′∈(

∏
w∈BD(x)\FD(x)

Sw)


 ∑

v∈x\y

uv(πxnbG(v)(s′, s))+

∑
z∈children(x)

fz→x(πFD(z)(s′, s))




and the (possibly empty) function

mx→y :
∏

v∈FD(x)

Sv →
∏

w∈BD(x)\FD(x)

Sw

as:

mx→y(s) =

arg max
s′∈

(
∏

w∈BD(x)\FD(x)
Sw

)


 ∑

v∈x\y

uv(πxnbG(v)(s′, s))+

∑
z∈children(x)

fz→x(πFD(z)(s′, s))


 .

This ends stage one. At stage two, for root t we compute:

max
s′∈(

∏
w∈BD(t)

Sw)


 ∑

v∈x\y

uv(πxnbG(v)(s′, s))+

∑
z∈children(x)

fz→x(πFD(z)(s′, s))


 .

and

st = arg max
s′∈(

∏
w∈BD(t)

Sw)


 ∑

v∈x\y

uv(πxnbG(v)(s′, s))+

∑
z∈children(x)

fz→x(πFD(z)(s′, s))


 .

Moving to the second pass, in the first stage, elements
of BD(t) are assigned strategies according to st. Then,
in the second stage, assuming that for x ∈ X the
whole path from parent(x) to t is processed, elements
from s′ ∈ BD(x) \ FD(x) are assigned according to
mx→parent(x)(πBD(x)\FD(x)(s)), where s are states already
assigned.

We provide the following theorem that shows the correct-
ness of this procedure, i.e., that all functions are well defined
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and the procedure assigns strategies to all nodes in V . We
show that the result of this assignment is indeed optimal in a
separate theorem.

Theorem 1. We have the following:
1) In the first stage of the first pass, if, for all y ∈

children(x), functions fy→x are known, then the com-
putation of fx→parent(x) is possible. For each v ∈ x \ y
we have dom(uv) ⊂ FD(x) ∪ (BD(x) \ FD(x)) =
BD(x) ∪ FD(x) and for each y ∈ children(x) we
have dom(fy→x) ⊂ BD(x) ∪ FD(x).

2) Computation in the second stage of the second pass is
possible, i.e., each dom(uv) is contained in nodes to
which a strategy is already assigned or in nodes over
which the max operator is calculated.

3) For each y ∈ children(x), dom(fy→x) is contained in
already set nodes and nodes over which the maximum
is taken.

4) After the second pass all nodes have assigned strategies.

Proof. First, we show that for v ∈ x \ parent(x) we have
xnbG(v) ⊂ BD(x) ∪ FD(x). Consider w ∈ xnbG(v). If
w = v then obviously w ∈ BD(x). If w ∈ nbG(v) then, by
Lemma 1, w ∈ x ∪

⋃
z∈offspring(x)

z and it obviously belongs

to xnbG(x). Thus, by Remark 3, it also belongs to BD(x).
This gives us w ∈ FD(x) ∪BD(x).

We also have, for all z ∈ children(x), FD(z) ⊂ BD(x).
Thus, any element of the domain of fz→parent(z) = fz→x is
available when computing fx→y according to the definition in
the first pass of the algorithm. The same reasoning applies to
mx→y as this is just the selection of arg max of fx→y .

Now, consider the second pass. The maxima can be calcu-
lated for the root, as according to the scheme functions and
fz→t for z ∈ children(t) are known. Assume that assign-
ments of the strategies are already done on the whole path
from x to t. This means that it is a known argument for which
the function mz→x must be computed. The computation of this
function extends the range over which the global solution is
known. We must show that this extension is consistent among
children of x. This is the case, however, where pieces of the
solution computed for different children do not overlap. More
formally, for y1, z2 ∈ children(x) such that z1 �= z2 we have
(BD(z1) \FD(z1))∩ (BD(z2) \FD(z2)) = ∅. Assume that
this is not true, i.e., there exists w ∈ (BD(z1) \ FD(z1)) ∩
(BD(z2) \ FD(z2)). We have an w ∈ BD(z1) that is either
in z1 or in one of its offspring. The same is true for z2. From
the definition of the tree, there is a path between any z1 and
any of its offspring to z2 and any of its offspring leading
through z1, x, and z2, as x is the common parent of z1 and z2.
From the definition of tree decomposition we then must have
w ∈ z1, w ∈ z2 and w ∈ x. This means that w ∈ FD(z1) and
w ∈ FD(z2), which leads to a contradiction and concludes
the proof.

Now, we prove the correctness of the scheme in the case
when domains Sv are finite.

Theorem 2. For (X,F ) = T ∈ TD(G) and t ∈ X being the
root, and a set of functions uv :

∏
xnbG(v)

Sv → R where Sv

is finite, the scheme finds a (global) maximum of the welfare
function:

wlf(x) =
∑
v∈V

uv(πxnbG(v)(x)).

Proof. Assume that s ∈
∏
v∈V

Sv is the optimal assignment.

In the second pass, the algorithm must consider it as part
of the calculation of the operators max and arg max in root
assignment πBD(t)(s).

IV. TOWARDS A DISTRIBUTED IMPLEMENTATION

We now outline an implementation of the algorithm pre-
sented in the previous section in a system where compu-
tations can be performed in a distributed manner. Assume
that interacting nodes are organized in a way that reflects
the structure of both graphs: the original interaction graph
G = (V,E) of the game and the chosen tree decomposition
(X,F ) = T ∈ TD(G). Further, assume that each v is
associated with a device. Devices can communicate with
one another. Each device frequently decides about its action
(strategy) from the set Sv and operates according to that
choice. The result measured with numerical utility depends
on the choice made by other devices associated with nodes in
nbG(v). This utility function is denoted by uv . Each device
also knows the dependency of uv from a combination of its
own choice and the choices of other devices it depends on.
This knowledge can be provided to the device or, in a more
realistic scenario, it may come from empirical extrapolation of
monitoring data. In the latter case, devices derive an empirical
approximation of uv from the observations of the actions
of other devices, the knowledge of its own action, and the
received utility1. Further, assume that for each x ∈ X there
is a distinguished device v ∈ x which is further called the
computation node and denoted by cn(x). As the nodes in
X (which are sets) are not disjoint, it is a valid situation
where cn(x) = cn(y) for x �= y. The computation node is
responsible for computing functions fx→parent(x). Nodes for
which uv needs to be known directly by cn(x), send to cn(x)
data which allows to compute uv or its approximation, while
the computation nodes c(y) for y ∈ children(x) send data
that allows to compute the appropriate fy→x.

At some point (e.g., periodically) the following process oc-
curs. Functions fx→parent(x) and mx→parent(x) are computed
in the node cn(x) for all x being leaves of T . Then, informa-
tion sufficient to compute the function (or a sufficiently good
approximation of the function) fxparent(x) and mx→parent(x)
is sent to cn(parent(x)). Each node not being the root, after
receiving data from all its children, performs computation
of fx→parent(x) and mx→parent(x) and sends information to
computation node of the parent, etc. Finally, the computation
node of the root t receives all information from computation
nodes of its children and nodes it knows directly and itself
performs computation corresponding to stage two of the first
pass of the scheme. Next, the root sends information about mt

to all the nodes for which it determined an optimal strategy

1Such an empirical model easily captures the elements of randomness of
the environment with statistical modeling.
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and for all children sends mx→t(mt) to the computational
node of child x. Then, for each x, the computational node
that receives mx→parent(x)(s) for an appropriate s sets the
data in appropriate nodes and continues the process by sending
appropriate data to its children. Upon receiving information
about its assigned strategy, the node starts to apply it. After
dissemination of the state across all nodes, the network should
work in a new optimal regime.

V. INTERFERENCE GAME

We apply the proposed scheme to an interference game in
a cellular network with downlink transmissions. To simplify
the terminology, we identify BSs with a single cell. A set of
these BSs is denoted by C. We assume that all stations use the
same carrier and that downlink transmissions from BSs happen
synchronously at discrete times. These assumptions are well
justified for a large set of configurations of OFDM networks,
e.g., for LTE TDD (Time Division Duplex) and NR networks.

For each discrete transmission opportunity, a BS decides
if it transmits to at least one of the receivers assigned to
it (UEs) or does not transmit at all. Again, to simplify
we limit ourselves only to transmissions carrying user data,
omitting in the model obligatory transmissions of reference
and synchronisation signals, broadcast channels, etc. We also
leave aside details of scheduling, i.e., to which of the devices
the BS transmits.

In this setting, at each downlink transmission opportunity,
the network is considered a game and each BS c ∈ C is
a player. With each player, we associate the strategy space
Sc = {0, 1}, where 0 means that the BS is not transmitting and
1 means that it is transmitting. The payoff uc :

∏
d∈C

Sd → R

is defined as:
uc(s) = E[Tputc(s)],

where E is the expected value and Tputc represents the
downlink throughput and can be treated as a random variable
depending on the selection of the receivers by the scheduling
algorithm (so also based on the arriving data, what can be
modeled as a stochastic process) and on activities of other
BSs which are treated as interference. In general, the function
of throughput may be complicated so, to pose the problem
more concretely, we assume that if there is a transmission at
all only one receiver is chosen for transmission at a given
opportunity t and the function is of the form

Tputc(s) = log2


1 + Pscd(c, ue)−θ

∑
w∈C\{c}

Pswd(w, ue)−θ + ν


 ,

where the ue is a random position representing the receiver
(UE) selected by c, d(x, y) is the Euclidean distance between
BS x and ue y , θ > 2 is a propagation coefficient describing
the attenuation of the signal with distance, ν is random noise
and the expected value in uc is taken over the distribution over
the choice of ue.

We neglect the interference from far away stations, stations
placed with an attenuating factor in between (e.g., walls), and
stations that are close, but there are no receivers in the area

where their interference is strong. The activity of these stations
contributes to the interference term but this contribution is
limited. This corresponds exactly to the elimination of the
subset of players for which the influence function described
in Section II-C is small. In this approximation, the sum in
the denominator in the formula for uc may be taken over the
proper subset of C \ {c}. In other words, this leads to the
assumption that the game has a graphical representation that
is sparse.

We also assume that nodes exchange information about
transmission allocation with their neighbours. That is, if a node
strongly interferes with a given one, so that both are linked in
the graph representing the game, it frequently sends informa-
tion about its activity. This allows each node to estimate their
uc. Note that this information does not need to be exchanged
in each cycle, which would be technically infeasible, but
rather communicated in larger batches. To realize the scheme
in a single cycle (i.e., when batches are sent and received,
the amount node x must send and receive is 2 × |nbG(x)|
messages. The length of the messages is proportional to the
interval between subsequent exchanges counted in cycles as
the information contains sequences of strategies used and
payoffs received during the cycles.

Next, we move to the game in mixed strategies. In this case,
the strategy space (we abuse notation and use the same letters
for the new game) Sc = [0, 1], and the choice of the strategy
is a choice of the probability for transmission. Writing u∆,c

explicitly leads us to the formula:

u∆,c(x) =
∑

s∈
∏

{c}∪nb(c)
Sp


 ∏

j∈{c}∪nb(c)

xj(sj)


ui(s).

Here we already incorporated into the formula the dependency
of u∆,c only on its neighbours in the graphical representation.
To restrict the domain of the utility functions to a finite set
instead of the interval [0, 1], for station c we restrict it to the
subset Sc = {p0, p1} ⊂ [0, 1]. Finally, the game over which
we optimize welfare is (C, {Sc}c∈C , {uc}∆,c).

Assuming that the treewidth of the graphical representation
is small and we can choose a proper tree decomposition T
rooted in t, we apply the arrangement we prepared in the
previous sections to calculate the maximum effectiveness of
the game in terms of welfare. What needs to be calculated for
node x is

fx→parent(x)(s) =

max
s′∈BD(x)\FD(x)


 ∑

v∈x\parent(x)

u∆,v(πv(s′, s))+

∑
z∈children(x)

fz→x(πFD(z)(s′, s))


 .

As functions fz→x are supposed to be known (and commu-
nicated to cn(x), cf. Section IV), what remains to be computed
is the maximum. The number of messages exchanged between
cn(x) in each step of the algorithm is proportional to |nbT (x)|.
The length of the message from cn(x) to cn(parent(x) in the
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Fig. 2. Simulation topology: (a) BS arrangement, (b) corresponding graph, (c) corresponding tree. UEs are placed in the shaded area.

first stage of the algorithm is bounded by |S|(|BD(x)\FD(x)|,
where S = max c ∈ C|Sc|. This information, however, is
passed between nodes once per single optimization run.

In this particular case, any computations of the maximum
may be done by brute force. As a result, the network finds
the best, from the global network’s operation perspective,
assignment of {pc}c∈C . Now, each node c in each moment
independently performs a random decision if it should transmit
(with probability pc) or not (with probability 1 − pc). The
whole process is repeated after a time reflecting the dynamic
situation in the network.

The amount of brute force computation required depends
on the treewidth, the structure of T . For networks with good
structural properties , the computation may be feasible for even
small computing units.

In the particular case discussed in this section, where we
start from the interference game with two strategies for each
player, then move to the mixed strategy game, and finally
approximate the space of mixed strategies by discrete subsets,
one can avoid brute force maximization over all possible
combinations of strategies. The mixed strategy spaces, in
this case, are one-dimensional and the payoff is monotonic
with respect to each “mixed strategy variable” and allows
maximization over each variable separately.

VI. SIMULATIONS

We evaluate the proposed algorithm by simulating the
network topology of Fig. 2. We use a random and uniform
distribution of 200 UEs within the grey-marked area. Each UE
is assigned to the closest BS. BSs 7, 8 and 9, which are outside
the grey rectangle, have all UEs assigned to them on the cell
edge. For this arrangement, we measure the performance of
the simulated network where BSs are busy 95% of the time.
Then we run the same simulation, but with the optimisation
algorithm enabled after 1000 steps. We restrict the choice of
the BS time occupancy algorithm to two values: original 95%
activity or decreased to 20%.

The results are presented in Fig. 3. The Y-axis is the
average throughput over the whole history of the simulation,
while the X-axis is the number of cycles since initializing
the simulation. The average over history means that for cycle

T we calculate 1
T

T∑
t=1

AvgTput(t), where AvgTput(t) is the

network throughput per UE in cycle t. The algorithm decides
to decrease the activity of BSs 1, 3, 8, and 9 which results
in an increase in overall network throughput compared to the

situation when all BSs were busy. The increase is, however, in
this setting relatively small (less than 5%). We conclude that
the algorithm finds an optimal solution (subject to Theorem 2)
under the proposed conditions.
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Fig. 3. Performance in the static scenario.

The previous example was static, i.e., the distribution of
UE was constant and they were immobile. We obtain more
interesting results for a changing environment. We add mo-
bility to the initially randomly distributed UEs which are
always assigned to the closest BS. Each UE moves on a
piecewise linear trajectory with constant speed. We start from
the random distribution in the same grey-marked area from
Fig. 2a. Velocity changes only by changing direction which
occurs when the device reaches a boundary of the rectangle,
which is bigger than the initial area where we distributed UEs,
and the change in direction follows a “billiard ball” rule.
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Fig. 4. Performance in the mobile scenario.

We check how the system performance changes when we
apply the algorithm at various discrete moments: every 5000,
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2500, 1000, and 100 cycles (Fig. 4). For “no optimization”,
the only change in the environment is due to UE mobility and
we observe throughput to initially decrease and later increase.
Meanwhile, for the optimisation cases, throughput immedi-
ately improves and, as expected, more frequent optimisation
leads to better performance. An interesting phenomenon is,
however, observed for the initial parts of the curves corre-
sponding to 100 and 1000 where we see significant initial
degradation. This effect seems to be contrary to the proven
fact that the algorithm optimizes throughput. Two factors con-
tribute to this behaviour. First, when the environment changes
sufficiently fast, the optimisation performed at a given moment
does not necessarily optimize the system for future cycles.
The mobility model is such that the initial concentration of
UE in the early stage of the simulation is replaced, due to the
ergodicity of the movement, by uniform random distribution
in the late phase. So, we expect that the fastest changing
phase of the evolution of the environment is the initial one.
Second, the BSs in this example learn about the dependency
of the interference between them based on current activity.
Therefore, initially, when the number of samples is small, the
estimation of the influence of interference may be incorrect.
As soon as the number of samples gives statistically sound
estimations, the system starts to optimize the empirically
determined function which correctly captures the influence of
interference.

VII. CONCLUSIONS AND FUTURE WORK

We have presented a dynamic programming method for
the computation of the sum of the welfare in a graphical
game assuming knowledge of the tree decomposition of the
underlying graph. We also have shown how the method can
optimize cellular networks modeled as graphical games where
the arising conflict between players (base stations) comes from
the interference between them. In the proposed algorithm,
we have omitted the analysis of the influence of important
parameters and factors on the quality of the solutions found
by the methods. These parameters include the cut-off threshold
for influence between the nodes leading to sparse graphical
game representation and the size and structure of the space Sc

that approximates the full space of mixed strategies [0, 1] in
Section V. Other important factors also not discussed here are
changing demand for traffic from individual UEs, the impact of
uncertainty about the utility function, and more sophisticated
strategies for limiting transmission. A detailed analysis of
these aspects is the subject of ongoing investigations.

We have also focused on the optimisation of a simple
network operation mode, i.e., we attempt to optimize welfare
over a subset of mixed strategies. More sophisticated schemes,
where the non-trivial correlation between nodes is involved,
can be also solved by this type of algorithm.
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Abstract—This paper reviews research from several EU
Projects that have addressed cybersecurity using techniques
based on Machine Learning, including the security of Mobile
Networks and the Internet of Things (IoT). These research
projects have considered IoT Gateways and their design, security
and performance, the security of digital health systems that
are interconnected across Europe to provide health services
to pople who travel through the EU, and related issues of
the energy consumption and sustainability in Information and
Communication Technologies (ICT) and their cybersecurity. The
methods used in much of these research projects are based on
Machine Learning both for attack detection and dynamic attack
mitigation, as well as performance analysis and measurement
techniques based on applied probability models.

Index Terms—Cybersecurity, Secure Mobile Networks, Ma-
chine Learning, IoT Gateways, Secure Health Informatics, Attack
Detection, Cyber-Attack Mitigation, IoT Massive Access Problem,
Adaptive Network Routing, ICT Sustainability

I. INTRODUCTION

Cybersecurity has substantially grown as a research area due
to the massive growth of cyberattacks, the increasing interest
in the IoT and cyber-physical systems [13], [14], and the
European Union’s recommendations with regard to security
and privacy [15], which is our main area of research interest
[10]–[12]. Even when they are unsuccessful, cyberattacks and
the additional software needed to offer better security, create
additional costs including increased energy consumption in
computer systems and network and the resulting greenhouse
gases (GHG) [16]–[19]. Hence energy consumption in mobile
networks in the presence of attacks has also received attention
[20], [21].

Thus several of the International Symposia on Computer
and Information Sciences (ISCIS), that were held in Turkey,
France, the USA, the UK, and Poland [1]–[8] have covered
this important area over more than a decade. Most recently, the
ISCIS CyberSecurity 2021 Symposium presented a summary
of the work in several projects funded by the European
Commision, just as the previous event [9],

The European Commission has funded an increasing num-
ber of research and innovation projects on cybersecurity that
we will summarize in this paper, namely:

• NEMESYS on the cybersecurity of mobile telephone
system [22]–[26],

• The project SDK4ED that mainly focused on energy sav-
ings [27], [28] but also considered issues of Cybersecurity
and Reliability [29].

The author is with the Department of Computer Engineering, Yaşar Univer-
sity, Bornova, Izmir,Turkey, ufuk.caglayan@yasar.edu.tr, ORCID: 0000-0001-
9688-2201

• KONFIDO [30]–[33] on the security of communications
and data transfers for interconnected European national
or regional health services,

• GHOST [34], [35] regarding the security of IoT systems
for the home, and the design of secure IoT home gate-
ways,

• SerIoT on the Cybersecurity of IoT systems [36], [37]
with a range of applications in supply chains, smart cities,
smart manufacturing, and other areas.

• IoTAC, which secures IoT networks by strengthening the
protection of gateways and developing techniques such as
Botnet detection, system wide vulnerability assessement
[38], [39], and the optimization of the massive access to
IoT gateways [40], [41].

Much of this research uses principles of probabilistic comput-
ing [42]–[46] due to the probabilistic and random nature of
attacks themselves. Indeed cyberattacks occur at unpredictable
instants, and themselves attempt to hide their own intentions
by using random behaviours. It also discusses some results
from the SDK4ED project concerning the energy efficient
handling of system reliability issues through checkpointing
[47], [48].

II. IMPROVING THE SECURITY OF MOBILE TELEPHONY

Cybersecurity of mobile telephony is a fundamental societal
issue. The related problems are axacerbated by the fact that
most mobile phones offer opportunistic connections [49],
[50] to WIFI and other wireless networks which are not
part of the mobile operators’ core infrastructure. This creates
vulnerabilities that need to be monitored on the mobile device
itself, which is the motivation for the work in [51], [52].

On the other hand, the work described in [53], [54], con-
cerns a form of Distributed Denial of Sevrice (DDoS) attacks
on the signalling plane of the core mobile network which are
caused by malicious software which is deposited in the mobile
devices. Related work conducted witin the EU NEMESYS
project [55]–[57] using queueing theoretic methods [58], [59].

Early work on DDoS Attacks [60] had proposed self-aware
networks and the Cognitive Packet Network (CPN) [61]–
[64] to detect and couter-attack against DDoS, by identifying
sources of attacks by following upstream the attacking traffic,
using CPN’s ACK packets to “drop” attacking traffic at
upstream routers [60], [65]. It was also applied to mitigate
worm attacks and to deviate user traffic so as to avoid insecure
nodes [66]–[68]. Related issues include the management of
keys [69], [70], and the study and mitigation of signalling
storms in mobile telephony [52], [53].
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• KONFIDO [30]–[33] on the security of communications
and data transfers for interconnected European national
or regional health services,

• GHOST [34], [35] regarding the security of IoT systems
for the home, and the design of secure IoT home gate-
ways,

• SerIoT on the Cybersecurity of IoT systems [36], [37]
with a range of applications in supply chains, smart cities,
smart manufacturing, and other areas.

• IoTAC, which secures IoT networks by strengthening the
protection of gateways and developing techniques such as
Botnet detection, system wide vulnerability assessement
[38], [39], and the optimization of the massive access to
IoT gateways [40], [41].

Much of this research uses principles of probabilistic comput-
ing [42]–[46] due to the probabilistic and random nature of
attacks themselves. Indeed cyberattacks occur at unpredictable
instants, and themselves attempt to hide their own intentions
by using random behaviours. It also discusses some results
from the SDK4ED project concerning the energy efficient
handling of system reliability issues through checkpointing
[47], [48].

II. IMPROVING THE SECURITY OF MOBILE TELEPHONY

Cybersecurity of mobile telephony is a fundamental societal
issue. The related problems are axacerbated by the fact that
most mobile phones offer opportunistic connections [49],
[50] to WIFI and other wireless networks which are not
part of the mobile operators’ core infrastructure. This creates
vulnerabilities that need to be monitored on the mobile device
itself, which is the motivation for the work in [51], [52].

On the other hand, the work described in [53], [54], con-
cerns a form of Distributed Denial of Sevrice (DDoS) attacks
on the signalling plane of the core mobile network which are
caused by malicious software which is deposited in the mobile
devices. Related work conducted witin the EU NEMESYS
project [55]–[57] using queueing theoretic methods [58], [59].

Early work on DDoS Attacks [60] had proposed self-aware
networks and the Cognitive Packet Network (CPN) [61]–
[64] to detect and couter-attack against DDoS, by identifying
sources of attacks by following upstream the attacking traffic,
using CPN’s ACK packets to “drop” attacking traffic at
upstream routers [60], [65]. It was also applied to mitigate
worm attacks and to deviate user traffic so as to avoid insecure
nodes [66]–[68]. Related issues include the management of
keys [69], [70], and the study and mitigation of signalling
storms in mobile telephony [52], [53].
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III. SECURITY OF THE TRANS-EUROPEAN HEALTH
INFORMATICS NETWORK

Large numbers of travellers from one European country
to another sometimes need to access health services in the
country they are visiting. These health services are typically
based on a national model, or a regional model inside a given
country such as Italy. Thus the KONFIDO project addressed
the important issue of providing a secure support to European
health systems.

The corresponding informatics systems, with their patient
data bases are also nationally or regionally based, so that
when the medical practitioner in one country or region is
required to diagnose and treat a visitor from some other region
or country, she/he will will need to access the patient’s data
remotely. KONFIDO’s aim is to improve the cybersecurity
of such systems, while improving also their inter-operability
across countries and regions in Europe.

Thus the work in [71] presents an overall view and chal-
lenges of the project, while in [72] the authors present an
analysis of the corresponding user requirements. Such sys-
tems have obvious performance optimization issues which are
discussed in [73]. Keeping track of the transactions in such a
system through blockchains is suggested in [74].

IV. CONTRIBUTIONS TO THE SECURITY OF THE IOT

To exploit the value that the IoT generated provides requires
the protection of privacy and in many cases data will have to
be rendered strongly anonymous. It will also require specific
security not just for the IoT devices and networks, but also
for the IoT data repositories in the Cloud and their access
networks. These aspects are complicated by the simplicity
of many IoT devices which cannot be integrated in complex
distributed communication infrastructures that would require
communications to be synchronized or schedules [75], [76].

The Internet of Things (IoT) and its related software systems
[77] are rapidly proliferating as their applications expand, with
reports [78] indicating that 52% of IoT devices will be low-
cost low-maintenance devices that can only perform one task
at a time, and unable to handle the types of complex real-
time algorithms that are neeed to detect, block and mitigate
cyberattacks. Improving the security of cyberphysical systems
via systematic approaches have been suggested [79], [80], but
industry confirms that it is difficult to load simple IoT devices
with foolproof security capabilities [81]. Thus such devices
and their wired and wireless interconnections are vulnerable
to attacks [82]–[84] such as Denial of Service (DoS) which
represent some 20% of IoT attacks [85], where malicious
devices generate usless requests that impede normal operation
and saturate limited resources, and may also add malware [86],
[87].

A single Distributed DoS (DDoS) attack can compromise
thousands of devices [88] through Botnets where victims
themselves join the attack by being turned into “bots” [89].
An example is the 2016 massive “Mirai” attack that brought
down the Domain Name System (DNS) Dyn [90], and blocked
access to Netflix, Reddit, Spotify, and Twitter [91], [92] ,
accessing the equipment of major cybersecurity providers [93],

and also congesting IoT and IP networks [94]. Thus as soon as
a Botnet attempts an attack, it is crucial to detect it, if possible
block it, and especially avoid its propagation and proliferation.

Thus much work has been devoted to what we may call
“the first stage” which is essentially comprised of attack
detection. The characteristics of Botnet attacks have been
analyzed [95], and in [90] capabilities of Mirai has been
examined, while in [96] its source code has also been studied,
others have suggested that blockchains can be used to protect
[97] and much work has involved machine learning models
to detect attacks such as KNN, Support Vector Machines
(SVM), Decision Trees (DT) and MLP [98], Classification and
Regression Trees (CART) [99]; DT, Gradient Boosting and
Random Forests [100], Logistic Regression [101] and their
comparative performance Tuan et al. [102] . Botnet attack
detection via neural networks was also considered [103], [104]
including with the and Naive Bayesian Models [105], the
LSTM [106], and Convolutional Networks (CNN) [107], also
combined with LSTM [108]. In [109] Botnet attacks were
detected via a sparse representation framework with a large
number of inputs using only normal non-attack traffic as in
[110] that uses auto-associative learning with a variant of
the Random Neural Network [111] adapted for deep learning
[112] that was initially designed for image recognition [113].
The RNN was already used successfully to detect SYN attacks
[35] and extended to a wide variety of attacks in [114], based
on the function approximation capabilities of the RNN [115].

Thus in [34] an overview of the principles and achievements
of the GHOST project are presented, which started in May of
2017 and which ran for three years. The project addressed
safe-guarding home IoT environments through appropriate
software that can be installed on home IoT gateways, and it
also creates a prototype and test-bed using specific equipment
from the TELEVES company.

Related to this project, machine learning methods were
developed for the detection of network attacks on IoT gateways
[116] based on Deep Learning [117]–[119] with the Random
Neural Network [120]–[123] and its extensions [124].

A. Attacks on Battery Power

Related to the GHOST project, other recent work discusses
the effect and mitigation of attacks on the batteries which
supply the power of many light-weight IoT network nodes
[125], [126].

To this effect much research has been devoted to creating
viable mathematical models of sensors that incorporate both
the data collection, processing and transmission role of sen-
sors, and their consumption of energy from batteries [127].
Computational techniques for large scale system analysis,
including both communication or computational steps and
energy consumption have also been developed [128].

Important results have been obtained in this respect in
our ability to analyze and predict the life-time of sensors
with rgard to their available battery power under different
assumptions regarding renewable bu unpredictable random
source of energy such as photovoltaic, the normal energy
consumption of the device, and the impact of attacks that tend
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to deplete energy through spurious and undesired processing
and transmission on the part of the sensor [129]–[134].

V. THE SERIOT PROJECT

The SerIoT project was started in 2018 [135] and produced
important results [136]–[138], [138]–[140]. These have been
summarized in a brief article recently published by the EU
CORDIS web site [141] under the title “Getting more intelli-
gent about Internet security,” which we reproduce below.

“Cognitive packets of internet information could revolu-
tionise cybersecurity. Rerouting themselves dynamically and
with great agility, they can avoid security threats or breaches
in the network.

Most of us are highly aware of the need to protect our per-
sonal data on the internet ? our email accounts, bank accounts,
health information and so much more. As we rapidly move to
the Internet of things (IoT), the “things” requiring protection
range from home ovens to sophisticated industrial tools, self-
driving cars and remotely operated surgical equipment. Under-
lying these and more, including military communications and
defence, is the electric power grid. Current internet protection
is primarily static, detecting and blocking portions of an IoT
system under attack but not rerouting information intelligently
and avoiding glitches or worse. The EU-funded SerIoT project
has delivered an unprecedented adaptive and intelligent solu-
tion by the same name. It will ensure IoT networks safely
continue business as usual regardless of network conditions.

IoT networks connect sensors and actuators related to a
physical system like a factory, vehicle or smart grid with
software systems that control the system?s functions. Con-
ventional networks use hardware like routers and switches to
direct network traffic. SerIoT relies on cognitive intelligent
control based on random neural networks and implements
the controls through software-defined networking (SDN). SDN
uses software-based technologies to control routers and direct
network traffic in the form of internet packets, or blocks of
information. This also enables flexible and dynamic config-
uration of “virtual networks” from physical ones depending
on needs at the time. SerIoT added to this flexibility by
integrating AI into the packets themselves, creating a patented
cognitive packet network (CPN) ... SerIoT introduced self-
awareness into SDN through a CPN in which the packets route
themselves adaptively via SDN controllers with integrated AI.
Attack and security detectors support rerouting of traffic to
avoid items or areas that may be insecure due to threats or
attacks. Each cognitive packet is thus self-aware, adaptive and
intelligent, reacting not only to security issues but also network
congestion or changes in energy consumption to improve
the IoT system’s or network’s performance. The background
and description of the practical working system have been
published.”

Wesummarize that SerIoT not only allows the IoT system to
operate normally while under attack, but even at such times it
saves energy and optimises performance. It can be installed in
existing SDN technology, allowing the approach to be ported
to many unforeseen applications. SerIoT moves the field of
cybersecurity from the static mentality to an active, highly

mobile, agile and adaptive system that not only defends against
cyberattacks but moves critical traffic away from attack paths
... The (project’s) large-scale pilots, including with project
partner Deutsche Telecom, targeted the smart grid, which
uses the IoT extensively, exploiting smart meters to optimise
electricity production and distribution. Smart vehicles and
Industry 4.0 robots were also tested. SerIoT is available for
demonstration and beta testing by commercial partners and is
being exploited in the ongoing Horizon 2020 IOTAC project.
SerIoT will ensure that global IoT traffic agilely detours
around malicious and natural obstacles large and small, for
business as usual.”

A. SerIoT Technical Scope

Its technical scope included SerCPN [137], [142], a specific
secure network [143] for managing geographically distributed
IoT devices and services using the principles of the Cognitive
Packet Network (CPN) tested in several experiments [144]–
[148]. CPN uses “Smart” Packets (SPs) to search for paths
and measure QoS while the network is in operation, via
Reinforcement Learning using a Random Neural Network, and
based on the QoS Goal pursued by the end user. When an SP
reaches its destination, its measurements are returned by an
ACK packet to the intermediate nodes of the path that was
identified by the SP, and to the end user, providing the QoS
offered by the path that the SP travelled. Source nodes receive
ACKs and take the decision to switch to the path that offers
the best security or quality of service [149]–[152].

Extensions with a genetic algorithm [153] was also also
tested [154]. An interesting development in SerIoT combines
energy aware routing [155], [156] and security, and admission
control [157].

Adaptive techniques for wireless IoT traffic to achieve better
QoS are also found in [158]–[161] and summarized in [162]–
[164], [164]–[168], while the RNN with adaptive approaches
was shown to offer opportunities for massive video compres-
sion [169], [170], as well as for managing Cloud servers [171].
Such adaptive techniques that support the interaction between
security metrics, performance and energy consumption were
also discussed in a recent paper [172].

B. Energy Aspects

The energy aspects of system performance are also of great
interests, and go beyond the questions regarding the energy
supplied by batteries. Software systems themselves have to be
designed with energy optimization being kept in mind [173].

Similarly it is important to be able to share energy flows
between subsystems so that their workload is provisioned in a
manner that matches the load on each subsystem [174], [175].

C. System Dynamics

Whenever adaptive techniques are used, the system under
consideration is likely to change state in order to reach a
better level of system operation. For instance, paths in the
system can be changed in response to cyberattacks [176] with
impact on security, Quality of Service a well as dependability.
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When this occurs the transient behaviour of the system must
be considered, which was addressed in several recent papers
[177]–[180].

VI. THE IOTAC PROJECT

The subsequent IoTAC project has lead to novel techniques
for learning from user traffic and then testing for an attack as
described in [181]. In IoTAC, there is also substantial work
on dealing with severe performance issues due to the large
flows of IoT packets towards gateways from thousands of IoT
devices, so that the resulting Massive Access Problem (MAP)
has to be mitigated with novel traffic shaping techniques [40],
[41], [182], [183].

This project has created several novel attack detection
techniques for attack detection of Botnets [184], [185]. The
most original contribution in this respect has been to show
that a large class of stochastic networks, of which the Random
Neural Network is an instance, can in fact be used to detect
cyberattacks [186].

Due to the role of transients due to the manner in which
SDN routers operate, the SerIoT project also examined novel
techniques to predict the time it takes to effect significant state
changes such as re-routing of traffic in the network, using
novel diffusion based techniques

VII. CONCLUSIONS

Frequent and effective cyberattacks on private and pub-
lic networks, and on information technology infrustructures
constantly motivates research on Cybersecurity. Starting with
the encryption of massages and data, it has evolved to de-
velop more secure systems through passwords, authentication
schemes, firewalls and cryptographic keys. But it has now
substantially been revolutionized as a means to detect and
mitigate cyberattacks. Software’s own specific vulnerabilities
[187] have also become critical [176], [188]–[192]. Indeed,
static means of Cybersecurity assurance are largely ineffective
unless they incorportd real-time methods that can detect and
rapidly react to attacks and malicious actions against a system.

Cybersecurity research is now encompassing a far broader
approach, and the support of substantial European Union
research programs has allowed the field to attain a higher level
of maturity that includes performance, energy consumption
and higher security levels through self-adaptation and system
reconfiguration as demonstrated in the research projects that
we have surveyed in this paper.
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Abstract—The existing static ABAC(Attribute-Based Access
Control) model cannot fully meet the increasingly complex,
dynamic and scalable demands of the power grid. At the same
time, its versatility and flexibility bring high costs. Additionally,
the increasing complexity of organizational systems and the
need for federated access to their resources make implementing
and managing access control more challenging. This paper
proposes a fine-grained dynamic access control method based
on Kformer to automate authorization management tasks. We
use Kformer, which filters and integrates external knowledge
through feed-forward layers in Transformer. Then, we use
BERT(Bidirectional Encoder Representations from Transformer)
to perform feature extraction on the input fused text, extract the
implied attribute-authority relationship from the log records and
external documents, and finally, perform sequence modeling on
the extracted attribute features and input the obtained results.
The final authorization result is obtained by classification through
the softmax function in the final fully connected layer. The
authorization management of the user’s request to the object
is dynamically completed. Finally, using the access data of the
grid information system to evaluate the method proposed by us,
the experimental results show that the model can continuously
monitor the access behavior of users inside the grid information
system, change the access rights of entities and adjust the policy
in real-time, and carry out dynamic access authorization. At the
same time, the accuracy of the generated access control policy
can reach 87.73%.

Index Terms—ABAC, Dynamic Authorization, Kformer,
Knowledge Injection, Access Control Policy

I. INTRODUCTION

Access control is one of the essential services responsible
for protecting the underlying data of the information system
from attack. With the rapid development of computing and
information technology, the traditional access control model
can no longer meet emerging applications’ fine-grained capture
and expression security requirements. To improve the power
grid informatization and business service capability, the in-
troduced emerging technologies expose some key data of the
power grid in the application process, bringing new challenges
to the power grid information security [1]. The devices are
interconnected and connected to the Internet to realize the
effective management of the enterprise. However, there are
many security vulnerabilities and threats in data management.
The uncertainty may come from internal factors like system
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failure or external ones like malicious attacks [2]. The Internet
of things is dynamic, and there is no clearly defined network
boundary. How to solve the access control problem in the
Internet of things environment is an important and challenging
problem. On the one hand, the security of such protective
measures is seriously insufficient, and there is a risk of being
broken through. On the other hand, the existing static access
control methods and defense strategies are static, solidified,
strict, and extensive authority control.

To further standardize the network security system, the
International Organization for Standardization (ISO) defines
five security services in the network security system standard
(ISO7498-2): identity authentication services, access control
services, data confidentiality services, data integrity services,
and anti-repudiation services. As one of the important com-
ponents of access control, it was formally proposed in the
1960s and 1970s. In the following decades, many relatively
complete and mature access control models appeared succes-
sively, among which the widely used models mainly include:
Discretional Access Control (DAC) model [3], Mandatory
Access Control (MAC) model [4], Role-based access control
model (RBAC) [5]. The main problem with these access
policies is that they often assign more access rights than the
requesting entity needs, exposing system resources to insider
attacks [6]. Furthermore, these access policies are manually
specified and maintained, assuming the operation is in a
closed environment and interaction conditions rarely change.
The highly dynamic nature of the IoT environment results in
predefined access control policies in the access context that
cannot meet policy administrators’ security and privacy goals.
In an IoT environment, access control policies quickly become
outdated due to frequent changes in security and privacy
requirements, increasing the risk of insider attacks and making
policy management and maintenance tedious and error-prone.

Access control technology will develop in a new direction
of fine-grained, flexible, and dynamic. Therefore, an adaptive
access control mechanism is needed to respond immediately
to changes in the Internet of things environment and refine the
access control strategy with minimal or no human intervention
at runtime.

The structure of this paper is as follows. Section 2 reviews
the existing work on access control policy extraction and
application of machine learning. Section 3 designs and imple-
ments the main framework of Kformer and describes its use in
dynamic access control policy learning. The application and
steps of the fourth part introduce the settings and experimental
results of the experiment. Section V provides an overview of
the results and future work.
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failure or external ones like malicious attacks [2]. The Internet
of things is dynamic, and there is no clearly defined network
boundary. How to solve the access control problem in the
Internet of things environment is an important and challenging
problem. On the one hand, the security of such protective
measures is seriously insufficient, and there is a risk of being
broken through. On the other hand, the existing static access
control methods and defense strategies are static, solidified,
strict, and extensive authority control.

To further standardize the network security system, the
International Organization for Standardization (ISO) defines
five security services in the network security system standard
(ISO7498-2): identity authentication services, access control
services, data confidentiality services, data integrity services,
and anti-repudiation services. As one of the important com-
ponents of access control, it was formally proposed in the
1960s and 1970s. In the following decades, many relatively
complete and mature access control models appeared succes-
sively, among which the widely used models mainly include:
Discretional Access Control (DAC) model [3], Mandatory
Access Control (MAC) model [4], Role-based access control
model (RBAC) [5]. The main problem with these access
policies is that they often assign more access rights than the
requesting entity needs, exposing system resources to insider
attacks [6]. Furthermore, these access policies are manually
specified and maintained, assuming the operation is in a
closed environment and interaction conditions rarely change.
The highly dynamic nature of the IoT environment results in
predefined access control policies in the access context that
cannot meet policy administrators’ security and privacy goals.
In an IoT environment, access control policies quickly become
outdated due to frequent changes in security and privacy
requirements, increasing the risk of insider attacks and making
policy management and maintenance tedious and error-prone.

Access control technology will develop in a new direction
of fine-grained, flexible, and dynamic. Therefore, an adaptive
access control mechanism is needed to respond immediately
to changes in the Internet of things environment and refine the
access control strategy with minimal or no human intervention
at runtime.

The structure of this paper is as follows. Section 2 reviews
the existing work on access control policy extraction and
application of machine learning. Section 3 designs and imple-
ments the main framework of Kformer and describes its use in
dynamic access control policy learning. The application and
steps of the fourth part introduce the settings and experimental
results of the experiment. Section V provides an overview of
the results and future work.

mailto:ncepua%40163.com?subject=
https://doi.org/10.36244/ICJ.2022.4.11


A Fine-grained Dynamic Access Control Method
for Power IoT Based on Kformer

DECEMBER 2022 • VOLUME XIV • NUMBER 480

INFOCOMMUNICATIONS JOURNAL

JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2022 2

II. RELATED WORK

Strategy mining technology has been proposed in the lit-
erature to meet these challenges to help organizations reduce
the cost, time, and errors of strategy formulation and manage-
ment. The policy mining algorithm simplifies the migration
to the updated or appropriate authorization model by fully
(or partially) automating the process of constructing access
control policies. Policy mining technology is first introduced
into the development of the RBAC strategy. [7] proposed the
term ”role mining” to refer to a data mining method that
constructs roles from a given permission assignment dataset.
This work is followed by various role mining technologies,
such as [8], [9], [10]. Although the proposed methods help
develop the best character set, they are unsuitable for extract-
ing ABAC strategies. [11] first studied the problem of mining
ABAC policies from a given access control matrix or log.
Subsequently, [12] proposed a new method for mining ABAC
policies, including positive and negative authorization rules,
by generating authorization logs as the input of the mining
algorithm. In contrast, [13] proposed a rule mining algorithm
for creating ABAC policies with rules and a scoring algorithm
for evaluating policies from a least-privilege perspective, gen-
erating fewer over- and under-privileged than RBAC methods.

However, the current solution assumes that the rules are
mined from a static dataset of access rights, and this process
only needs to be performed once. Whereas in real life, access
policies are dynamic and may change depending on the situ-
ation. Using the current method, it is necessary to re-execute
the mining algorithm for each update in the permissions
or user and object attributes, which will greatly reduce the
efficiency. At the same time, the above strategy mining method
is difficult to find the error of the original authority distribution
relationship, and it is difficult to optimize the strategy.

The state of existing devices changes dynamically, for ex-
ample, sleep and wake, connect or disconnect, and the context
of the device, including location and speed. The above will
result in unsuitable policies for the current environment, i.e.,
low-quality rules. If there are a lot of bad rules in the system,
it can lead to delayed access and wrong authorization. In the
traditional ABAC access control model, the rules will not
change during system operation once the rules are specified.
Therefore, these static rules are inefficient and fail to comply
with the IoT environment.

Machine learning and deep learning methods are gradually
applied to the ABAC policy learning problem and significantly
improve traditional policy mining methods. [14] proposed
Polisma, which combines data mining, statistics, and machine
learning techniques. Polisma learns from logs of historical
access requests and their corresponding decisions, leveraging
latent contextual information obtained from external sources
such as LDAP directories to enhance the learning process.
[15] proposed a method to automatically learn ABAC policy
rules from system access logs to simplify the policy develop-
ment process. The method employs an unsupervised learning-
based algorithm to detect patterns in access logs and extracts
ABAC authorization rules from these patterns. Two policy
improvement algorithms are proposed to generate higher-

quality mining policies, including rule pruning and policy
refinement algorithms. However, this unsupervised clustering
algorithm is difficult to find a suitable number of clusters, and
it is easy to fall into the minimum optimum.

Subject-object dynamic access control determines the legit-
imacy of the subject’s identity according to a predetermined
policy and dynamically authorizes resource access requests
from trusted subjects. The network security architecture based
on zero trust emphasizes the requirements of dynamic autho-
rization and requires evaluation and authentication for all re-
source access behaviors of each business. We will study a fine-
grained dynamic access control method based on Kformer. Our
goal is to dynamically calculate and determine according to
the subject attribute, object attribute, and environment attribute
to prevent the Internet of things device users from abusing
their access privileges or using outdated access control policies
to obtain unauthorized access, simplify the management of
access control policies and realize the real-time evaluation of
the service access behavior of distribution Internet of things
terminals Real-time authorization and disposal.

III. A FINE-GRAINED DYNAMIC ACCESS CONTROL
METHOD BASED ON KFORMER

This section will provide an overview of Attribute-Based
Access Control (ABAC), Kformer Network Design, Power
IoT, and its authorization framework.

A. ABAC

In 2013, NIST published the Guidelines for ABAC Defi-
nitions and Considerations [16], according to which ”ABAC
engines can be based on specified attributes of requestors,
specified attributes of objects, environmental conditions, and a
set of policies specified following these attributes and condi-
tions. Make access control decisions.” This paper uses subject
attributes, object attributes, and ambient attributes to denote
requester attributes, and ambient attributes, respectively. A
property is any property of a subject, object, and environment,
encoded as name: value pairs. Subjects can be personal or
impersonal entities. Objects are system resources, operations
are functions performed on objects at the subject’s request, and
environmental conditions are characteristics of the context in
which the access request occurs, independent of subjects and
objects.

Therefore, it is defined that U ,O,E,OP is the set of subjects,
objects, environments, and operations in the system, and user
attributes (AU ), object attributes (AO) and session attributes
(AE) are the subject attributes, objects defined in the NIST
guidelines, And mapping of properties and environment prop-
erties.

User (U ): represents a collection of users. The visitor’s
attributes, such as age, gender, department, role, etc. the user
is the service requester interacting with the computing system,
and the access request of the computing system is controlled.

Object (O): represents a collection of objects. The attributes
of the accessed object, such as the modification time of a
record, the creator, the security level, etc.
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Environment (E): represents a collection of environmental
information, such as time information, geographic location
information, access platform information, etc.

Operation (OP ): represents a set of operations on a re-
source. Actions are operations that can be performed on
resources, such as CRUD.

The decision D of the authorization tuple can be either
allowed or denied. A tuple with permission decisions means
that user U canoperaten OP on object O under context
attribute E. An authorization tuple with denying means that
the user cannot gain such access

ABAC rules (γ): ABAC rules are a tuple

γ = {U ,O ,E ,OP ,D} (1)

D represents the decision of the ABAC rule for this com-
bination of attributes and the requested action.

B. Kformer network design

This paper decomposes the problem of access control policy
generation into two key tasks: external knowledge injec-
tion and statement recognition of access control policy. The
statement recognition task of the access control policy is to
extract access control-related statements from project-related
documents (such as user manuals, requirements analysis doc-
uments, instructions for use, etc.). Extractive, the attribute
feature of Access control policy, extracts the information of
subject attribute, action attribute, object attribute, environment
attribute, and the relationship between attributes from the
policy statements in natural language. We can directly obtain
readable and executable access control policies according to
these attribute information.

We use a new model Kformer [17], to inject external
knowledge. Kformer consists of three main parts: First, the top
N pieces of latent knowledge are retrieved from the knowledge
base for each question. Then, knowledge representation is
obtained through knowledge embedding. Finally, the retrieved
N pieces of knowledge are fused into the pre-trained model
through the feed-forward layer in the Transformer.
L layers usually stack transformer encoders. Each layer con-

tains a multi-head self-attention and a feed-forward network
(FFN). FFN consists of two linear networks. Assuming that the
final attention output of the Transformer layer is x ∈ Rd. The
computation of the feed-forward network can be expressed as
(omitting the bias term):

FFN = f (x ·KT ) · V (2)

Among them, K,V ∈ Rdm×d, Where K,V is the paaremeter
matrices of the two linear networks. The input x is first
multiplied by K to generate coefficients, which are activated
by f and used to compute the weighted sum of V as the output
of the feed-forward layer.

The Apache Lucence-based sparse searcher Elasticsearch
is used here, using an inverted index lookup. The attribute
description and authorization decision are combined as a query
sent to the search engine for each policy. The sentences with
the highest scores are then selected as candidate knowledge
from the results returned by the search engine. Then a

dense representation of each knowledge k is obtained through
knowledge embedding, and the input sentence x is calculated
through the average embedding of each word. Then, use the
question embedding and the knowledge embedding to do the
inner product to calculate the score of each candidate’s knowl-
edge [18]. Finally, we select the top N candidate knowledge
scores as external knowledge dependencies and incorporate
them into the model in the knowledge injection part.

Each candidate’s knowledge is treated as a sentence, and
an embedding layer is used for knowledge representation.
Initialize the knowledge embedding matrix to be the same as
the embedding matrix in Transformer and update the knowl-
edge embedding layer simultaneously during training. For each
knowledge k, the tokens are embedded as k1, k2, . . . , kl via
knowledge embedding. k is expressed as the mean of these
token embeddings:

Embed(k) = Aug(k1 , k2 , . . . , kl) (3)

Here, the candidate knowledge is denoted as k1, k2, . . . , kM ,
Where M is the number of candidate knowledge.

Fig. 1. Knowledge injection process in Kformer.Input vectors are multiplied
by each knowledge vector. The final output of the feed-forward network is the
sum of the original linear layers’ output and the knowledge fusion’s output.

The Transformer layer is shown in Figure1, where knowl-
edge fusion is performed. The feed-forward network in each
Transformer layer consists of two linear transforms with
a GeLU activation in the middle. Assuming that the final
attention output of layer l is H l, the outputs of the two linear
layers are:

FFN (H l) = f (H l ·K l) · V l (4)

where K,V ∈ Rdm×d is the parameter matrix of the first and
second linear layers, and f represents the non-linear function.
dm is the intermediate layer size of the Transformer, and d is
the hidden layer size. After retrieval, Suppose we get the top
N knowledge documents k ∈ Rdn×d. Through Knowledge
Embedding, we get each knowledge as k1, k2, . . . , kN ∈ Rdn .
To inject knowledge into a specific layer l, we need to map
the knowledge to the corresponding vector space. Here, for
each layer l, we use two different linear layers for knowledge



A Fine-grained Dynamic Access Control Method
for Power IoT Based on Kformer

DECEMBER 2022 • VOLUME XIV • NUMBER 482

INFOCOMMUNICATIONS JOURNAL

JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2022 4

mapping. WK and WV represent the weights of the two
linear layers (WK ,WV ∈ Rd×d). The two matrices WK and
WV are randomly initialized and will be updated during fine-
tuning.

ϕl
k = Prkk = W l

k · k (5)

ϕl
v = Prvk = W l

v · k (6)

After projection, ϕl
k and ϕl

v are injected into the
correspondingKl and Vl, We extend the FFN by concatenat-
ing the projection knowledge to the end of the linear layer and
obtain the extended Kl

E ,V
l
E ∈ R(dm+dn)×d. Therefore, after

injection, the calculation of FFN can be described as:

FFN (H l) = f (H l ·Kl
E ) · V l = f (H l · [ϕl

k : K
l ]) · [ϕl

v : V
l ]

(7)
The model activates knowledge relevant to the access

control policy and injects it through the knowledge fusion
part. Next, the collected information will be processed and
aggregated by the following Transformer layers.

Fig. 2. Bert model architecture diagram. The input embeddings are the
sum of the token embeddings, the segmentation embeddings and the position
embeddings.

We use Bert [19] for subsequent processing. The model
architecture is shown in Figure2. A Bert model is used at
the word level, and the word flattening tokens in the sentence
are fed into the model. Words are [CLS] preprocessed by the
preprocessing module, and the same token vocabulary is used
in Bert to obtain word-patched tokens. We keep two special
tokens [CLS] and [SEP] at the beginning and end of sentences,
respectively, like the Bert word-level module. The first token
of each sentence is [CLS], and its corresponding hidden state
is considered to represent the aggregate of the entire sentence.
[SEP] is at the end of a sentence and is important to distinguish
sentences. We omit segment embeddings and keep positional
encodings. Therefore, for a given token i, the input embedding
Ei is constructed by concatenating the token embedding Toki
and the position encoding vector Pi. We simply apply a dense
layer with a softmax function to output the classification
probabilities for the final labels.

C. A Fine-grained dynamic access control method based on
Kformer

The terminal is the subject of the permission request, the
accessed network resource is the object, and the owner of the
resource is the user. Access rules can be set to restrict the
user’s access to the resource. The terminal makes a resource
access request, and the system judges whether to grant the
current user access rights according to the access control rules.
When the terminal environment changes, it is necessary to
evaluate it to give the corresponding permissions dynamically.

Fig. 3. Kformer-based fine-grained dynamic access control.

After the Kformer network structure is trained according
to the above description, it can be used for dynamic and
fine-grained access control authorization.As shown in Figure3
The main steps of the fine-grained dynamic access control
authorization method based on Kformer are as follows:

Step 1: Data preprocessing: Each access control log record
contains information such as the subject user, object resource,
action, and operation execution result corresponding to the
record. First, perform consistent processing on duplicate and
conflicting log data in the log. Remove redundant duplicate
log records that exist in the log. Consistently process log
records with inconsistent operations according to the time
dimension, delete other conflicting log records, and build a
globally consistent set of log records.

Step 2: Using the sparse searcher Elasticsearch, we combine
attributes and authorization decisions as a query sent to the
search engine for each policy. We select the sentence with the
highest score as candidate knowledge from the results returned
by the search engine.

Step 3: Each Transformer block contains two important
modules: multi-head self-attention and feed-forward layers.
Multi-head self-attention is an important part that plays the
role of message passing between tokens [18]. In the self-
attention module, input tags interact and determine what they
should pay more attention to. In this part, we inject knowledge
into the self-attention module, and the fusion calculation is as
follows:

Attention l = softmax (
Q l [ϕl

k : K
l ]T√

d
)[ϕl

v : V
l ] (8)
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Knowledge is connected in the K and V parts of self-attention.
Step 4: BERT uses Transformers as the feature extractor,

mainly focusing on the part of the Encoder. First, the irregular
text is transformed to improve the performance and robustness
of the model. The feature extraction is performed on the input
fused text, and finally, the extracted text is extracted. The
obtained attribute features are sequenced, and the features
extracted in the previous step can be reshaped into sequences
(Batch size, Seq length, Embedding size).

Step 5: Input the obtained result into the final fully con-
nected layer, and classify it through the softmax function to
obtain the final authorization result.

IV. EXPERIMENTS

We have implemented a prototype of the method proposed
in Section 3. In this section, we present our experimental
evaluation.

A. Experimental Setting

To verify the effectiveness of this method, simulation exper-
iments are performed based on derived from the information
system of a provincial power grid company of State Grid Co.,
Ltd.. The experimental environment is as follows: the oper-
ating system is Win10 64 bit, the CPU is Intel(R) Core(TM)
i5-6300HQ@ 2.5 GHz, and the GPU is GeForce GTX 850 M,
the memory size is 16 GB, and the Python version is 3.6. The
metrics used to address our research question are then given,
first defining the following variables:

1) True class TP (True Positive) indicates that the policy
that allows authorization is identified as the number of policies
allowed.

2) The false-positive class FP (False Positive) indicates that
the policy that refuses authorization is identified as the number
of allowed policies.

3) The False Negative class FN (False Negative) indicates
the number of policies that allow authorities to be identified
as the number of denied policies.

4) The true negative class TN (true Negative) indicates
the number of policies that recognize the policies that refuse
authorization as rejected.

We use accuracy to measure the performance of the Kformer
model. In addition to Accuracy, it also includes Precision,
Recall and F1. Therefore, the definitions of the three indica-
tors are described as follows.

1) The calculation expression of the accuracy rate is:

Accuracy =
TP + TN

TP + FP + TN + FN
(9)

It represents the ratio of all correctly judged samples to the
entirety. The higher the accuracy, the better the algorithm
effect.

2) The recall calculation expression is:

Recall =
TP

TP + FN
(10)

It indicates how many positive examples in the original sample
are correctly predicted. The higher the recall rate, the better
the algorithm effect.

3) The F1 calculation expression is:

F1 =
2Precision × Recall

Precision + Recall
(11)

F1 is an indicator used in statistics to measure the accuracy of
a binary classification model. It takes into account the accuracy
and recall of the classification model simultaneously. It is a
weighted average of the accuracy and recall of the model. The
maximum value is 1, and the minimum value is 0. The larger
the value, the better the model.

B. Dataset

The data of this experiment are mainly derived from the
information system of a provincial power grid company of
State Grid Co., Ltd. First of all, the current assets of the power
grid are analyzed, and there are currently 30 kinds of Internet
of Things business systems and 131 kinds of equipment
terminals in the company’s management information region,
totaling 6.6983 million units. The company/service is mainly
the traditional information service of the State Grid Co., Ltd.,
mainly involving vehicle management, infrastructure projects,
storage materials, electric vehicles, power payment, online
monitoring of transmission and distribution and transformation
lines, online monitoring of power quality, electricity infor-
mation collection, power supply voltage collection, power
inspection/emergency repair, distribution automation, etc. The
data source used in the experiment is the network traffic data
collected by the information system from 2019.03 to 2019.05,
with about 97,000 messages, which mainly come from two
ports, one is the upstream message of business requests sent by
the terminal to the master station (port 5200). The other type
is the downstream message of business requests sent by the
master to the terminal (port 5100). The corresponding business
types of data messages include power information collection,
remote intelligent payment, remote fee control power outage,
and power load control.

C. Experimental results

Each access control log record contains information such
as the subject user, object resource, action, and operation
execution result corresponding to the record. First, we cleaned
and consistently processed the duplicate and conflicting log
data in the log and then used the sparse searcher Elasticsearch
to select the sentence with the highest score from the results
returned by the search engine as candidate knowledge and
performed it in the feed-forward layer of the Transformer.
Knowledge fusion injects knowledge into the self-attention
module; uses BERT as a feature extractor, converts the irregu-
lar text, performs feature extraction on the input fused text,
and performs feature extraction on the extracted attributes.
Sequence modeling, input the obtained results into the final
fully connected layer and classify through the softmax function
to obtain the final authorization result.

We adjusted the number of candidates’ knowledge and listed
the results in Figure4. The extracted information has both
positive and negative effects on the model. If we retrieve less
information, the model will not be able to solve the problem
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TABLE I
MODEL COMPARISON EXPERIMENTAL RESULTS

Metrics Transformer BERT RoBERTa Kformer

Accuracy 79.22% 82.23% 84.65% 87.73%
Recall 90.73% 91.35% 93.13% 92.27%
F1-score 0.846 0.866 0.887 0.899
Running Time (s) 90.3 88.58 80.6 86.4

due to a lack of sufficient evidence. However, if we retrieve too
much information, the model will suffer from knowledge noise
and make wrong predictions. In the figure, when the retrieval
information exceeds the first 10 sentences, the performance
on our datesets drops. Figure4 shows the impact of different
TOP Ns on model accuracy in the knowledge fusion stage on
our datasets.

Fig. 4. Influence of different TOP N on model accuracy.

We also conducted comparative experiments with the other
three models to evaluate the model’s performance. The models
are as follows:

Transformer [20]: mainly divided into Encoder and decoder.
The basic principle is to input a sequence, process it through
the Encoder, consider the correlation of the information before
and after the whole sequence with the self-attention mecha-
nism, and then input it into the decoder. The decoder will
process the input, then classify it through a softmax, and output
the final result.

Bert [19]: it is an algorithm proposed by some researchers
of Google. Pre-training is carried out in a large-scale corpus,
and then fine-tuning is carried out in downstream tasks. The
basic model of pre-training is still the transformer model. Bert
uses three ways of embedding accumulation in the embedding
layer and proposes a two-way language model.

Roberta [21]: it is a method jointly proposed by Facebook
and the University of Washington. By adjusting some param-
eters and step length of Bert, the SOTA effect is achieved
in multiple tasks. Roberta’s main experimental tuning aspects
are as follows: Increase the training data set, batch and epoch.
Replace static masked LM with dynamic masked LM. Remove
the NSP. Replace characters with bytes.

We compared the four dimensions of Accuracy, Recall, F1-
score, and running time, respectively. The experimental results
are shown in Table I. The variance of these means is between
0.001 and 0.1.

Fig. 5. Accuracy of different models.

As can be seen from TableI, Kformer has the highest
accuracy of the two data sets, and the average accuracy
in large real data sets can reach 87.73%. Considering the
knowledge fusion in Transformer feed-forward layer, Kformer
runs slowly. As can be seen from Figure5, these four models
all perform well on this dataset. However, due to the injection
of external knowledge, KFomer’s performance is more stable
than other models and has higher accuracy.

V. CONCLUSION

This paper proposes a Kformer-based fine-grained dynamic
access control method to automate authorization management
tasks. We use Kformer to filter and integrate external knowl-
edge through the feed-forward layer in Transformer. Then, we
use BERT to perform feature extraction on the input fused
text and extract the implied attribute-authority relationship
from log records and external documents. Finally, we perform
sequence modeling on the extracted attribute features and
input the obtained results. The final authorization result is
obtained by classification through the softmax function in the
final fully connected layer. The authorization management of
the subject’s access to the object is dynamically completed.
Finally, we conducted experiments on the power information
system. The experimental results show that KFormer is stable
and has high accuracy. At the same time, the model can
continuously monitor the user’s access behavior and change it
in real-time—entity access rights, real-time policy adjustment,
and dynamic access authorization. For future work, We plan to
extend our framework with an anomaly detection component
to detect changes in normal access behaviors (i.e.,unseen
behaviors) to maintain accurate and up-to-date access control
policies.
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Communications and Computing Systems
5–7 June 2023 // Albuquerque, NM, USA

CALL FOR PAPERS

IMPORTANT DATES

Track A: NextG Integrated Communications and Computing Systems 
Symposium
•	 Application of data analytics to switching and routing
•	 Artificial intelligent routing and resource-allocation algorithms
•	 Behavior-aware human-centric NextG networks and systems
•	 Deep-learning technologies for NextG networks
•	 Digital Continuum — device-to-edge-to-fog-to-Cloud continuum
•	 Dynamic bandwidth access and management for smart-factory/Industry 4.0 

applications
•	 Experimental measurements and testbed implementations
•	 Game theory enabling resource allocation and routing
•	 High performance, programmable networks for the Internet of Things
•	 Integrated access and backhaul technologies
•	 Integrated caching, computation, and communications
•	 Positioning, Navigation, and Timing techniques
•	 Quality of Experience resulting from intelligent routing
•	 Quality of Service Optimization and resource allocation
•	 Reconfigurable Intelligent Surfaces-enabled switching and routing
•	 Switching architectures for NextG applications
•	 Traffic monitoring and modeling applied to switching and routing
•	 Traffic predictions in routing and resource assignment

Track B: High-Performance High Functionality Architectures 
Symposium
•	 Address lookup algorithms, packet classification, scheduling, and dropping
•	 Applications of data science and analysis on high-performance networks
•	 Applications of GPU on network functions
•	 Efficient data structures for networking applications
•	 Future technologies for IoT
•	 High-speed packet processors
•	 ICT enabling technologies for e-health systems
•	 Multiprocessor networks
•	 Nano-communication networks
•	 Network management
•	 Network traffic characterization and measurements
•	 Optical switching and routing
•	 Power-aware switching, bridging, and routing protocols
•	 Routing and resource allocation for Tactile Internet
•	 Switching, bridging, and routing protocols whether wide-area or data centers
•	 Switching support to Extended reality (including virtual, augmented, and mixed reality)
•	 Traffic characterization and engineering
•	 Standardization activities of emerging high performance switching and routing

Next Generation (NextG) Integrated Communications and Computing Systems are envisioned to be characterized by resiliency, security, robustness, 
adaptability, and autonomy, while being supported by modern communication devices, computing solutions, networks, and systems. New networking 
technologies and intelligent techniques are needed to efficiently and effectively cope with the intricacy in traffic demands, as well as the heterogeneity of 
the services and applications requested by the end-users. In parallel, the advent of the Digital Continuum, i.e., device-to-edge-to-fog-to-Cloud continuum, 
promises to offer low-latency and ubiquitous computation to heterogeneous mobile and Internet of Things devices. A rich array of network services 
is expected to emerge seeking to realize greater synergy across the various component subsystems of the NextG Integrated Communications and 
Computing Systems.
The main focus of the HPSR 2023 – the 24th edition of HPSR conference – will be to assess how breakthrough changes occurring to NextG Integrated 
Communications and Computing Systems are affecting areas related to switching and routing, and NextG networks and systems in general. We are 
soliciting original and thought-provoking works on big data, data analytics, cloud and edge services, and artificial intelligent techniques applied to 
networking and switching and routing. Works on autonomous networks, 5G/6G, Industry 4.0, social networks, network, cybersecurity, virtualization, and 
other advanced topics are also welcome. Papers describing original, previously unpublished research, experimental efforts, practical experiences, as 
well as visionary roadmaps, in all aspects of switching and routing, and NextG networks and systems are solicited. Research works on the following 
topics, but not limited to, are welcome for submission through the following symposia:

Track C: Autonomous Networks Symposium
•	 Architectures of high-performance switches and routers, with a focus towards 

reconfigurable pipelines (P4, OpenFlow, etc.)
•	 Blockchain technologies
•	 Computation offloading
•	 Decentralized applications (DApps)
•	 Decentralized autonomous organizations (DAOs)
•	 Economics and pricing
•	 Energy harvesting, storage, recycling, wireless power transfer
•	 Green network monitoring and routing
•	 Intelligent and connected vehicular networks
•	 Medium access control, routing, and path selection
•	 Middleware services for wireless, mobile and multimedia networks
•	 Mobile social networks and routing
•	 Multi-access edge computing (MEC)
•	 Network and switch slicing
•	 Network performance for Human-Agent-Robot Teamwork (HART)
•	 Physical-layer aspects of switching and routing
•	 Software-defined networking
•	 Space-air-ground integrated networks (wwSAGIN)

Track D: Network Security Symposium
•	 Adversarial machine learning
•	 Applied cryptography for cyber, information, and network security
•	 Attack prediction, detection, response, and prevention
•	 Authentication protocols and key management
•	 Blockchain security
•	 Cloud, data center, and distributed systems  security
•	 Future Internet Architecture (FIA) security and privacy
•	 Intrusion detection with artificial intelligent techniques
•	 Malware detection and damage recovery
•	 Network security and privacy protection
•	 NextG networks and Internet security
•	 Security in SDN and networking slicing
•	 Security aspects of social networks
•	 Security in smart grid communications
•	 Security in virtualized network functions built or managed using software-defined 

networks
•	 Security and privacy in the Age of Information
•	 Trust management in networks through emerging technologies
•	 Virtual Private WANs
•	 Zero Trust Architecture

For more information about this 
conference, please visit 
https://hpsr2023.ieee-hpsr.org/

Paper Submission Due: January 23, 2023
Acceptance Notifications: April 3, 2023

Author Registration Deadline: April 24, 2023
Final Version Submission Due: May 1, 2023

https://hpsr2023.ieee-hpsr.org/
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Format of the manuscripts

Original manuscripts and final versions of papers 
should be submitted in IEEE format according to the
formatting instructions available on
  https://journals.ieeeauthorcenter.ieee.org/
  Then click: "IEEE Author Tools for Journals"
  - "Article Templates"
  - "Templates for Transactions".

Length of the manuscripts

The length of papers in the aforementioned format 
should be 6-8 journal pages.
Wherever appropriate, include 1-2 figures or tables 
per journal page.

Paper structure

Papers should follow the standard structure, consist-
ing of Introduction (the part of paper numbered by 
“1”), and Conclusion (the last numbered part) and 
several Sections in between.
The Introduction should introduce the topic, tell why 
the subject of the paper is important, summarize the 
state of the art with references to existing works and 
underline the main innovative results of the paper. 
The Introduction should conclude with outlining the 
structure of the paper.

Accompanying parts

Papers should be accompanied by an Abstract and a
few Index Terms (Keywords). For the final version of 
accepted papers, please send the short cvs and photos  
of the authors as well.

Authors

In the title of the paper, authors are listed in the or- 
der given in the submitted manuscript. Their full affili- 
ations and e-mail addresses will be given in a footnote
on the first page as shown in the template. No  
degrees or other titles of the authors are given. Mem-
berships of IEEE, HTE and other professional socie-
ties will be indicated so please supply this information.
When submitting the manuscript, one of the authors 
should be indicated as corresponding author provid-
ing his/her postal address, fax number and telephone
number for eventual correspondence and communi-
cation with the Editorial Board.

References

References should be listed at the end of the paper  
in the IEEE format, see below:

a)  Last name of author or authors and first name or 
	    initials, or name of organization
b)  Title of article in quotation marks
c)  Title of periodical in full and set in italics
d)  Volume, number, and, if available, part
e)  First and last pages of article
 f)  Date of issue
g)  Document Object Identifier (DOI)

[11] Boggs, S.A. and Fujimoto, N., “Techniques and
instrumentation for measurement of transients in
gas-insulated switchgear,” IEEE Transactions on
Electrical Installation, vol. ET-19, no. 2, pp.87–92,
April 1984. DOI: 10.1109/TEI.1984.298778
Format of a book reference:
[26] Peck, R.B., Hanson, W.E., and Thornburn,
T.H., Foundation Engineering, 2nd ed. New York:
McGraw-Hill, 1972, pp.230–292.
All references should be referred by the correspond-
ing numbers in the text.

Figures

Figures should be black-and-white, clear, and drawn
by the authors. Do not use figures or pictures down-
loaded from the Internet. Figures and pictures should
be submitted also as separate files. Captions are ob-
ligatory. Within the text, references should be made
by figure numbers, e.g. “see Fig. 2.”
When using figures from other printed materials, ex-
act references and note on copyright should be in-
cluded. Obtaining the copyright is the responsibility 
of authors.

Contact address

Authors are requested to submit their papers elec-
tronically via the following portal address:
https://www.ojs.hte.hu/infocommunications_journal/
about/submissions
If you have any question about the journal or the 
submission process, please do not hesitate to con- 
tact us via e-mail:
Editor-in-Chief: Pál Varga – pvarga@tmit.bme.hu
Associate Editor-in-Chief: 
Rolland Vida – vida@tmit.bme.hu
László Bacsárdi – bacsardi@hit.bme.hu

https://www.ojs.hte.hu/infocommunications_journal/about/submissions
https://www.ojs.hte.hu/infocommunications_journal/about/submissions
mailto:pvarga%40tmit.bme.hu?subject=
mailto:vida%40tmit.bme.hu?subject=
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SCIENTIFIC ASSOCIATION FOR INFOCOMMUNICATIONS

Who we are
Founded in 1949, the Scientific Association for Info-
communications (formerly known as Scientific Society 
for Telecommunications) is a voluntary and autono-
mous professional society of engineers and econo-
mists, researchers and businessmen, managers and 
educational, regulatory and other professionals work-
ing in the fields of telecommunications, broadcast-
ing, electronics, information and media technologies 
in Hungary.

Besides its 1000 individual members, the Scientific 
Association for Infocommunications (in Hungarian:  
HÍRKÖZLÉSI ÉS INFORMATIKAI TUDOMÁNYOS EGYESÜLET, HTE) 
has more than 60 corporate members as well. Among 
them there are large companies and small-and-medi-
um enterprises with industrial, trade, service-providing, 
research and development activities, as well as educa-
tional institutions and research centers.

HTE is a Sister Society of the Institute of Electrical and
Electronics Engineers, Inc. (IEEE) and the IEEE Communi-
cations Society.

What we do
HTE has a broad range of activities that aim to pro-
mote the convergence of information and communi-
cation technologies and the deployment of synergic
applications and services, to broaden the knowledge
and skills of our members, to facilitate the exchange
of ideas and experiences, as well as to integrate and

harmonize the professional opinions and standpoints
derived from various group interests and market dy-
namics.

To achieve these goals, we…
•	 contribute to the analysis of technical, economic, 

and social questions related to our field of compe-
tence, and forward the synthesized opinion of our 
experts to scientific, legislative, industrial and edu-
cational organizations and institutions;

•	 follow the national and international trends and 
results related to our field of competence, foster 
the professional and business relations between 
foreign and Hungarian companies and institutes;

•	 organize an extensive range of lectures, seminars, 
debates, conferences, exhibitions, company pres-
entations, and club events in order to transfer and 
deploy scientific, technical and economic knowl-
edge and skills;

•	 promote professional secondary and higher edu-
cation and take active part in the development of 
professional education, teaching and training;

•	 establish and maintain relations with other domes-
tic and foreign fellow associations, IEEE sister soci-
eties;

•	 award prizes for outstanding scientific, education-
al, managerial, commercial and/or societal activities 
and achievements in the fields of infocommunica-
tion.

Contact information
President: FERENC VÁGUJHELYI • elnok@hte.hu

Secretary-General: ISTVÁN MARADI • istvan.maradi@gmail.com
Operations Director: PÉTER NAGY • nagy.peter@hte.hu

International Affairs: ROLLAND VIDA, PhD • vida@tmit.bme.hu

Address: H-1051 Budapest, Bajcsy-Zsilinszky str. 12, HUNGARY, Room: 502
Phone: +36 1 353 1027

E-mail: info@hte.hu, Web: www.hte.hu


