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Welcome by the Editor

INFOCOMMUNICATIONS Journal has received its metrics 
for the last year, and we are happy to report that they all show 

an increasing trend. The citations have almost doubled, and the 
SCR index has improved 1.5 times compared to the previous 
period. The journal has kept its Q3 place that was gained last 
year. Although we have not received an official impact factor 
yet, the impact score is 1.16, which is a very good indicator – 
even makes us hopeful for the near future. We keep the scientific 
and publication standards of the Infocommunications Journal 
high and keep improving these metrics. The current issue is over 
100 pages long, a record number for the journal.

Let us have a brief overview of the articles included in the 
current, second 2022-issue of the Infocommunications Journal.

In their paper, Ákos Leiter et al. present an extensive survey 
on the joint domain of PMIPv6 and SDN mobility management, 
detailing the available SDN-integrated network-based techniques 
and architectures. Their paper aims to be comprehensive, taking 
into account all possible architectures in the field, and provides a 
summarizing table of the key functional indicators related to the 
surveyed architectures and papers.

Regarding delay-constrained optical fronthaul design for 5G 
and beyond, Abdulhaim Fayad and Tibor Cinkler provide a cost-
effective solution. They propose an integer linear program (ILP) 
that simultaneously optimizes BBU (baseband unit) number 
and placement together with the fronthaul deployment through 
simulation to achieve the goal of minimum CAPEX. Among the 
many results, they found that free-space optic solutions can be 
more cost-efficient than fiber optic when weather conditions are 
supportive.

Kotaru Kiran and D. Rajeswara Rao present an analytical 
review on vertical handover management technologies in 5G 
heterogeneous network setup. The authors categorized the 
research papers in their approach on handover, distinguishing 
them as radio access-based, self optimization-based, SDN-based, 
authentication-based, eNodeB-based, neural network-based and 
blockchain-based approaches, and discussed the various issues 
and research gaps within.

Tamás Kőnig and Lajos Nagy have been motivated to 
decrease the noise emission of switching-mode power supplies 
that are used on satellites. They simulated and measured the 
noise reduction effect of the interleaving method in the case of a 
system with two DC-DC Buck converters. They found that it is a 
complex problem and that the phase delay of the converters can 
be optimized in order to improve the noise reduction.

Mohammad Bawaneh and Vilmos Simon present a unique 
method on time series handling called Adaptive Simulated 
Annealing Representation (ASAR). The root of the idea is to 
consider the time series representation as an optimization 

problem where the objective is to preserve the time series shape 
and reduce the dimensionality. When comparing ASAR with 
other methods, they found it superior in compression ratio, 
as well as great computational performance when used for 
algorithms such as 1-NN classification and K-Means clustering.

Yasir Ahmed Idris Humad and Levente Dudás present the 
capabilities of the wideband spectrum monitoring system for 
the MRC-100 3-PocketQube satellite, especially in terms of 
measuring radio frequency signals, with the limited size, weight, 
and power consumption of the designed system. They found that 
this architecture has enough sensitivity and dynamic range for 
the purpose, even at a very wide bandwidth.

Zoltán Pödör and Anna Szabó introduce a practical frame-
work and a complex application to manage synthetic sensor 
data. This framework can be used for generating, storing, and 
visualizing of real-looking synthetic sensor data sequences that 
can be used in various test scenarios.

The environment of education and professional meetings has 
changed dramatically in the last two years due to the worldwide 
COVID-19 pandemic. Besides providing a survey on Quality 
of Experience (QoE) for various video-transmission-related 
services, Tushig Bat-Erdene et al. analyzed the QoE of content 
sharing in online education and meetings in actual real-life 
scenarios and shared some fascinating findings in their paper.

Fatima Es-sabery et al. provides a comparative study of 
various feature extractors within the sentiment analysis domain 
that aims at recognizing and categorizing emotions in textual data. 
As one of the important results, they found that the combination 
of CNN+FastText outperforms all other combinations in terms 
of accuracy, precision, recall, and F1 measure.

With this brief overview, Infocommunications Journal wishes 
a great summer period, as well as peace and perseverance for the 
rest of 2022, to all its partners.

Pal Varga received his Ph.D. degree from the 
Budapest University of Technology and Economics, 
Hungary. He is currently an Associate Professor at the 
Budapest University of Technology and Economics 
and also the Director at AITIA International Inc. 
His main research interests include communication 
systems, Cyber-Physical Systems and Industrial 
Internet of Things, network traffic analysis, end-
to-end QoS and SLA issues – for which he is 
keen to apply hardware acceleration and artificial 
intelligence, machine learning techniques as well.

Besides being a member of HTE, he is a senior member of IEEE, where he 
is active both in the IEEE ComSoc (Communication Society) and IEEE IES
(Industrial Electronics Society) communities. He is Editorial Board member 
of the Sensors (MDPI) and Electronics (MDPI) journals, and the Editor-in-
Chief of the Infocommunications Journal.

The metrics of Infocommunications Journal
keep improving

Pal Varga



Survey on PMIPv6-based Mobility Management  
Architectures for Software-Defined Networking

I. IntroductIon

 Software-Defined Networking (SDN) [1] [2] introduces a 
new concept that does not leave any network services and func-
tionalities untouched. SDN separates control and data plane of 
network traffic. The control plane has been centralized, and a 
new entity has come to life in the network: SDN Controller. 
From now, a custom program can run on an SDN Controller, 
which can direct any traffic. This leads to programable networks 
where "simple" switches are controlled by a central point dy-
namically.
 IP-based mobility management is also affected by SDN. This 
paper presents a survey on how Proxy Mobile IPv6 (PMIPv6) 
[3], a particular case of IP-based mobility management, can be 
adapted to the new SDN world. Several research papers have 
started to examine the evolution of PMIPv6 from an SDN point 
of view.
 There are many approaches to implement efficient mobility 
management in SDN environments. SDN provides scalable and 
dynamic schema, solving many limitations of legacy architec-
tures related to mobility processes. Using SDN and the protocols 
like OpenFlow [4], the mobility management processes may 
become more manageable. One of the expectations of integra-
tion with SDN is to solve the Single-Point-of-Failure problem 
(SPOF). The second is to avoid triangle routing: traffic is not 
needed to pass through Home Agent/Local Mobility Anchor 

(HA/LMA). The next one is the initial delay, and handover la-
tency can be decreased thanks to the SDN controller's ability to 
manage multiple forwarding devices simultaneously and add 
forwarding rules to them based on the needs. Furthermore, the 
usage of SDN can eliminate tunnel usage to decrease overhead. 
Finally, in some cases, the number of control messages can be 
mitigated [5][6] [7]. The paper will examine all of these aspects 
while surveying PMIPv6+SDN architecture proposals. Looking 
at other types of IP-based mobility management schemas with 
SDN is out of scope in this paper.
The remaining sections are organized as follows. Section II in-
troduces a general overview of IP-based mobility management. 
An overview of the SDN paradigm and its technological evolu-
tion is placed in Section III. The surveyed literature is presented 
in Section IV. Section V presents details on the future research 
topics of SDN-PMIPv6 integration. A conclusion has been put in 
Section VI, while a table summarizing our findings can be found 
at the end of this paper.

II. Overview of ip-Based mobility management

This section presents how IP-based mobility management has 
evolved and what approaches have affected the evolution, result-
ing in the PMIPv6 standard and its extensions.
A.  MobileI Pv4 and Mobile IPv6
 In the case of host-based mobility management, users are 
actively involved in their mobility processes. MIPv4 [8] and 
MIPv6 [9] are the most popular and well standardized host- 
based mobility protocols operating in the network layer.
 MIPv4 is designed to let Mobile Nodes (MN) use two IP 
addresses. The first identifies the MN's Home Network where 
a permanent IP address exists, called the Home Address (HoA). 
Home Agent (HA) is located in Home Network, responsible for 
tracking users' mobility and providing the globally accessible ad-
dress for mobile nodes. The second IP address – assigned to an 
MN – is the Care-of Address (CoA), whose foreign network is 
the network where MN moves into during its movement. Foreign 
Agents (FA) are placed in the Foreign Networks, responsible for 
assigning CoA to MN and notifying HA of the particular MN's 
new location. In Mobile IP's terminology, Corresponding Node 
(CN) is considered any node outside the mobility domain and 
wants to connect with MNs.
 The mobility management in MIPv4 works in the following 
way: if an MN is located in the home network, no additional steps 
are required than the standard IP communication procedure. The 
mobility starts when the MN moves to another network (Foreign 
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Network): each time an MN moves out from its Home Network, 
it takes a new CoA from the Foreign Network range. After that, 
MN registers its CoA by sending a Registration Request message 
through FA to the HA. When finishing the registration, the pack-
ets from the MN to CN are sent directly from the MN through 
the foreign network. Packets originated at CN and targeted to 
the MN go through HA. HA tunnels the packets to FA. Finally, 
FA processes the encapsulated packets and forwards those to the 
MN. Figure 1 describes the Control flow of MIPv4. Figure 2 
depicts the basic architecture of MIPv4.

Fig. 1. The standard MIPv4 message flow[8]

 The drawbacks of MIPv4 are the triangular routing which 
adds more latency, single point of failure (SPOF), and consumes 
bandwidth. In contrast, the traffic does not move directly be-
tween the sender and the receiver (CN and MN). Instead, traffic 
goes through the HA in the middle.

MN. MN may send a BU to CN to avoid triangle routing in route 
optimization mode (RO). The detailed message flow of MIPv6 is 
illustrated in Figure 3 .

Fig. 3. The standard MIPv6 message flow [9]

 Home Test Init (HoTI) and Care-of Test Init (CoTI) messag-
es are part of the return routeability procedure. It is an authoriza-
tion procedure to enable registration by a cryptographic token 
exchange. This procedure helps to give some assurance to CN if 
MN is reachable on that particular CoA. CN can securely accept 
BU from MN at the end of this procedure and circumvent HA 
(route optimization).
B.  Proxy Mobile IPv6
 Proxy Mobile IPv6 (PMIPv6) [3] is a network-based mo-
bility management protocol working at the network layer. The 
network-based mobility management extends the network side 
and lets the network handle the mobility management instead of 
modifying the host part. Thus, MNs may not even know they are 
under any mobility process.
 In PMIPv6 (Figure 4), the MN considers the whole PMIPv6 
domain as a home network, so the MN uses just a unique HoA 
and different care-of addresses used by the MAGs. Mobile Ac-
cess Gateway (MAG) and Local Mobility Anchor (LMA) are in-
troduced in PMIPv6. MAG works as the access router; it detects 
the MN's movements and does the signaling and tunneling with 
the LMA, while the LMA works similarly to the HA in MIPv6 
but with some additional potentials. LMA preserves accessibility 
to the MN's address as it travels through PMIPv6 domains. Bind-
ing Cache exists in the LMA, which is particularly a database 
that keeps track of the movement of MNs.

Fig. 4. The basic architecture of PMIPv6 [3]

Fig. 2. The basic architecture of MIPv4 [8]

 MIPv6 is similar to MIPv4, with enhancements and addi-
tional features. MIPv6 uses the Neighbor Discovery Protocol 
(NDP) of IPv6 [10]. NDP uses Router Solicitation (RS) and 
Router Advertisement (RA) messages to detect IP network prefix 
changes. Furthermore, NDP also deals with neighbor reachabil-
ity. An IPv6 capable access router has replaced the functions of 
a Foreign Agent in MIPv4. This means FAs are eliminated in the 
context of MIPv6.
 The mobility procedure in MIPv6 works as follows. The 
communication between MN and CN is addressed by native/
ordinary IPv6 routing when MN stays on its Home Link. If the 
MN moves to Foreign Network, it has a new IP address called 
the CoA. After that, the MN sends a registration request to the 
HA (Binding Update) and receives the registration reply (Bind-
ing Acknowledgment). Traffic is encapsulated between HA and 
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 PMIPv6 supports IPv4 [11] and IPv6 and doesn't require any 
MN side modification. The drawbacks of PMIPv6 include the 
tunneling overhead, the single point of failure, and high through-
put in the case of LMA.
 Table 2 of [12] shows a detailed comparison between IP- 
based mobility management protocols. The correspondent sec-
tions have been put to this paper as Table 1.

TABLE I
Summary of MIPv4, MIPv6, and PMIPv6 [12]

C.  Flow Mobility
 A flow is a set of packets matching a certain Traffic Selector 
(TS [13]), and flow mobility management aims to apply the mo-
bility for each communication flow individually [14] [15]. MN 
can bind different CoAs (Multiple Care-of Address, MCoA [16]) 
for each flow to ensure individual handling of a particular flow. 
One of the benefits of using PMIPv6 is that MN does not have to 
be modified as MN does not even know that it is under mobility 
management. However, with PMIPv6 flow mobility extensions, 
end-user modification is required.
 Flow mobility also supports using multiple interfaces for an 
MN. This leads to the traffic offload and intelligent flow handling 
topics: based on the interfaces' specific properties; flows can be 
routed differently even though they originate from the same de-
vice. For example, using 4G/5G interface can be costly because 
of the radio spectrum price, but 3GPP interfaces provide more 
reliability than ordinary Wi-Fi. Therefore, those flows, like web 
browsing with lower expectations from the network compared 
to, e.g., videoconference, can be offloaded to non-3GPP access-
es. The procedure to select a suitable interface is out of the scope 
of this paper, but it can rely on, e.g., QoS metrics, radio resource 
availability, etc. Section II.H has some connection statements for 
this section where corresponding references can be found too.
 Mobile IPv6 Flow Binding extension has the same signaling 
and architectural design as “ordinary” MIPv6, depicted in Figure 
7, Figure 8. Flow Bindings functions are implemented with a 
novel Mobility Option called the Flow Identification Mobility 
Option, attached to the BU and BA messages. This identifies a 
particular flow (with Traffic Selector sub-option). It is possible 
to bind multiple flows by the same CoA or different CoAs with 
multiple interfaces too. The more flows are bound, the more BU/
BA signaling messages are needed.
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 Fig. 7. Mobile IPv6 Flow Bindings architecture
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Figure 9 and Figure 10 illustrate an example of MN shared prefix 
across two physical interfaces.

Fig. 9.  Shared prefix across physical interfaces in PMIPv6 flow mobility 
[15]

 Fig. 10.  Flow Mobility Message Sequence with a Common Set of 
Prefixes [15]

 Figure 11 is an example of extended PMIPv6 where flow 
mobility is enabled. The MN is attached to the network by two 
interfaces (WLAN interface and 3G interface), and there is a dif-
ferent prefix for each interface. In this case, the LMA is extended 

Fig. 11. PMIPv6 flow mobility with 3GPP/non-3GPP offloading

D. Dynamic Mobility Management
 Dynamic Mobility Management provides the needed mobility 
support to a user only when required. This saves resources by re-
ducing unnecessary mobility management signaling overhead and 
network cost. In the case of IP-based mobility management, e.g., 
it means avoiding BU/BA message exchange and eliminating tun-
neling overhead [18][19][20]. This works well when IP-address 
preservation is not a goal. For those types of traffics, when the 
change of IP address causes service disruption, this is not a valid 
path. If the IP address is changed at a VPN service, the VPN itself 
is broken. But for ordinary web browsing ("surfing"), it does not 
affect the user experience negatively. Dynamic Mobility Manage-
ment can be combined with Flow Bindings too. With this combi-
nation, the individual dynamicity of particular flows can be real-
ized. Consequently, tunneling overhead can be decreased, too, as 
the tunnel is not set up if mobility management is not needed.
 Figure 12 is an example of dynamic mobility management 
where the MN moved to a new network, and a new IP (IP2) was 
assigned to it. Many applications establish connections after the 
mobility and do not need mobility support. In contrast, the applica-
tions that require mobility support forward the traffic with the old 
IP (IP1) to the AR1 (the AR1 works as HA in this case). To sum up, 
the system will provide mobility only based on the need [18].

to support grouping a set of mobility bindings and refer it to the 
same MN [17].

Fig. 12. Dynamic Mobility Management [18]

E. Distributed Mobility Management
 Distributed Mobility Management (DMM) refers to the idea 
of using multiple mobility management functions instead of a 
centralized one and distributing them over different locations 
[21]. The nearest mobility function probably serves the MN, as 
in Figure 13. Distributed Mobility Management could be across 
different levels: core level, access router level, access level, and 
host level, and this distribution could be organized partially or 
fully. By using the distributed mobility management architec-

Survey on PMIPv6-based Mobility Management  
Architectures for Software-Defined Networking

INFOCOMMUNICATIONS JOURNAL

JUNE 2022 • VOLUME XIV • NUMBER 2 5

 

 

 

Figure 7 – Mobile IPv6 Flow Bindings architecture 

 

 

Figure 8 – Mobile IPv6 Flow Bindings signaling flow 

Figure 9 and Figure 10 illustrate an example of MN shared 
prefix across two physical interfaces. 

 

Figure 9 – Shared prefix across physical interfaces in 
PMIPv6 flow mobility [15] 

 

Figure 10 – Flow Mobility Message Sequence with a 
Common Set of Prefixes [15]  

Figure 11 is an example of extended PMIPv6 where flow 
mobility is enabled. The MN is attached to the network by two 
interfaces (WLAN interface and 3G interface), and there is a 
different prefix for each interface. In this case, the LMA is 

extended to support grouping a set of mobility bindings and 
refer it to the same MN [17].  

 

Figure 11 – PMIPv6 flow mobility with 3GPP/non-3GPP 
offloading 

D. Dynamic Mobility Management 

Dynamic Mobility Management provides the needed 
mobility support to a user only when required. This saves 
resources by reducing unnecessary mobility management 
signaling overhead and network cost. In the case of IP-based 
mobility management, e.g., it means avoiding BU/BA 
message exchange and eliminating tunneling overhead 
[18][19][20]. This works well when IP-address preservation is 
not a goal. For those types of traffics, when the change of IP 
address causes service disruption, this is not a valid path. If the 
IP address is changed at a VPN service, the VPN itself is 
broken. But for ordinary web browsing ("surfing"), it does not 
affect the user experience negatively. Dynamic Mobility 
Management can be combined with Flow Bindings too. With 
this combination, the individual dynamicity of particular 
flows can be realized. Consequently, tunneling overhead can 
be decreased, too, as the tunnel is not set up if mobility 
management is not needed. 

Figure 12 is an example of dynamic mobility management 
where the MN moved to a new network, and a new IP (IP2) 
was assigned to it. Many applications establish connections 
after the mobility and do not need mobility support. In 
contrast, the applications that require mobility support forward 
the traffic with the old IP (IP1) to the AR1 (the AR1 works as 
HA in this case). To sum up, the system will provide mobility 
only based on the need [18]. 

 

Figure 12 – Dynamic Mobility Management [18] 

E. Distributed Mobility Management 

Distributed Mobility Management (DMM) refers to the 
idea of using multiple mobility management functions instead 
of a centralized one and distributing them over different 
locations [21]. The nearest mobility function probably serves 
the MN, as in Figure 13. Distributed Mobility Management 
could be across different levels: core level, access router level, 
access level, and host level, and this distribution could be 

 

 

 

Figure 7 – Mobile IPv6 Flow Bindings architecture 

 

 

Figure 8 – Mobile IPv6 Flow Bindings signaling flow 

Figure 9 and Figure 10 illustrate an example of MN shared 
prefix across two physical interfaces. 

 

Figure 9 – Shared prefix across physical interfaces in 
PMIPv6 flow mobility [15] 

 

Figure 10 – Flow Mobility Message Sequence with a 
Common Set of Prefixes [15]  

Figure 11 is an example of extended PMIPv6 where flow 
mobility is enabled. The MN is attached to the network by two 
interfaces (WLAN interface and 3G interface), and there is a 
different prefix for each interface. In this case, the LMA is 

extended to support grouping a set of mobility bindings and 
refer it to the same MN [17].  

 

Figure 11 – PMIPv6 flow mobility with 3GPP/non-3GPP 
offloading 

D. Dynamic Mobility Management 

Dynamic Mobility Management provides the needed 
mobility support to a user only when required. This saves 
resources by reducing unnecessary mobility management 
signaling overhead and network cost. In the case of IP-based 
mobility management, e.g., it means avoiding BU/BA 
message exchange and eliminating tunneling overhead 
[18][19][20]. This works well when IP-address preservation is 
not a goal. For those types of traffics, when the change of IP 
address causes service disruption, this is not a valid path. If the 
IP address is changed at a VPN service, the VPN itself is 
broken. But for ordinary web browsing ("surfing"), it does not 
affect the user experience negatively. Dynamic Mobility 
Management can be combined with Flow Bindings too. With 
this combination, the individual dynamicity of particular 
flows can be realized. Consequently, tunneling overhead can 
be decreased, too, as the tunnel is not set up if mobility 
management is not needed. 

Figure 12 is an example of dynamic mobility management 
where the MN moved to a new network, and a new IP (IP2) 
was assigned to it. Many applications establish connections 
after the mobility and do not need mobility support. In 
contrast, the applications that require mobility support forward 
the traffic with the old IP (IP1) to the AR1 (the AR1 works as 
HA in this case). To sum up, the system will provide mobility 
only based on the need [18]. 

 

Figure 12 – Dynamic Mobility Management [18] 

E. Distributed Mobility Management 

Distributed Mobility Management (DMM) refers to the 
idea of using multiple mobility management functions instead 
of a centralized one and distributing them over different 
locations [21]. The nearest mobility function probably serves 
the MN, as in Figure 13. Distributed Mobility Management 
could be across different levels: core level, access router level, 
access level, and host level, and this distribution could be 

 

 

 

Figure 7 – Mobile IPv6 Flow Bindings architecture 

 

 

Figure 8 – Mobile IPv6 Flow Bindings signaling flow 

Figure 9 and Figure 10 illustrate an example of MN shared 
prefix across two physical interfaces. 

 

Figure 9 – Shared prefix across physical interfaces in 
PMIPv6 flow mobility [15] 

 

Figure 10 – Flow Mobility Message Sequence with a 
Common Set of Prefixes [15]  

Figure 11 is an example of extended PMIPv6 where flow 
mobility is enabled. The MN is attached to the network by two 
interfaces (WLAN interface and 3G interface), and there is a 
different prefix for each interface. In this case, the LMA is 

extended to support grouping a set of mobility bindings and 
refer it to the same MN [17].  

 

Figure 11 – PMIPv6 flow mobility with 3GPP/non-3GPP 
offloading 

D. Dynamic Mobility Management 

Dynamic Mobility Management provides the needed 
mobility support to a user only when required. This saves 
resources by reducing unnecessary mobility management 
signaling overhead and network cost. In the case of IP-based 
mobility management, e.g., it means avoiding BU/BA 
message exchange and eliminating tunneling overhead 
[18][19][20]. This works well when IP-address preservation is 
not a goal. For those types of traffics, when the change of IP 
address causes service disruption, this is not a valid path. If the 
IP address is changed at a VPN service, the VPN itself is 
broken. But for ordinary web browsing ("surfing"), it does not 
affect the user experience negatively. Dynamic Mobility 
Management can be combined with Flow Bindings too. With 
this combination, the individual dynamicity of particular 
flows can be realized. Consequently, tunneling overhead can 
be decreased, too, as the tunnel is not set up if mobility 
management is not needed. 

Figure 12 is an example of dynamic mobility management 
where the MN moved to a new network, and a new IP (IP2) 
was assigned to it. Many applications establish connections 
after the mobility and do not need mobility support. In 
contrast, the applications that require mobility support forward 
the traffic with the old IP (IP1) to the AR1 (the AR1 works as 
HA in this case). To sum up, the system will provide mobility 
only based on the need [18]. 

 

Figure 12 – Dynamic Mobility Management [18] 

E. Distributed Mobility Management 

Distributed Mobility Management (DMM) refers to the 
idea of using multiple mobility management functions instead 
of a centralized one and distributing them over different 
locations [21]. The nearest mobility function probably serves 
the MN, as in Figure 13. Distributed Mobility Management 
could be across different levels: core level, access router level, 
access level, and host level, and this distribution could be 

 

 

 

Figure 7 – Mobile IPv6 Flow Bindings architecture 

 

 

Figure 8 – Mobile IPv6 Flow Bindings signaling flow 

Figure 9 and Figure 10 illustrate an example of MN shared 
prefix across two physical interfaces. 

 

Figure 9 – Shared prefix across physical interfaces in 
PMIPv6 flow mobility [15] 

 

Figure 10 – Flow Mobility Message Sequence with a 
Common Set of Prefixes [15]  

Figure 11 is an example of extended PMIPv6 where flow 
mobility is enabled. The MN is attached to the network by two 
interfaces (WLAN interface and 3G interface), and there is a 
different prefix for each interface. In this case, the LMA is 

extended to support grouping a set of mobility bindings and 
refer it to the same MN [17].  

 

Figure 11 – PMIPv6 flow mobility with 3GPP/non-3GPP 
offloading 

D. Dynamic Mobility Management 

Dynamic Mobility Management provides the needed 
mobility support to a user only when required. This saves 
resources by reducing unnecessary mobility management 
signaling overhead and network cost. In the case of IP-based 
mobility management, e.g., it means avoiding BU/BA 
message exchange and eliminating tunneling overhead 
[18][19][20]. This works well when IP-address preservation is 
not a goal. For those types of traffics, when the change of IP 
address causes service disruption, this is not a valid path. If the 
IP address is changed at a VPN service, the VPN itself is 
broken. But for ordinary web browsing ("surfing"), it does not 
affect the user experience negatively. Dynamic Mobility 
Management can be combined with Flow Bindings too. With 
this combination, the individual dynamicity of particular 
flows can be realized. Consequently, tunneling overhead can 
be decreased, too, as the tunnel is not set up if mobility 
management is not needed. 

Figure 12 is an example of dynamic mobility management 
where the MN moved to a new network, and a new IP (IP2) 
was assigned to it. Many applications establish connections 
after the mobility and do not need mobility support. In 
contrast, the applications that require mobility support forward 
the traffic with the old IP (IP1) to the AR1 (the AR1 works as 
HA in this case). To sum up, the system will provide mobility 
only based on the need [18]. 

 

Figure 12 – Dynamic Mobility Management [18] 

E. Distributed Mobility Management 

Distributed Mobility Management (DMM) refers to the 
idea of using multiple mobility management functions instead 
of a centralized one and distributing them over different 
locations [21]. The nearest mobility function probably serves 
the MN, as in Figure 13. Distributed Mobility Management 
could be across different levels: core level, access router level, 
access level, and host level, and this distribution could be 

 

 

 

Figure 7 – Mobile IPv6 Flow Bindings architecture 

 

 

Figure 8 – Mobile IPv6 Flow Bindings signaling flow 

Figure 9 and Figure 10 illustrate an example of MN shared 
prefix across two physical interfaces. 

 

Figure 9 – Shared prefix across physical interfaces in 
PMIPv6 flow mobility [15] 

 

Figure 10 – Flow Mobility Message Sequence with a 
Common Set of Prefixes [15]  

Figure 11 is an example of extended PMIPv6 where flow 
mobility is enabled. The MN is attached to the network by two 
interfaces (WLAN interface and 3G interface), and there is a 
different prefix for each interface. In this case, the LMA is 

extended to support grouping a set of mobility bindings and 
refer it to the same MN [17].  

 

Figure 11 – PMIPv6 flow mobility with 3GPP/non-3GPP 
offloading 

D. Dynamic Mobility Management 

Dynamic Mobility Management provides the needed 
mobility support to a user only when required. This saves 
resources by reducing unnecessary mobility management 
signaling overhead and network cost. In the case of IP-based 
mobility management, e.g., it means avoiding BU/BA 
message exchange and eliminating tunneling overhead 
[18][19][20]. This works well when IP-address preservation is 
not a goal. For those types of traffics, when the change of IP 
address causes service disruption, this is not a valid path. If the 
IP address is changed at a VPN service, the VPN itself is 
broken. But for ordinary web browsing ("surfing"), it does not 
affect the user experience negatively. Dynamic Mobility 
Management can be combined with Flow Bindings too. With 
this combination, the individual dynamicity of particular 
flows can be realized. Consequently, tunneling overhead can 
be decreased, too, as the tunnel is not set up if mobility 
management is not needed. 

Figure 12 is an example of dynamic mobility management 
where the MN moved to a new network, and a new IP (IP2) 
was assigned to it. Many applications establish connections 
after the mobility and do not need mobility support. In 
contrast, the applications that require mobility support forward 
the traffic with the old IP (IP1) to the AR1 (the AR1 works as 
HA in this case). To sum up, the system will provide mobility 
only based on the need [18]. 

 

Figure 12 – Dynamic Mobility Management [18] 

E. Distributed Mobility Management 

Distributed Mobility Management (DMM) refers to the 
idea of using multiple mobility management functions instead 
of a centralized one and distributing them over different 
locations [21]. The nearest mobility function probably serves 
the MN, as in Figure 13. Distributed Mobility Management 
could be across different levels: core level, access router level, 
access level, and host level, and this distribution could be 

 

 

 

Figure 7 – Mobile IPv6 Flow Bindings architecture 

 

 

Figure 8 – Mobile IPv6 Flow Bindings signaling flow 

Figure 9 and Figure 10 illustrate an example of MN shared 
prefix across two physical interfaces. 

 

Figure 9 – Shared prefix across physical interfaces in 
PMIPv6 flow mobility [15] 

 

Figure 10 – Flow Mobility Message Sequence with a 
Common Set of Prefixes [15]  

Figure 11 is an example of extended PMIPv6 where flow 
mobility is enabled. The MN is attached to the network by two 
interfaces (WLAN interface and 3G interface), and there is a 
different prefix for each interface. In this case, the LMA is 

extended to support grouping a set of mobility bindings and 
refer it to the same MN [17].  

 

Figure 11 – PMIPv6 flow mobility with 3GPP/non-3GPP 
offloading 

D. Dynamic Mobility Management 

Dynamic Mobility Management provides the needed 
mobility support to a user only when required. This saves 
resources by reducing unnecessary mobility management 
signaling overhead and network cost. In the case of IP-based 
mobility management, e.g., it means avoiding BU/BA 
message exchange and eliminating tunneling overhead 
[18][19][20]. This works well when IP-address preservation is 
not a goal. For those types of traffics, when the change of IP 
address causes service disruption, this is not a valid path. If the 
IP address is changed at a VPN service, the VPN itself is 
broken. But for ordinary web browsing ("surfing"), it does not 
affect the user experience negatively. Dynamic Mobility 
Management can be combined with Flow Bindings too. With 
this combination, the individual dynamicity of particular 
flows can be realized. Consequently, tunneling overhead can 
be decreased, too, as the tunnel is not set up if mobility 
management is not needed. 

Figure 12 is an example of dynamic mobility management 
where the MN moved to a new network, and a new IP (IP2) 
was assigned to it. Many applications establish connections 
after the mobility and do not need mobility support. In 
contrast, the applications that require mobility support forward 
the traffic with the old IP (IP1) to the AR1 (the AR1 works as 
HA in this case). To sum up, the system will provide mobility 
only based on the need [18]. 

 

Figure 12 – Dynamic Mobility Management [18] 

E. Distributed Mobility Management 

Distributed Mobility Management (DMM) refers to the 
idea of using multiple mobility management functions instead 
of a centralized one and distributing them over different 
locations [21]. The nearest mobility function probably serves 
the MN, as in Figure 13. Distributed Mobility Management 
could be across different levels: core level, access router level, 
access level, and host level, and this distribution could be 



ture, unnecessarily long routes are avoided, and more scalability 
is provided to the network. Furthermore, the SPOF issue can be 
solved, which is one of the biggest problems for HA and LMA to 
make them carrier-grade.

Fig. 13. Distributed mobility management approach [21]
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port layer for solving the problems mentioned above. A new iden-
tifier, Host Identifier (HI), is created to give unique keys to mobile 
nodes. In the context of MIPv6 and PMIPv6, HIP has been started 
to get experimented with and standardized [27][28][29][30].
 The Media Independent Handover (MIH) [31] was intro-
duced in IEEE 802.21 and aimed to permit handovers between 
different heterogeneous technologies like Wi-Fi and cellular 
technologies without disruption of service, leading to enhanced 
user experience. The MIH defines a set of Service Access Points 
(SAP) in the link layer that maps to a generic interface between 
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also provides a group of mobility functions to support the upper 
layers mobility protocols [31].

H.   3GPP support
 PMIPv6 has also been incorporated by the 3GPP standards 
[32] [33]. There are two basic approaches to use PMIPv6 in 
3GPP concepts:

• Relying on the connection of non-3GPP access networks 
to 3GPP networks: S2 interface family. In most cases, this 
means connecting a Wi-Fi network to a service provider 
network (SP-Wi-Fi). There are two subdomains differen-
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 Software-Defined Networking is one of the most popular 
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with a built-in control plane and data plane. Then SDN came 
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preferences [1][2][4].
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devices work;

• Control Layer, where the network services and the control-
ling process are kept;
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• Application Layer that connects to the Controlling layer 
via APIs and contains the business applications where 
policies and rules could be applied to the controller.

 SDN commonly uses OpenFlow protocol as a connection 
channel between the SDN controller and the forwarding devices. 
Using OpenFlow, SDN controllers can put the flow table entities 
inside the forwarding devices, and these devices forward the data 
based on the flow table information.

Forwarding mechanisms can catch mobility events and notify 
the Mobility Management application on the top of the SDN 
controller. Based on the traffic directions, it can calculate op-
timal routing paths also from MN/HA and CN points of view. 
This paper does not present detailed architecture proposals and 
signaling flows on those results; however, it shows and lists 
open research questions on this topic.
 SDN has also influenced Distributed Mobility Manage-
ment. Hanuel Ko et al. [39] propose an SDN-DMM architec-
ture. They state there are several problems in the context of IP-
based mobility management which can be solved or mitigated 
by using SDN. These identified problems are:

1.  lack of dynamic mobility support;
2.  suboptimal routing;
3.  scalability issues;
4.  single-point-of-failure.

Fig. 16. SDN-based mobile core network [38]

 As Figure 16 envisions, they see the mobile network core 
on SDN-bases, where the SDN controller has networking func-
tions (charging, policy, etc.). Mobility management is also 
one of the SDN controller-integrated network functions. This 
approach promises to simplify mobility management in gen-
eral. As the SDN controller has the full view of the network, 
it can optimize traffic routing/forwarding and catch mobility 
events. This leads to Figure 17, which shows an architecture for 
MIPv4/MIPv6 integration with the SDN controller functions. 
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has come up several times in the literature. In this part, we focus 
on the overall paradigm of mobility management and SDN com-
bination. However, some references deal with IPv6-based mobil-
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integration of IP-based mobility management.
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 Figure 18 shows how handover can be executed in the con-
text of SDN-DMM. Their assumption is that there is continu-
ous data traffic between MN and CN. Step 1 pertains to the MN 
movement where MN changes its attachment point. MN must 
report its new location (Step 2). At Step 3, the Controller sends 
Openflow buffering messages to Crossover Router (CR) and 
Access Router1 (AR1) entities. Meanwhile, in Steps 4 and 5, 
the Controller computes a new optimal path for the CN-MN 
traffic through AR2. Buffered traffic is sent to AR2 and MN in 
Step 6. With this new route calculation, the usage of AR1 is left 
out, and only AR2 is used. Furthermore, with proper Openflow 
rules, tunneling may be eliminated.
 Tien-Thinh-Nguyen et al. [40] have also dealt with SDN 
and IP-based mobility management integration. Their propos-
al’s name is S-DMM pertains to SDN and Distributed Mobility 
Management. They measured that similar performance can be 
achieved in S-DMM compared to the traditional DMM in terms 
of handover latency and end-to-end delay. However, the com-
plexity of the overall system control plane is reduced.
 In the upcoming sections, we believe the above-introduced 
SDN concepts can serve as a solid base of understanding for 
discussing SDN and PMIPv6 integration – a more specific and 
focused integration case.
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IV. The analyzed literature

 This section intends to present the studied papers in a timely 
order. However, at the end of the paper, a summary table (Table 
3) indicates the key functional properties of architectural propos-
als. With the help of Table 3, we believe that the Readers can 
get a quick but enough broad view and ensure suitable grouping 
of the most critical aspects of the proposals. Furthermore, this 
section goes into the details of the SDN-PMIPv6 integration ap-
proaches paper-by-paper deeply.

Paper #1  by Seong-Mun Kim et. al (2014 Jan)[41]

 Seong-Mun Kim et al. [41] propose a solution where PMI-
Pv6 is integrated with Openflow. Their proposal (OPMIPv6) 
separates the mobility management functions from PMIPv6 
components. Furthermore, this allows the removal of PMIPv6 
tunnels with their overheads. The LMA function could be lo-
cated at the controller; the MAG function could be placed either 
into the controller or the access switch (Figure 19). There is a 
case when LMA and MAG are on the same centralized controller 
node (OPMIP6-C); thus, PMIPv6 signaling should not be used. 
Openflow is possible to avoid IP tunneling because the data path 
is set up by Openflow protocol through flow tables in the for-
warding devices (switches). Signaling between controller and 
switches is transferred via a secured channel. In this proposal, 
the data plane is configured by LMA, located on the controller. 
It is possible to add multiple controllers to provide redundancy 
to the system. They proved that OPMIPv6 performs better than 
PMIPv6 in means of tunneling overhead, the resiliency of fail-
ures, and handling capacity.

into Openflow rules. These new Openflow rules are distributed 
to the switches then. So PMIPv6 Control plane is kept, but the 
Routeflow server maintains another control channel to manage 
switches. The routing table of VMs of MAGs is also continuous-
ly translated to the underlying Openflow switches by the Route-
flow server. In this case, Routeflow is a controller. This scenario 
suggests some modification on the control message flow of PMI-
Pv6 to fit the underlying SDN architecture.

Fig. 19. Seong-Mun Kim et al.'s deployment scenarios[41]

Paper #2  by Kyoung-Hee-Lee (2014 Jan) [42]

 Kyoung-Hee Lee [42] extends PMIPv6 with Routeflow 
to make it SDN-ready. Routeflow[43] is an SDN deployment 
framework used to handle IP routing protocols (Figure 20). Us-
ing a centralized server containing several VMs where each VM 
represents a programable switch and a routing protocol work-
ing between these VMs to create a forwarding information base 
(FIB), the central server collects the needed data (IP and ARP 
tables) to build OpenFlow rules. It translates those data to Open-
Flow rules installed after processing the forwarding devices. The 
solution keeps the PMIPv6 signaling and concepts. LMA and 
MAGs are installed into separate VMs. Each VM carries out the 
mobility role for a particular mobility node. If an inter-MAG 
handover happens, standard PMIPv6 messages are exchanged, 
but the Routeflow server translates the Binding Cache of LMA 

Fig. 20. Kyoung-Hee Lee's proposed architecture [42]

Paper #3  By Syed M. Raza et al. (2014 Jan)[44] [45]

 Syed M. Raza et al. [44][45] introduce the OF-PMIPv6 
concept as an integration of PMIPv6 and Openflow (Figure 21). 
In their proposal, the signaling path and the data path are sepa-
rated. OpenFlow Mobile Access Gateways OMAG entity is in-
troduced, which is only responsible for L2 functionalities and 
manages the IP tunneling. Meanwhile, L3 (signaling) messages 
are handled by the controller. PMIPv6 is not modified at all; mes-
sages and tunnels are still used in this solution. Their main goal 
is to decrease handover latency. OMAG communicates with the 
controller via Openflow.
 They introduce three new message types to the Openflow 
protocol:

• The controller sends Tunnel_init to the next OMAG 
(nOMAG) to create an IP tunnel from the nOMAG to the 
anchor.

• S_Report is used for reporting link states of Mobile Nodes 
to the Controller.

• L_Report is sent by OMAG to report the loss of a Mobile 
Node to the Controller after a specific time.

 This is an extra step of control messaging, but the authors 
state that it means the minimal effect on handover latency and 
packet loss based on their performance evaluations.
 The OF-PMIPv6 controller communicates with OMAGs and 
LMAs as well. On the controller, there are three modules pro-
posed:

• OpenFlow Module uses the Controller's built-in functions 
to communicate the PMIPv6 control and mobility-related 
messages with OMAG.

• PMIPv6 Module takes responsibility for performing 
standard PMIPv6 control messages with the anchor and 
the AAA system.
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messages are handled by the controller. PMIPv6 is not 
modified at all; messages and tunnels are still used in this 
solution. Their main goal is to decrease handover latency. 
OMAG communicates with the controller via Openflow.  

They introduce three new message types to the Openflow 
protocol:  

• The controller sends Tunnel_init to the next OMAG 
(nOMAG) to create an IP tunnel from the nOMAG 
to the anchor. 

• S_Report is used for reporting link states of Mobile 
Nodes to the Controller.  

• L_Report is sent by OMAG to report the loss of a 
Mobile Node to the Controller after a specific time.  

This is an extra step of control messaging, but the authors 
state that it means the minimal effect on handover latency and 
packet loss based on their performance evaluations.  

The OF-PMIPv6 controller communicates with OMAGs 
and LMAs as well. On the controller, there are three modules 
proposed: 

• OpenFlow Module uses the Controller's built-in 
functions to communicate the PMIPv6 control and 
mobility-related messages with OMAG.  

• PMIPv6 Module takes responsibility for performing 
standard PMIPv6 control messages with the anchor 
and the AAA system. 



• Mobility Management Module has a connectivity database 
(C-DB) that stores the Mobile Nodes' information (MN 
ID, LMA ID, attached OMAG ID, and MN link-state val-
ues from OMAGs).

The C-DB is a kind of Binding Cache. The authors propose two 
types of handover:

• Reactive: When RS message is received, OMAG forward 
OF-RS message to controller, not PBU to LMA.

• Proactive: OMAG monitors the link continuously; as soon 
as the values drop below the lower threshold, it reports it to 
the controller. Then the C-DB is updated by the controller.

Paper #5  by You Wang et al. (2014 Aug) [47]
 You Wang et al. [47] present an Openflow-based architecture 
for IP-based mobility and discuss how SDN can help evolve mo-
bility management. Their proposal is not a PMIPv6 enchantment 
and integration to the SDN world. Instead, it is a new mobility 
approach that behaves similarly to PMIPv6 with taking advan-
tage of SDN. The MN does not own the MN's CoA; the first-hop 
Openflow switch maintains it. This means MN does not need to 
take care of address reconfiguring like at PMIPv6. The MN has 
a non-routable HoA used to look up for MN's current location. 
One additional role for the controller is to maintain a binding 
cache that matches the HoA and CoA of the MN.

Fig. 21. Syed M. Raza et al.'s architecture proposal[44]

Paper #4   By Hoa Yu (2014 May) [46]

 Hao Yu [46] suggests a solution for inter-domain heterogene-
ous vertical handover in SDN environments using PMIPv6. The 
SDN controller handles the tunnel creation between MAGs and 
LMAs from different domains in the proposal. This is required 
because the original LMA maintains home Network Prefix. If an 
MN moves to another domain, the traffic is tunneled back to the 
original LMA to maintain connectivity.
By using SDN, the vertical handover between different domains 
is possible. When an MN is moved to a new domain, the MAG 
in the new domain discovers the MN attachment and performs 
the mobility signaling, depicted in Figure 22. Meanwhile, the old 
LMA deregisters the MN from the old domain. When the new 
LMA receives a PBU from the new MAG, it discovers from the 
PBU that the MN moved from another domain. There is commu-
nication between the LMAs from different domains.

Fig. 22. Hao Yu's architecture proposal [46]

Fig. 23. You Wang et al.'s architecture proposal (left is communication 
initialization; right is movement handling) [47]

 In Figure 23, the IP_M is the HoA, and IP_C is the CN ad-
dress.
 When the first attachment occurs, the switch which detects 
the MN arrivals (S3) sends a BU to the controller containing 
IP_M and IP_S3. As the controller has the binding cache locally, 
it will store the new updates and sends a new rule to the switch 
to replace all packet's destination addresses to IP_S3 to IP_M.
 When CN sends a packet to the HoA of MN (IP_M), the 
switch (S1) does not know where to forward it, and the switch 
will ask the controller. The controller checks its local binding 
cache. Then it will send a flow rule to the first-hop-switch of CN 
to replace all the packets' destination addresses to IP_S3 from 
IP_M, which are directed to MN.
 During handover, almost the same process happens. The new 
switch (S4) sends BU to the controller; in this case, the controller 
sends updates to all switches in the path between CN and MN. 
This changes all the flow directed to IP_S3 to be IP_S4.
 Thus, the network takes care of binding caching, no need 
to have it on MN, and that's why it is similar to PMIPv6. Also, 
triangle routing is solved because packets do not need to pass 
through HA/LMA/Controller. Binding Cache can also be put in 
several parts of the network. The authors propose an algorithm 
to find the optimal place. The paper discusses the case of using 
multiple controllers and Dual mobility.
Paper #6  Yuta Watanabe et al (2015 Jan) [48]
 Yuta Watanabe et al. [48] address the problem where LMA 
is overloaded because every traffic is directed to go through it. 
With the help of Openflow, they construct a path that avoids 
LMA to CN. Also, they get rid of tunneling and propose to use 
only the Openflow toolset without tunneling.
 The OpenFlow switch represents the MAG in this solution.
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You Wang et al. [47] present an Openflow-based 
architecture for IP-based mobility and discuss how SDN can 
help evolve mobility management. Their proposal is not a 
PMIPv6 enchantment and integration to the SDN world. 
Instead, it is a new mobility approach that behaves similarly 
to PMIPv6 with taking advantage of SDN. The MN does not 
own the MN's CoA; the first-hop Openflow switch maintains 
it. This means MN does not need to take care of address 
reconfiguring like at PMIPv6. The MN has a non-routable 
HoA used to look up for MN's current location. One additional 
role for the controller is to maintain a binding cache that 
matches the HoA and CoA of the MN.  
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in several parts of the network. The authors propose an 
algorithm to find the optimal place.  The paper discusses the 
case of using multiple controllers and Dual mobility. 

Paper #6 Yuta Watanabe et al (2015 Jan) [48]  

Yuta Watanabe et al.[48] address the problem where LMA 
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only the Openflow toolset without tunneling. 

 

 

• Mobility Management Module has a connectivity 
database (C-DB) that stores the Mobile Nodes' 
information (MN ID, LMA ID, attached OMAG ID, 
and MN link-state values from OMAGs). 

The C-DB is a kind of Binding Cache. The authors propose 
two types of handover: 

• Reactive: When RS message is received, OMAG 
forward OF-RS message to controller, not PBU to 
LMA. 

• Proactive: OMAG monitors the link continuously; as 
soon as the values drop below the lower threshold, it 
reports it to the controller. Then the C-DB is updated 
by the controller.  

 

 

Figure 21 – Syed M. Raza et al.'s architecture 
proposal[44] 

Paper #4 By Hoa Yu (2014 May) [46] 

Hao Yu [46] suggests a solution for inter-domain 
heterogeneous vertical handover in SDN environments using 
PMIPv6. The SDN controller handles the tunnel creation 
between MAGs and LMAs from different domains in the 
proposal. This is required because the original LMA maintains 
home Network Prefix. If an MN moves to another domain, the 
traffic is tunneled back to the original LMA to maintain 
connectivity. 

By using SDN, the vertical handover between different 
domains is possible. When an MN is moved to a new domain, 
the MAG in the new domain discovers the MN attachment and 
performs the mobility signaling, depicted in Figure 22. 
Meanwhile, the old LMA deregisters the MN from the old 
domain. When the new LMA receives a PBU from the new 
MAG, it discovers from the PBU that the MN moved from 
another domain. There is communication between the LMAs 
from different domains.  

 

 

Figure 22 – Hao Yu's architecture proposal [46] 

Paper #5 by You Wang et al. (2014 Aug) [47] 

You Wang et al. [47] present an Openflow-based 
architecture for IP-based mobility and discuss how SDN can 
help evolve mobility management. Their proposal is not a 
PMIPv6 enchantment and integration to the SDN world. 
Instead, it is a new mobility approach that behaves similarly 
to PMIPv6 with taking advantage of SDN. The MN does not 
own the MN's CoA; the first-hop Openflow switch maintains 
it. This means MN does not need to take care of address 
reconfiguring like at PMIPv6. The MN has a non-routable 
HoA used to look up for MN's current location. One additional 
role for the controller is to maintain a binding cache that 
matches the HoA and CoA of the MN.  

 

Figure 23 – You Wang et al.'s architecture proposal (left 
is communication initialization; right is movement 

handling) [47]  

In Figure 23, the IP_M is the HoA, and IP_C is the CN 
address. 

When the first attachment occurs, the switch which detects 
the MN arrivals (S3) sends a BU to the controller containing 
IP_M and IP_S3. As the controller has the binding cache 
locally, it will store the new updates and sends a new rule to 
the switch to replace all packet's destination addresses to 
IP_S3 to IP_M. 

When CN sends a packet to the HoA of MN (IP_M), the 
switch (S1) does not know where to forward it, and the switch 
will ask the controller. The controller checks its local binding 
cache. Then it will send a flow rule to the first-hop-switch of 
CN to replace all the packets' destination addresses to IP_S3 
from IP_M, which are directed to MN.  

During handover, almost the same process happens. The 
new switch (S4) sends BU to the controller; in this case, the 
controller sends updates to all switches in the path between 
CN and MN. This changes all the flow directed to IP_S3 to be 
IP_S4. 

Thus, the network takes care of binding caching, no need 
to have it on MN, and that's why it is similar to PMIPv6. Also, 
triangle routing is solved because packets do not need to pass 
through HA/LMA/Controller. Binding Cache can also be put 
in several parts of the network. The authors propose an 
algorithm to find the optimal place.  The paper discusses the 
case of using multiple controllers and Dual mobility. 

Paper #6 Yuta Watanabe et al (2015 Jan) [48]  

Yuta Watanabe et al.[48] address the problem where LMA 
is overloaded because every traffic is directed to go through it. 
With the help of Openflow, they construct a path that avoids 
LMA to CN. Also, they get rid of tunneling and propose to use 
only the Openflow toolset without tunneling. 

 

 

• Mobility Management Module has a connectivity 
database (C-DB) that stores the Mobile Nodes' 
information (MN ID, LMA ID, attached OMAG ID, 
and MN link-state values from OMAGs). 

The C-DB is a kind of Binding Cache. The authors propose 
two types of handover: 

• Reactive: When RS message is received, OMAG 
forward OF-RS message to controller, not PBU to 
LMA. 

• Proactive: OMAG monitors the link continuously; as 
soon as the values drop below the lower threshold, it 
reports it to the controller. Then the C-DB is updated 
by the controller.  

 

 

Figure 21 – Syed M. Raza et al.'s architecture 
proposal[44] 

Paper #4 By Hoa Yu (2014 May) [46] 

Hao Yu [46] suggests a solution for inter-domain 
heterogeneous vertical handover in SDN environments using 
PMIPv6. The SDN controller handles the tunnel creation 
between MAGs and LMAs from different domains in the 
proposal. This is required because the original LMA maintains 
home Network Prefix. If an MN moves to another domain, the 
traffic is tunneled back to the original LMA to maintain 
connectivity. 

By using SDN, the vertical handover between different 
domains is possible. When an MN is moved to a new domain, 
the MAG in the new domain discovers the MN attachment and 
performs the mobility signaling, depicted in Figure 22. 
Meanwhile, the old LMA deregisters the MN from the old 
domain. When the new LMA receives a PBU from the new 
MAG, it discovers from the PBU that the MN moved from 
another domain. There is communication between the LMAs 
from different domains.  

 

 

Figure 22 – Hao Yu's architecture proposal [46] 

Paper #5 by You Wang et al. (2014 Aug) [47] 

You Wang et al. [47] present an Openflow-based 
architecture for IP-based mobility and discuss how SDN can 
help evolve mobility management. Their proposal is not a 
PMIPv6 enchantment and integration to the SDN world. 
Instead, it is a new mobility approach that behaves similarly 
to PMIPv6 with taking advantage of SDN. The MN does not 
own the MN's CoA; the first-hop Openflow switch maintains 
it. This means MN does not need to take care of address 
reconfiguring like at PMIPv6. The MN has a non-routable 
HoA used to look up for MN's current location. One additional 
role for the controller is to maintain a binding cache that 
matches the HoA and CoA of the MN.  

 

Figure 23 – You Wang et al.'s architecture proposal (left 
is communication initialization; right is movement 

handling) [47]  

In Figure 23, the IP_M is the HoA, and IP_C is the CN 
address. 

When the first attachment occurs, the switch which detects 
the MN arrivals (S3) sends a BU to the controller containing 
IP_M and IP_S3. As the controller has the binding cache 
locally, it will store the new updates and sends a new rule to 
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from IP_M, which are directed to MN.  

During handover, almost the same process happens. The 
new switch (S4) sends BU to the controller; in this case, the 
controller sends updates to all switches in the path between 
CN and MN. This changes all the flow directed to IP_S3 to be 
IP_S4. 

Thus, the network takes care of binding caching, no need 
to have it on MN, and that's why it is similar to PMIPv6. Also, 
triangle routing is solved because packets do not need to pass 
through HA/LMA/Controller. Binding Cache can also be put 
in several parts of the network. The authors propose an 
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Yuta Watanabe et al.[48] address the problem where LMA 
is overloaded because every traffic is directed to go through it. 
With the help of Openflow, they construct a path that avoids 
LMA to CN. Also, they get rid of tunneling and propose to use 
only the Openflow toolset without tunneling. 



 The paper does not include any architecture diagrams, and 
the messages sequence flow diagram is miss ordered, so we re-
created the figure with the corrections we believe represent the 
target of the paper (Figure 24). The paper concludes that their 
Openflow-based path optimization has higher throughput than 
ordinary PMIPv6 or a PMIPv6 route optimization proposal 
(PRO) [49].

TABLE II

Comparison of PMIPv6 and Openflow-based PMIPv6 [51]

Fig. 24. Yuta et al. 's architecture proposal by the authors of this paper 
[48]

Paper #7  Sakshi Chourasia et al. (2015 Apr) [50]
 Sakshi Chourasia et al. [50] present an Openflow-based 
improvement for EPC networks (Figure 25). They focus on de-
creasing signaling overhead during handovers (intra-LTE, inter-
RAT). They have a logically centralized controller for the EPC 
control plane to manage mobility, called EPC Controller. SGWs 
and PGWs are replaced with Openflow switches, controlled by 
EPC Controller. EPC controller also has connections to eNodeB-
s via TCP links. EPC Controller is also responsible for end-user 
authentication and IP address allocation. Furthermore, it also 
supports charging procedures. The OpenFlow switches handle 
the IP mobility and forward the packets based on preferences 
provided by the controller. They state that tunneling overhead 
can be eliminated with the usage of Openflow.

Fig. 25. Sakshi Chourasia et al.'s Openflow integration model to EPC 
[50]

Paper #8  Seong-Mun Kim et. al (2015 Apr) [51]
 Seong-Mun Kim et al. [51] have a broader scope in this paper 
about their previous proposal, already presented at Paper #1. This 
paper has not given any novel architectural elements compared 
to the previously presented one because it mainly focused on 
evaluations. However, a summarized table comparing ordinary 
PMIPv6 and their OPMIPv6 solution is worth mentioning (Table 
2). It is a good basepoint for making architectural conclusions.

The comparison and the numerical results of the paper show 
clearly that the cost of tunnel elimination comes with increased 
handover delay. This is due to the added Openflow signaling (new 
TCP connections) to the existing PMIPv6 signaling. But Table 2 
presents new added features and resiliency by Openflow, which 
are worth the additional cost from an architectural point of view.
Paper #9  Abbas Bradai et al. (2015 Jun) [52]
 Abbas Bradai et al. [52] proposed a solution called Soft-
ware-Defined Mobility Management (SDMM) influenced by the 
PMIPv6 architecture. In this solution, the mobility management 
entities are virtual machines (V_LMA and V_MAG) collocated 
with the SDN controller, depicted in Figure 26. The SDN con-
troller is responsible for creating optimal tunnels for mobility. 
V_LMA and V_MAG are accountable for receiving control mes-
sages (e.g., router solicitation), and they take action of tunnel 
creation. The tunnel is created between particular Openflow-en-
abled switches. They eliminate the usage of PBU/PBA. A sepa-
rate Mobility Database (MD) is connected to the SDN control-
ler, where bindings are tracked. MD has a well-defined interface 
to the SDN controller, which immediately translates mobility 
events to Openflow rules for corresponding switches.
V_LMA VM determines the most convenient forwarding entity 
to work as a mobility anchor point in the network. At the same 
time, V_MAG is mapped to forwarding functions to make them 
work as MAGs. After choosing the best anchor point, a tunnel 
will be created between the LMA and MAG.
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focused on evaluations. However, a summarized table 
comparing ordinary PMIPv6 and their OPMIPv6 solution is 
worth mentioning (Table 2). It is a good basepoint for making 
architectural conclusions.  

 PMIPv6 OPMIPv6 

LMA A dedicated router 
A normal switch with 
LMA function and a 

controller 

Multiple LMA Limited to gateways 
with LMA functions 

Any gateway router 
connected to the 

LMA function with a 
controller 

Resilience to 
failure 

Difficult 

Easier than PMIPv6 
by replicating LMA 

controller 
architecture 

Flexibility to 
workload 
increase 

Rigid 
Modular installment 

of the LMA 
controller is possible 

Changing the 
primary LMA 

gateway 
Not supported 

No LMA change is 
required in a domain; 
a gateway router can 

be easily changed 

MAG A dedicated router 
A normal IP router 
with LMA function 

Separation of 
control and data 

plane 
Not supported Supported 

Tunneling IP-in-IP tunneling 
No tunneling with 

Openflow 
architecture 

Handover delay PMIPv6 signaling 
delay 

PMIPv6 signaling 
and flow table setup 

time for all routers on 
the flow path 

Dual role agent Not practical 

LMA and MAG can 
be combined into a 

single mobility 
management 

controller 

Table 2 – Comparison of PMIPv6 and Openflow-based 
PMIPv6 [51] 

The comparison and the numerical results of the paper show 
clearly that the cost of tunnel elimination comes with 
increased handover delay. This is due to the added Openflow 
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PMIPv6 signaling 
and flow table setup 

time for all routers on 
the flow path 

Dual role agent Not practical 

LMA and MAG can 
be combined into a 

single mobility 
management 

controller 

Table 2 – Comparison of PMIPv6 and Openflow-based 
PMIPv6 [51] 

The comparison and the numerical results of the paper show 
clearly that the cost of tunnel elimination comes with 
increased handover delay. This is due to the added Openflow 
signaling (new TCP connections) to the existing PMIPv6 
signaling. But Table 2 presents new added features and 
resiliency by Openflow, which are worth the additional cost 
from an architectural point of view. 

Paper #9 Abbas Bradai et al. (2015 Jun)[52] 

Abbas Bradai et al.[52] proposed a solution called 
Software-Defined Mobility Management (SDMM) influenced 
by the PMIPv6 architecture. In this solution, the mobility 
management entities are virtual machines (V_LMA and 
V_MAG) collocated with the SDN controller, depicted in 
Figure 26. The SDN controller is responsible for creating 
optimal tunnels for mobility. V_LMA and V_MAG are 
accountable for receiving control messages (e.g., router 
solicitation), and they take action of tunnel creation. The 
tunnel is created between particular Openflow-enabled 
switches. They eliminate the usage of PBU/PBA. A separate 
Mobility Database (MD) is connected to the SDN controller, 
where bindings are tracked. MD has a well-defined interface 
to the SDN controller, which immediately translates mobility 
events to Openflow rules for corresponding switches. 

V_LMA VM determines the most convenient forwarding 
entity to work as a mobility anchor point in the network. At 
the same time, V_MAG is mapped to forwarding functions to 

 

 

The OpenFlow switch represents the MAG in this 
solution. 
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the messages sequence flow diagram is miss ordered, so we 
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Figure 24 – Yuta et al. 's architecture proposal by the 
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Figure 25 – Sakshi Chourasia et al.'s Openflow 

integration model to EPC [50] 
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 They suggest having dynamic anchor entities in the network 
for each set of flows to achieve the best results in terms of delay 
and throughput balancing. A study and modeling of choosing the 
best anchor point are introduced in the paper.

Paper #11 A. Aissioury et al. (2015 Dec) [54]
 A. Aissioui et al. [54] extend the Follow-Me-Cloud (FMC) 
concept with PMIPv6. FMC is about using the available nearest 
data center to the user. User sessions are always moved to that 
data center, and VMs in this data center provides the user's ser-
vices. In this case, not just users move, connected services too. 
This work assumes that clouds are federated, so there is a control 
level connection between each cloud. There are two global enti-
ties: Inter-Domain Mobility Database (IDMD) and Follow Me 
Cloud Controller (FMCC). IDMD is responsible for maintain-
ing PMIPv6-related actions (registrations and movement details) 
while FMCC can select the appreciated data center. Particularly, 
Binding Cache is outsourced to IDMD. After PMIPv6 regis-
tration procedures, FMCC is notified about the movement of 
MNs. This can be the trigger to relocate service between clouds. 
FMCC is the SDN controller, and actually IDMD is a support-
ive database to handle mobility. Service movement decision is 
made via Decision Making Application Module (DMAM) and 
Mapping Information Gateway (MIGW). DMAM is responsible 
for concluding whether service movement is required even while 
MIGW keeps and maintains the mapping between PMIPv6 enti-
ties and the underlying SDN-ready network. The overall archi-
tecture can be seen in Figure 28.

Fig. 26. Abbas Bradai et al. 's Software-Defined Mobility Management 
architecture [52]

Paper #10 Wen-Kang Jia (2015 Nov) [53]
 Wen-Kang Jia [53] has proposed an SDN-based PMIPv6 ar-
chitecture extension for Evolved Packet Core (EPC). The paper 
also deals with inter-domain handover with the help of the archi-
tecture proposal. Also, route optimization is presented to the CN 
from MN. The overview of the system architecture is depicted in 
Figure 27.

  Fig. 27. Wen-Kang Jia's system architecture [53]

MAG is placed to SGW, collocated with an SDN switch (SW 
home input, SWHI) as an SDN application. LMA is on PGW, 
which is also collocated with an SDN switch (SW home output, 
SWHO). There is a central SDN controller (CH) in the domain. 
When an MN attaches to the radio link (Base Transceiver Sta-
tion (BTS)), the RS messages go to the central SDN controller 
forwarded by SWHI. The PMIP function of CH generates the 
corresponding RA to the MN. It also verifies if that particular 
MN can join the domain or not. Capabilities also can be set up. 
A virtual PBU is sent to the LMA function to update its BC on 
SDN SWHO. Then the SDN Controller updates the forwarding 
rules of switches via Openflow. Meanwhile, MN acquires its 
HoA. Attaching to the home network does not use any kind of 
PBU/PBA message in this architecture proposal.
When the MN visits a foreign network, the foreign SDN con-
troller (CF) should update the home SDN controller (CH) about 
the MN's attachment. Between controllers, ordinary PBU/PBA is 
used to exchange information. Data is tunneled back to the home 
network, but SDN controllers can negotiate route optimization 
to avoid the home network when reaching a CN from the visited 
network.

Fig. 28. A. Aissioui et al.'s proposed architecture for PMIPv6-based FMC 
[54]

Paper #12 Pill-Won Park et al. (2016 Feb) [55]

 Pill-Won Park et al. [55] proposed an OpenFlow-Based 
Mobility Management (OMM) implementation using the PMI-
Pv6 manner to locate mobility management requirements. Their 
architecture proposal consists of Mobility Management Entity 
(MME), which existed in the SDN controller and handles all 
mobility management functions (Figure 29). Three layers of 
switches are considered:

• Access Switches (ASs),
• Intermediate Switches (ISs), 
•  Gateway Switches (GWs).

 A A A server connects to MME. Binding Cache, Flow Ma-
trix, and GW-HNP mapping table are the relevant data structures 
of MME for supporting mobility management. GW-HNP map-
ping table is used for mapping the HNP (Home Network Prefix) 
with the actual gateway.
Flow Matrix is responsible for saving flow paths of the MNs; 
also, it saves previous AS, CS, and list of HNPs. The flow paths 
are saved as pairs of upstream and downstream. After selecting 
the GW, the MME search for the flow path between this GW and 
the AS is connected to the MN. When the handover occurs, the 
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make them work as MAGs. After choosing the best anchor 
point, a tunnel will be created between the LMA and MAG. 

 They suggest having dynamic anchor entities in the 
network for each set of flows to achieve the best results in 
terms of delay and throughput balancing. A study and 
modeling of choosing the best anchor point are introduced in 
the paper. 

 
Figure 26 – Abbas Bradai et al. 's Software-Defined 

Mobility Management architecture[52] 

Paper #10 Wen-Kang Jia (2015 Nov)[53] 

Wen-Kang Jia [53] has proposed an SDN-based PMIPv6 
architecture extension for Evolved Packet Core (EPC). The 
paper also deals with inter-domain handover with the help of 
the architecture proposal. Also, route optimization is 
presented to the CN from MN. The overview of the system 
architecture is depicted in Figure 27. 
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MAG is placed to SGW, collocated with an SDN switch (SW 
home input, SWHI) as an SDN application. LMA is on PGW, 
which is also collocated with an SDN switch (SW home 
output, SWHO). There is a central SDN controller (CH) in the 
domain. When an MN attaches to the radio link (Base 
Transceiver Station (BTS)), the RS messages go to the central 
SDN controller forwarded by SWHI. The PMIP function of 
CH generates the corresponding RA to the MN. It also verifies 
if that particular MN can join the domain or not. Capabilities 
also can be set up. A virtual PBU is sent to the LMA function 
to update its BC on SDN SWHO. Then the SDN Controller 
updates the forwarding rules of switches via Openflow. 
Meanwhile, MN acquires its HoA. Attaching to the home 
network does not use any kind of PBU/PBA message in this 
architecture proposal. 
When the MN visits a foreign network, the foreign SDN 
controller (CF) should update the home SDN controller (CH) 
about the MN's attachment. Between controllers, ordinary 
PBU/PBA is used to exchange information. Data is tunneled 
back to the home network, but SDN controllers can negotiate 
route optimization to avoid the home network when reaching 
a CN from the visited network. 

Paper #11 A. Aissioury et al. (2015 Dec)[54] 

A. Aissioui et al.[54] extend the Follow-Me-Cloud (FMC) 
concept with PMIPv6. FMC is about using the available 
nearest data center to the user. User sessions are always moved 
to that data center, and VMs in this data center provides the 
user's services. In this case, not just users move, connected 
services too. This work assumes that clouds are federated, so 
there is a control level connection between each cloud. There 
are two global entities: Inter-Domain Mobility Database 
(IDMD) and Follow Me Cloud Controller (FMCC). IDMD is 
responsible for maintaining PMIPv6-related actions 
(registrations and movement details) while FMCC can select 
the appreciated data center. Particularly, Binding Cache is 
outsourced to IDMD. After PMIPv6 registration procedures, 
FMCC is notified about the movement of MNs. This can be 
the trigger to relocate service between clouds. FMCC is the 
SDN controller, and actually IDMD is a supportive database 
to handle mobility. Service movement decision is made via 
Decision Making Application Module (DMAM) and Mapping 
Information Gateway (MIGW). DMAM is responsible for 
concluding whether service movement is required even while 
MIGW keeps and maintains the mapping between PMIPv6 
entities and the underlying SDN-ready network. The overall 
architecture can be seen in Figure 28. 

 

Figure 28 – A. Aissioui et al.'s proposed architecture for 
PMIPv6-based FMC[54] 

Paper #12 Pill-Won Park et al. (2016 Feb)[55] 

Pill-Won Park et al. [55] proposed an OpenFlow-Based 
Mobility Management (OMM) implementation using the 
PMIPv6 manner to locate mobility management requirements. 
Their architecture proposal consists of Mobility Management 
Entity (MME), which existed in the SDN controller and 
handles all mobility management functions (Figure 29). Three 
layers of switches are considered: 

• Access Switches (ASs), 

• Intermediate Switches (ISs), 

• Gateway Switches (GWs).  

AAA server connects to MME. Binding Cache, Flow Matrix, 
and GW-HNP mapping table are the relevant data structures 
of MME for supporting mobility management. GW-HNP 
mapping table is used for mapping the HNP (Home Network 
Prefix) with the actual gateway. 

Flow Matrix is responsible for saving flow paths of the MNs; 
also, it saves previous AS, CS, and list of HNPs. The flow 
paths are saved as pairs of upstream and downstream. After 
selecting the GW, the MME search for the flow path between 
this GW and the AS is connected to the MN. When the 
handover occurs, the flow tables are updated in the switches, 
as the flow path of the new AS stored in the flow matrix.  

 

 

make them work as MAGs. After choosing the best anchor 
point, a tunnel will be created between the LMA and MAG. 

 They suggest having dynamic anchor entities in the 
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MAG is placed to SGW, collocated with an SDN switch (SW 
home input, SWHI) as an SDN application. LMA is on PGW, 
which is also collocated with an SDN switch (SW home 
output, SWHO). There is a central SDN controller (CH) in the 
domain. When an MN attaches to the radio link (Base 
Transceiver Station (BTS)), the RS messages go to the central 
SDN controller forwarded by SWHI. The PMIP function of 
CH generates the corresponding RA to the MN. It also verifies 
if that particular MN can join the domain or not. Capabilities 
also can be set up. A virtual PBU is sent to the LMA function 
to update its BC on SDN SWHO. Then the SDN Controller 
updates the forwarding rules of switches via Openflow. 
Meanwhile, MN acquires its HoA. Attaching to the home 
network does not use any kind of PBU/PBA message in this 
architecture proposal. 
When the MN visits a foreign network, the foreign SDN 
controller (CF) should update the home SDN controller (CH) 
about the MN's attachment. Between controllers, ordinary 
PBU/PBA is used to exchange information. Data is tunneled 
back to the home network, but SDN controllers can negotiate 
route optimization to avoid the home network when reaching 
a CN from the visited network. 
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to that data center, and VMs in this data center provides the 
user's services. In this case, not just users move, connected 
services too. This work assumes that clouds are federated, so 
there is a control level connection between each cloud. There 
are two global entities: Inter-Domain Mobility Database 
(IDMD) and Follow Me Cloud Controller (FMCC). IDMD is 
responsible for maintaining PMIPv6-related actions 
(registrations and movement details) while FMCC can select 
the appreciated data center. Particularly, Binding Cache is 
outsourced to IDMD. After PMIPv6 registration procedures, 
FMCC is notified about the movement of MNs. This can be 
the trigger to relocate service between clouds. FMCC is the 
SDN controller, and actually IDMD is a supportive database 
to handle mobility. Service movement decision is made via 
Decision Making Application Module (DMAM) and Mapping 
Information Gateway (MIGW). DMAM is responsible for 
concluding whether service movement is required even while 
MIGW keeps and maintains the mapping between PMIPv6 
entities and the underlying SDN-ready network. The overall 
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updates the forwarding rules of switches via Openflow. 
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user's services. In this case, not just users move, connected 
services too. This work assumes that clouds are federated, so 
there is a control level connection between each cloud. There 
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(IDMD) and Follow Me Cloud Controller (FMCC). IDMD is 
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(registrations and movement details) while FMCC can select 
the appreciated data center. Particularly, Binding Cache is 
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the trigger to relocate service between clouds. FMCC is the 
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to handle mobility. Service movement decision is made via 
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concluding whether service movement is required even while 
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Paper #12 Pill-Won Park et al. (2016 Feb)[55] 

Pill-Won Park et al. [55] proposed an OpenFlow-Based 
Mobility Management (OMM) implementation using the 
PMIPv6 manner to locate mobility management requirements. 
Their architecture proposal consists of Mobility Management 
Entity (MME), which existed in the SDN controller and 
handles all mobility management functions (Figure 29). Three 
layers of switches are considered: 

• Access Switches (ASs), 

• Intermediate Switches (ISs), 

• Gateway Switches (GWs).  

AAA server connects to MME. Binding Cache, Flow Matrix, 
and GW-HNP mapping table are the relevant data structures 
of MME for supporting mobility management. GW-HNP 
mapping table is used for mapping the HNP (Home Network 
Prefix) with the actual gateway. 

Flow Matrix is responsible for saving flow paths of the MNs; 
also, it saves previous AS, CS, and list of HNPs. The flow 
paths are saved as pairs of upstream and downstream. After 
selecting the GW, the MME search for the flow path between 
this GW and the AS is connected to the MN. When the 
handover occurs, the flow tables are updated in the switches, 
as the flow path of the new AS stored in the flow matrix.  



flow tables are updated in the switches, as the flow path of the 
new AS stored in the flow matrix.

 There is an application called Mobility Application on the 
controller, which consists of two parts: Core module and REST 
interface. The Core module handles mobility-related mainte-
nance: location tracing, flow redirection. The REST interface is 
the bridge between the core module and all other components. 
New signaling messages have been introduced to take care of 
mobility management.
 One thing to highlight: there is no mention of using IPv6. 
One of the core components is DHCP. From this, we assume this 
is an IPv4-based solution, but the underlying ideas come from 
OF-PMIPv6.

Fig. 29. System Architecture by Pill-Won Park et al. [55]

Paper #13 Kuljaree Tantayakul et. al (2016 Mar) [56]
 Kuljaree Tantayakul et al. [56] main goal is to prove mobil-
ity management can be done without using PMIPv6 in an SDN- 
ready network (Figure 30). They propose SDN Mobility Service 
introducing new SDN signaling-based methods. Only two com-
ponents are considered: controller and access routers (AR). Con-
sequently, there is no tunnel usage.
 Two new SDN operations were introduced: MN registration 
and MN handover. Both rely on exiting Openflow implementa-
tion, and they take the place of the mobility management signal-
ing role.
 The performance of PMIPv6 and their SDN-based proposal 
have been measured in terms of UDP throughput, TCP, and pack-
et loss ratio. In every field, the proposal performed better.

Fig. 30. Kuljaree Tantayakul et al. 's SDN mobility architecture proposal 
[56]

Paper #14 Ce Chen et al. (2016 Apr) [57]
 Ce Chen et al. [57] propose a Mobility SDN scheme (M-
SDN) to reduce the handover latency. Their proposal eliminates 
IP tunneling referred to in the paper by Raza et al., (Paper #3). 
They introduce the N-casting phase to accelerate handover, a 
preparation phase of handovers where every possible target is 
considered and prepared. Besides ordinary Openflow compo-
nents, they use a Location Server to keep track of users' move-
ments.
 They assume that there are two types of handovers based on 
SDN domains (each domain has its controller, Figure 31):

• intra-domain handover
• inter-domain handover

Fig. 31. Ce Chen et al.'s M-SDN proposed architecture [57]

Paper #15 Syed M. Raza et al. (2016 Jun) [58]
 Syed M. Raza et al.[58] proposed a solution for inter- do-
main IP mobility with route optimization using PMIPv6 based 
on the SDN environment. Their work has a solution to the limita-
tion of serving only one domain in PMIPv6 and SDN-PMIPv6, 
summarized in Paper #3.
 They suggest having a communication channel between the 
controllers in different domains. When the handover occurs, the 
new controller checks the MN ID with the other controllers to 
confirm that this MN is in a new device or attached to another 
domain before, so the controller can decide to register the MN as 
a new device or trigger the mobility operation.
The architecture of this proposal is illustrated in Figure 32.

Fig. 32. Syed M. Raza et al.'s architecture [58]

 This solution is an extension of Paper #3. They together solve 
inter-domain handover and addresses triangle routing problems 
in the context of PMIPv6 and SDN integration. This paper uses 
the new naming of the solutions: SDN-PMIPv6, instead of OF-
PMIPv6 at Paper #3.
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Figure 29 – System Architecture by Pill-Won Park et 
al.[55] 
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and MN handover. Both rely on exiting Openflow 
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Paper #16 Walla F Elsadek et. al (2016 Aug) [59]
 Walla F Elsadek et al.[59] aim to propose an LTE- inde-
pendent inter-domain handover. They utilize the SDN concept 
inspired by PMIPv6. Their proposal creates a virtual path to 
the MN's home network with an SDN mobility overlay called 
"Three Tier Mobility Overlay". They proposed to hide the L3 
complexity by using these virtual paths.
SDN controller maintains users' profile data. There is an L4 se-
lective breakout possibility to the Internet to avoid core network 
overload at this framework. This can be seamlessly integrated 
into the existing CAPWAP or PMIPv6 deployments. New mo-
bility entities introduced in this paper (Figure 33):

1. Mobility Access Switch Tier (AS): provides the connec-
tion between the access aggregation layer and a broadcast 
domain.

2. Mobility Detector Switch Tier (DS): two types of this 
switch are introduced. The Foreign DS and this switch 
work as a foreign agent that provides services to the MN 
at the foreign network, and Home DS work as the home 
agent and guarantees security.

3. Mobility Gateway (MG) and Relay Switch (RS) Tier: those 
entities take care of connecting overlay in intra-domain mo-
bility. The difference between MG and RS is the connected 
overlay managed by a different or same SDN controller.

Their proposal pushes toward a complete SDN solution for han-
dling mobility management.
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cedure completely, PBU can be sent to the actual LMA, which 
belongs to the particular domain. When PBA is received from 
LMA, the controller sets up tunnels between OGW and LMA. 
This means LMA is not responsible for setting up the tunnel even 
though one of the tunnel endpoints is LMA.
 When inter-domain handover happens (Figure 35), DISC- 
RESP is not empty. The previous controller (controller A) dereg-
isters the MN from its domain. But two prefixes are assigned at 
this moment to the MN. The new LMA (domain 2) starts adver-
tising both prefixes after successfully executing the recent PBU/
PBA events. New connections are assigned to the new prefix 
(Prefix B). The usage of double IPv6 prefixes is the method or 
cost to make handover smother.

Fig. 33. Walla F Elsadek et al. 's proposed mobility scenario [59]

Paper #17 Syed M Raza et al. (2017 Jan) [60]
 Syed M. Raza et al. [60] proposed a solution for inter- do-
main mobility in the SDN PMIPv6 environment using an on-de-
mand mobility concept: Inter-Domain SDN-PMIP (IDS- PMIP). 
Using multiple prefixes for the MN makes it possible to have a 
seamless handover between two domains. The main idea is to 
keep the old prefix for the already active sessions, and all new 
sessions will build based on the new prefix. A new field called 
proxy info is added to the Controller Binding Cache (CBC). This 
field contains proxy tuples; those proxy tuples have the MNs pre-
fixes and the controllers' addresses, which assign those prefixes. 
There is a communication (Border Gateway Protocol (BGP) 
-based) between the controllers from different domains for dis-
covering the previous domain for the MN.
 When an MN attaches to an SDN-PMIP domain, it sends 
RS to the first Openflow-enabled gateway (OGW), depicted in 
Figure 34. OGW forwards RS to the domain controller, which 
parses the MN-ID to conclude AAA. If AAA is successful, the 
controller sends Discovery Request (DISC- REQ) to all the 
neighboring controllers. Controllers answer with Discover Re-

Fig. 34. Mobile Node registration [60]

Fig. 35. Inter-domain handover [60]

Paper #18 N. Omheni et al. (2018 Jan) [61]
 N. Omheni et al. [61] propose a partially distributed mobil-
ity management in the SDN context using PMIPv6.

Fig. 36. N. Omheni et al. 's architecture proposal for DMM [61]
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the recent PBU/PBA events. New connections are assigned to 
the new prefix (Prefix B). The usage of double IPv6 prefixes 
is the method or cost to make handover smother.  

 

Figure 34 – Mobile Node registration[60] 
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Paper #17 Syed M Raza et al. (2017 Jan) [60] 

Syed M. Raza et al.[60] proposed a solution for inter-
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field called proxy info is added to the Controller Binding 
Cache (CBC). This field contains proxy tuples; those proxy 
tuples have the MNs prefixes and the controllers' addresses, 
which assign those prefixes. There is a communication 
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that entry (MN-ID, used prefixes). Otherwise, it is left empty. 
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be sent to the actual LMA, which belongs to the particular 
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tunnel endpoints is LMA.  
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deregisters the MN from its domain. But two prefixes are 
assigned at this moment to the MN. The new LMA (domain 
2) starts advertising both prefixes after successfully executing 
the recent PBU/PBA events. New connections are assigned to 
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 They have a three-layer architecture, shown in Figure 36. 
The first is the access layer where SDN-enable WIFI access 
points and LTE interfaces are placed, the devices in the access 
layer can be programmed. Distributed Mobility Management 
– Access Router (DMM-AR) comes at the second layer, par-
ticularly Openflow capable switches that provide connectivity 
to the access layer and contribute to the mobility management 
process. The third layer is dedicated to the controller and other 
management-related entities like AAA. The SDN controller act 
as PMIPv6 LMA and the DMM-AR Act as the MAG. Their pro-
posal divided the operation into two stages, the preparation and 
registration Stage and the handover execution stage.

Paper #19 Syed M. Raza et al. (2019 Oct) [62]
 Syed M. Raza et al. [62] extended the previously solutions 
introduced on (Paper #15; Paper #17) with evolved architecture 
called on-demand inter-domain SDN-PMIPv6 (OIS-PMIPv6). 
Some advantages came with this solution, like decreased hando-
ver latency, improved resources utilization, and added scalability 
to the system. System architecture can be seen in Figure 37.
 New Controller-to-Controller Communication Protocol (C3) 
was introduced in the paper. It enables session establishment be-
tween two controllers to facilitate prefix discovery. Also, a prefix 
retrieval technique is used to release and return IPs in OnDe-
mand mobility.
 The Data Plane Gateway(DP-G) refers to the MAG. CBC 
mess ages contain new fields to control the mobility in multiple 
domains; they refer to this field as a "Proxy", including tuples 
defined as prefix and the home controller of the prefix.
 The MN has a new prefix in each domain, and all new ses-
sions establish with this prefix. After inter-domain handover, the 
IPv6 address with the old prefix remains active in the new do-
main while the sessions using that IPv6 address stay active while 
all-new sessions establish with the newly assigned prefix.
 The old sessions keep working as follows: the uplink traffic 
toward CN goes through the new anchor as the destination is the 
same, while the downlink traffic goes through the old anchor. 
This uplink/downlink traffic helps in improving the overall delay

networks. Here, communication between the infrastructure and 
vehicles must be maintained to avoid service disruption. IP-
Road Side Unites (IP-RSU) are placed next to the roads; they 
can act like MAGs and communicate with IP OnBoard Unites 
(IP-OBU), which are built into the cars. Mobility Anchors (MA) 
in this architecture behave like an LMA. When a vehicle moves 
to an area where another IP-OBU serves, then IP-based mobility 
management can avoid service disruption. IPW A VE architec-
ture is depicted in Figure 38.

Fig. 37. Syed M. Raza et al.‘s testbed for handover tests [62]

V. Outlook on Further Pmipv6 Evolution

 PMIPv6 is not just examined in the narrow context of mobile 
telecommunication. One of the foreseeable future research topics 
and application possibilities is V ehicular communication (V2X). 
IPv6 Wireless Access in Vehicular Environment (IPWAVE) [63]
[64] is a concept to facilitate vehicular communication in IP 

Fig. 39. Aeronautical telecommunication handover [66]

 PMIPv6, as a network-based approach, is also intended to 
solve a mobility problem, specialized when an airplane moves 
from one aviation control system to another. There were even 
experiments to change IPv6 in IPv6 tunnel of PMIPv6 to MPLS 
in aeronautical networks [68].
 PMIPv6 has been started to be examined for integrating with 
5G networks. Kyoungjae Sun et al.[69] present a distributed 
PMIPv6 integration to 5G User Plane Functions (UPF) where 
core and edge sites are considered, presented in Figure 40. They 
also follow the 5G system design guidelines to separate control 
and user plane. Distributed LMA (DLMA) is located on the edge 
side, which receives control messages of PMIPv6; meanwhile, 
an edge UPF handles the data plane. Their goal is to exchange 
session handling and QoS based on specific types of IPv6 ad-
dresses, defined in RFC 8653 [25].
 But SDN brings in a new approach for PMIPv6 too. Includ-
ing the above-mentioned specialized (emerging) applicabilities 
and the "ordinary" telecommunications usage (working with 5G, 
non-3GPP traffic offload). Thus, the domain of PMIPv6 presents 

Fig. 38. Example of vehicular network architecture for V2I and V2V [63]

 The aviation industry has also been examining the usage of 
IP- based mobility management. Aeronautical Telecommunica-
tion Network with IP (ATN/IP) may also utilizes PMIPv6 [65]
[66][67][68], main concepted can be seen in Figure 39.
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PMIPv6 is not just examined in the narrow context of mobile 
telecommunication. One of the foreseeable future research 
topics and application possibilities is Vehicular 
communication (V2X). IPv6 Wireless Access in Vehicular 
Environment (IPWAVE) [63][64] is a concept to facilitate 
vehicular communication in IP networks. Here, 
communication between the infrastructure and vehicles must 
be maintained to avoid service disruption. IP-Road Side 
Unites (IP-RSU) are placed next to the roads; they can act like 
MAGs and communicate with IP OnBoard Unites (IP-OBU), 

which are built into the cars. Mobility Anchors (MA) in this 
architecture behave like an LMA. When a vehicle moves to an 
area where another IP-OBU serves, then IP-based mobility 
management can avoid service disruption. IPWAVE 
architecture is depicted in Figure 38. 

 

Figure 38 – Example of vehicular network architecture 
for V2I and V2V[63] 

The aviation industry has also been examining the usage of IP-
based mobility management. Aeronautical 
Telecommunication Network with IP (ATN/IP) may also 
utilizes PMIPv6 [65][66][67][68], main concepted can be seen 
in Figure 39.  

 

Figure 39 – Aeronautical telecommunication handover 
[66] 

PMIPv6, as a network-based approach, is also intended to 
solve a mobility problem, specialized when an airplane moves 
from one aviation control system to another. There were even 
experiments to change IPv6 in IPv6 tunnel of PMIPv6 to 
MPLS in aeronautical networks [68]. 

PMIPv6 has been started to be examined for integrating with 
5G networks. Kyoungjae Sun et al.[69] present a distributed 
PMIPv6 integration to 5G User Plane Functions (UPF) where 
core and edge sites are considered, presented in Figure 40. 
They also follow the 5G system design guidelines to separate 
control and user plane. Distributed LMA (DLMA) is located 
on the edge side, which receives control messages of PMIPv6; 
meanwhile, an edge UPF handles the data plane. Their goal is 
to exchange session handling and QoS based on specific types 
of IPv6 addresses, defined in RFC 8653 [25]. 

But SDN brings in a new approach for PMIPv6 too. Including 
the above-mentioned specialized (emerging) applicabilities 
and the "ordinary" telecommunications usage (working with 
5G, non-3GPP traffic offload). Thus, the domain of PMIPv6 
presents several new research topics with SDN. This will not 
just contain the architecture redesign of PMIPv6 in the SDN 
context but examine the dynamicity, flow-based, and 
distributed manner of the SDN-PMIPv6.  
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several new research topics with SDN. This will not just contain 
the architecture redesign of PMIPv6 in the SDN context but ex-
amine the dynamicity, flow-based, and distributed manner of the 
SDN-PMIPv6. 

Fig. 40. PMIPv6 based distributed session mobility management [69]

5G is accelerating the cloudification of network services, and 
Mobile IPv6 and Proxy Mobile IPv6 are not exceptions in this 
trend [70] [71]. But it highlights new aspects of networking like 
energy consumption or Total Cost of Ownership (TCO) ques-
tions. To our best knowledge, these questions have not yet been 
addressed so far in the overall IP-based mobility management 
context. However, with 5G, there are several publications to deal 
with it (e.g., [72][73][74][75][76]). The ones above present new 
ways for further research directions of IP-based mobility man-
agement. This paper has also concluded that flow mobility has 
not been considered together so far in a PMIPv6 + SDN environ-
ment where multiple interfaces are used. This also opens further 
research possibilities.

VI. Conclusion

 To the best of our knowledge, this paper surveyed all the 
architectures focusing on PMIPv6 – SDN integration solutions 
available in the literature.
 In Table 3, we summarized the essential characteristics of 
all the analyzed architectures. The biggest differentiators are 
whether the architecture proposal keeps PMIPv6 control plane 
signaling or relies on tunneling elimination. Most of the papers 
also use Openflow for SDN implementation. From the point of 
view of standard compatibility and interoperability with legacy 
systems, keeping the PMIPv6 control plane is crucial.
 Deployment of SDN or Openflow controllers has brought 
in a new type of Single-Point-of-Failure problem. Even though 
LMA SPOF weakness is solved with SDN, the network opera-
tor should solve the SDN controller problem. The reliability of 
SDN controllers is out of the scope of this paper, but a full-scale, 
deployment-ready solution must deal with that issue. The sur-
veyed studies clearly show that standardization work must also 
be considered as inter- (administrative)domain handover needs a 
common base.
 Interesting, but 4G and 5G network compatibility are not 
widely examined and considered in the surveyed papers. Fur-
thermore, cloud computing compatibility has rarely been men-
tioned in the available literature. We think this definitely will be 
an important future resource direction.
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Figure 40 – PMIPv6 based distributed session mobility 
management [69]  

5G is accelerating the cloudification of network services, and 
Mobile IPv6 and Proxy Mobile IPv6 are not exceptions in this 
trend [70] [71]. But it highlights new aspects of networking 
like energy consumption or Total Cost of Ownership (TCO) 
questions. To our best knowledge, these questions have not yet 
been addressed so far in the overall IP-based mobility 
management context. However, with 5G, there are several 
publications to deal with it (e.g., [72][73][74][75][76]). The 
ones above present new ways for further research directions 
of IP-based mobility management. This paper has also 
concluded that flow mobility has not been considered together 
so far in a PMIPv6 + SDN environment where multiple 
interfaces are used. This also opens further research 
possibilities. 

VI. CONCLUSION  

To the best of our knowledge, this paper surveyed all the 
architectures focusing on PMIPv6 – SDN integration solutions 
available in the literature.  

In Table 3, we summarized the essential characteristics of 
all the analyzed architectures. The biggest differentiators are 
whether the architecture proposal keeps PMIPv6 control plane 
signaling or relies on tunneling elimination. Most of the papers 
also use Openflow for SDN implementation. From the point 
of view of standard compatibility and interoperability with 
legacy systems, keeping the PMIPv6 control plane is crucial. 

Deployment of SDN or Openflow controllers has brought 
in a new type of Single-Point-of-Failure problem. Even 
though LMA SPOF weakness is solved with SDN, the 
network operator should solve the SDN controller problem. 
The reliability of SDN controllers is out of the scope of this 
paper, but a full-scale, deployment-ready solution must deal 
with that issue. The surveyed studies clearly show that 
standardization work must also be considered as inter-
(administrative)domain handover needs a common base. 

Interesting, but 4G and 5G network compatibility are not 
widely examined and considered in the surveyed papers. 
Furthermore, cloud computing compatibility has rarely been 
mentioned in the available literature. We think this definitely 
will be an important future resource direction. 
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Abstract—With the rapid growth of the telecom sector heading
towards 5G and 6G and the emergence of high-bandwidth and
time-sensitive applications, mobile network operators (MNOs)
are driven to plan their networks to meet these new requirements
in a cost-effective manner. The cloud radio access network
(CRAN) has been presented as a promising architecture that can
decrease capital expenditures (Capex) and operating expenditures
(Opex) and improve network performance. The fronthaul (FH) is
a part of the network that links the remote radio head (RRH) to
the baseband unit (BBU); these links need high-capacity and low
latency connections necessitating cost-effective implementation.
On the other hand, the transport delay and FH deployment costs
increase if the BBU is not placed in an appropriate location.
In this paper, we propose an integer linear program (ILP) that
simultaneously optimizes BBU and FH deployment resulting in
minimal capital expenditures (Capex). Simulations are run to
compare the performance of star and tree topologies with the
varying line of sight probabilities (LoS) and delay thresholds. We
consider fiber-optic (FO) and free-space optics (FSO) technologies
as FH for the CRAN. Finally, we provide an analysis of Opex
and the total costs of ownership (TCO), i.e., a techno-economic
analysis.

Index Terms—5G and Beyond, BBU, Fronthaul, delay, opti-
mization, Capex, Opex, TCO.

I. INTRODUCTION

IN conjunction with the advent of applications that have
high bandwidth-demanding and strict latency requirements

such as e-health, online video gaming, security applications,
smart farming, and connected cars, mobile traffic will exceed
5000 EB/month by 2030 [1]. As a consequence, there will
be an inevitable overload on telecommunications networks,
which brings many challenges to MNOs. For that, the fifth-
generation (5G) of mobile networks pledges to deliver higher
data rates, ultra-low latencies, more reliability, and increased
availability for a large number of users [2]. However, as
mobile traffic grows, and the critical mission applications
emerge rapidly, 5G will eventually run into technical diffi-
culties enabling vast interconnection with highly diversified
and demanding service and computing requirements. To cope
with this issue, the attention of academia and industry lately
turned towards the research of the sixth-generation (6G)
of mobile communications [3]. 6G mobile communication
networks are predicted to deliver extreme peak data rates,
ultra-low latencies, network availability, and reliability about
99.99999%, an exceptionally high connection density of over

Abdulhalim Fayad and Tibor Cinkler are with Department Of Telecom-
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107 devices/km2, and 6G spectrum efficiency will be more
than 5x of the 5G [4]. We use 5G and Beyond to express 5G
and 6G cellular communications technologies. To meet the 5G
and beyond goals, mobile network operators (MNOs) ought
to improve the performance of their networks. Many solutions
have been presented to address this issue, for instance, using
additional spectrum, deploying additional sites (Base stations
or small cells) [5]–[7], and by using massive multi input
multi output (MIMO) access technology [8], [9]. The most
common approach to achieve high throughput is to densify cell
coverage by deploying additional Base Stations (BSs) [10].
This increases capital expenditure (Capex) and operational
expenditure (Opex) while the revenue is not high enough [5].
As a result, researchers have developed cost-effective strategies
to transform standard BS design into a Cloud Radio Access
Network (CRAN) that can handle a massive capacity of cell
sites [11], [12]. For more comprehensive information about
C-RAN architecture, the reader is referred to [11], and [13].
In CRAN architecture, as shown in Figure 1, the processing
operations are fulfilled at the baseband unit (BBU), which
is allocated in a central location. In contrast, the remote
radio heads (RRHs) are positioned at the antenna side with
a relatively restricted range of responsibilities. To transmit the
baseband signals between the RRHs and the BBU, a low-
latency and high capacity FH, is needed. Although CRAN
architecture can reduce both Opex and Capex, the cost of
the fronthaul remains a barrier. Many technologies have been
proposed for 5G and Beyond fronthaul, such as microwave,
fiber optics (FO), and free-space optics (FSO) [14]. Microwave
technology is considered an excellent candidate to link BSs
and the core network, but the increasing number of bandwidth-
intensive applications necessitates the use of technologies
like FSO, which provide substantially better throughput [15]
[16].FO is hailed as a vital enabler for the fronthaul of 5G
and Beyond, as it can offer a large capacity and is not
affected by the weather or interference, but this technology
has many drawbacks. The main disadvantage is the high cost,
particularly where trenching is required, as well as the time
delays. On the other hand, FSO becomes a viable option for
fronthaul since 5G and Beyond require a high number of cell
sites and the distance between them can be hundreds of meters
rather than miles. FSO has several advantages, such as being
cost-effective in terms of deployment cost, no electromagnetic
interference, easy to install, and an unlicensed frequency
range. Nevertheless, FSO has the limitation of requiring line
of sight (LoS); as well as it does not work successfully in bad
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culties enabling vast interconnection with highly diversified
and demanding service and computing requirements. To cope
with this issue, the attention of academia and industry lately
turned towards the research of the sixth-generation (6G)
of mobile communications [3]. 6G mobile communication
networks are predicted to deliver extreme peak data rates,
ultra-low latencies, network availability, and reliability about
99.99999%, an exceptionally high connection density of over
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munications and Media Informatics, Budapest University of Technology and
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107 devices/km2, and 6G spectrum efficiency will be more
than 5x of the 5G [4]. We use 5G and Beyond to express 5G
and 6G cellular communications technologies. To meet the 5G
and beyond goals, mobile network operators (MNOs) ought
to improve the performance of their networks. Many solutions
have been presented to address this issue, for instance, using
additional spectrum, deploying additional sites (Base stations
or small cells) [5]–[7], and by using massive multi input
multi output (MIMO) access technology [8], [9]. The most
common approach to achieve high throughput is to densify cell
coverage by deploying additional Base Stations (BSs) [10].
This increases capital expenditure (Capex) and operational
expenditure (Opex) while the revenue is not high enough [5].
As a result, researchers have developed cost-effective strategies
to transform standard BS design into a Cloud Radio Access
Network (CRAN) that can handle a massive capacity of cell
sites [11], [12]. For more comprehensive information about
C-RAN architecture, the reader is referred to [11], and [13].
In CRAN architecture, as shown in Figure 1, the processing
operations are fulfilled at the baseband unit (BBU), which
is allocated in a central location. In contrast, the remote
radio heads (RRHs) are positioned at the antenna side with
a relatively restricted range of responsibilities. To transmit the
baseband signals between the RRHs and the BBU, a low-
latency and high capacity FH, is needed. Although CRAN
architecture can reduce both Opex and Capex, the cost of
the fronthaul remains a barrier. Many technologies have been
proposed for 5G and Beyond fronthaul, such as microwave,
fiber optics (FO), and free-space optics (FSO) [14]. Microwave
technology is considered an excellent candidate to link BSs
and the core network, but the increasing number of bandwidth-
intensive applications necessitates the use of technologies
like FSO, which provide substantially better throughput [15]
[16].FO is hailed as a vital enabler for the fronthaul of 5G
and Beyond, as it can offer a large capacity and is not
affected by the weather or interference, but this technology
has many drawbacks. The main disadvantage is the high cost,
particularly where trenching is required, as well as the time
delays. On the other hand, FSO becomes a viable option for
fronthaul since 5G and Beyond require a high number of cell
sites and the distance between them can be hundreds of meters
rather than miles. FSO has several advantages, such as being
cost-effective in terms of deployment cost, no electromagnetic
interference, easy to install, and an unlicensed frequency
range. Nevertheless, FSO has the limitation of requiring line
of sight (LoS); as well as it does not work successfully in bad
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weather conditions [17], [18]. This work provides a framework
based on integer linear programming (ILP) to simultaneously
plan and optimize BBU and FH deployment costs, satisfying
delay and capacity constraints for 5G and Beyond networks.
The proposed framework can be applicable for green-field
scenarios and brown-field scenarios where we can benefit from
the existing infrastructure, resulting in optimal Capex. The
considered technologies for FH are FO and FSO. Based on
the optimal Capex, we analyze the Opex and total costs of
ownership (TCO) of the network.
This paper is structured as follows. Section II reviews the
related works and literature studies. Section III describes the
studied problem. The problem is formulated as an ILP problem
in Section IV. Section V analyzes TCO and Opex. Section
VI shows a case study and numerical results. Finally, VII
concludes the paper.

Fig. 1. Cloud Radio Access Network(C-RAN) Architecture

II. RELATED WORKS AND LITERATURE STUDY

Planning and optimizing 5G and beyond networks brings
many challenges for the MNOs, where there is a need to
find the optimal placement of radio components and optimal
deployment of the transport infrastructure. These challenges
that should be considered are the optimal number of BBUs
with optimal placement, optimal fronthaul design, and the
costs of the network. To meet these challenges, in a brownfield
scenario, Marotta et al. [19] propose an ILP model to evaluate
the optimal deployment of CRAN fronthaul deployment for
5G using Optical fiber and microwave links. Tonini et al. in
[20] present a C-RAN architecture with a hybrid fronthaul
solution using FO and FSO, as well as two ILP models for
optimization of the number of deployed remote radio heads
(RRHs) and the cost of the FH deployment using (hybrid
FO/FSO) in a greenfield and brownfield scenarios without
considering BBU placement or delay issue. Klinkowski et al.
in [21] examine the scalability of an ILP model for 5GCRAN
deployment. They analyze two deployment options for RRHs,
BBUs, and optical fronthaul in order to reduce deployment
costs. Ranaweera et al. [22] suggest an integer linear program
(ILP) model that optimizes small cell and fiber backhaul
deployments in a greenfield scenario while meeting network
capacity requirements. Dahrouj et al. [23] provide a low-cost
hybrid RF/FSO backhaul solution in which base stations are
linked by optical fibers or hybrid RF/FSO backhaul links.

The authors address the problem of minimizing the cost of
backhaul planning under reliability, connectivity, and data
rate constraints. Simulations show that the suggested solution
delivers a cost-effective backhaul deployment plan that is
reliable, high-data-rate, and robust. Li et al. [24] provide an
integer linear programming (ILP) model for optimizing FSO
backhaul design while ensuring K-disjoint pathways between
each node pair. Their findings demonstrate that FSO is a cost-
effective option in large-scale applications, highlighting the
trade-off between dependability and network costs. Jaffer et
al. in [25] propose a hybrid FH architecture for 5G CRAN
deployment that employs Passive Optical Network (PON) and
Free Space Optics (FSO) in order to maximize flexibility and
minimize FH network costs. They investigate the TCO of FH
networks, taking into account both Capex and Opex; the results
reveal that a hybrid PON-FSO fronthaul may save up to 42.89
% of TCO. Ranaweera et al. in [26] propose a generalized
optimization framework to minimize the costs of 5G Fixed
Wireless Access (FWA) and its optical x-haul network. The
proposed ILP jointly optimizes the wireless and the optical x-
haul segment of a 5G FWA. It can meet essential requirements
of the FWA network, such as fixed user coverage and capacity.
Regardless of the architecture of the radio access network ,
Ranaweera et al. [27] present a generic framework for creating
a cost-optimal transport network and 5G and beyond mobile
networks while addressing network and user demands. As a
transport medium, the authors consider fiber-optic technology
offered by passive optical networks. Mahloo et al. [28] provide
a comprehensive cost evaluation methodology to compute the
TCO of mobile backhaul networks considering microwave
and fiber technologies. However, most of the existing studies
do not consider the optimization of the FH and the BBU
deployment of the 5G and Beyond under different delay
thresholds, and various LoS probabilities. As well as, they
do not analyze how can the delay threshold affects the costs
of the network that can help the MNOs to plan their networks
to be ready for upcoming time-sensitive services.
With this in mind, in this study, we propose an ILP that
simultaneously optimizes the BBU and FH deployment cost
for 5G and Beyond. The outcome is, minimizing the Capex
of the network considering different delay values and different
LoS probabilities for tree and star topologies considering FO
and FSO technologies for the FH. We also provide analysis
for Opex and TCO of the network, i.e., a techno-economic
analysis.

III. PROBLEM DESCRIPTION:

In essence, the problem discussed in this study is finding
optimal BBU placement and the optimal cost of FH deploy-
ment based on FO and FSO for 5G and Beyond. Figure 2
shows an example of the deployment scenario. We consider
that only one operator serves this area, and there is no need
for infrastructure sharing or leasing fiber. The problem can be
divided into sub-problems as follows:

BBU placement: all RRHs are organized into groups accord-
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Fig. 2. Deployment scenario

ing to the shortest distance and minimum delay. Each group
of these RRHs is assigned to one BBU; thus, it is considered
a clustering problem. Finding the best location for the BBU
is as follows: it must be somewhere close to the center of the
group to limit the total length of the link between the RRHs
and the BBUs inside the group. We consider a subset of the
RRH sites as the set of possible BBU locations. This problem
can be regarded as NP-complete one [29].
Fronthaul deployment: All RRHs should be connected to re-
spective BBUs through the shortest pathways possible, and an
optimal connection deployment is required. Two technologies
are considered FO and FSO. Where when there is LoS, we use
FSO link; else, we use FO link. The optimal deployment of FH
must satisfy delay and capacity constraints. Additionally, we
consider two different topologies to deploy the fronthaul. First
is the star topology, where there is a direct link from each
RRH toward its serving BBU. Second is the tree topology,
where we take into account cascading links between RRHs,
resulting in the same links, can carry more data of more than
one RRH toward the serving BBU to minimize the deployment
costs. The tree topology of RRHs and their serving BBUs
with obeying the delay constraints can be modeled as Rooted
Delay Constrained Steiner Tree [30], which is an NP-hard
problem. The purpose of the optimization process was to
reduce Capex, or the entire cost of installation of the network,
which can be broken down into two parts: equipment expenses
and transport network costs [31]. Therefore the optimization
problem addresses the following open questions:

1) How to form groups of RRHs connected to the same
BBU?

2) How many BBUs should be installed to serve all RRHs
with minimum costs?

3) How can the optimum BBU placement and the minimum
be determined while meeting all the network require-
ments (delay and capacity)?

IV. ILP FORMULATION:

This section elucidates our proposed optimization frame-
work based on ILP [32], that minimizes the FH deployment
cost while guaranteeing other deployment requirements, such
as delay and network capacity. The proposed framework
outputs the optimal locations of BBUs, the minimum number
of BBUs, and optimal FO and FSO links to deploy the cost-
effective FH for 5G and beyond networks. The key compo-
nents of the proposed framework are depicted in Figure 3.
The objective is to find the optimal total cost of fronthaul
deployment and network equipment. The framework also
includes a variety of constraints to meet network needs, such
as latency, capacity, the maximum allowable distance between
the RRH and the BBU, the number of RRHs, the maximum
number of connections per one BBU, and financial constraints.

Fig. 3. Optimization framework

A. Network Parameters

The framework is built on parameters that the user may
adjust to suit the deployment situation under consideration.
Table I contains a list of these parameters. Based

B. Decision variables

1) Binary variable Fi

Fi=


1 if a possible BBU i is installed
0 otherwise

2) Binary variable Ri

Ri=


1 if RRH is chosen for site i
0 otherwise

3) Binary variable λij

λij=


1 if RRH j is served by BBU i
0 otherwise

4) Binary variable ηbrij

ηbrij =




1 if link (ij) is used to connect BBU b
to RRH r
0 otherwise
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TABLE I
NETWORK PARAMETERS

Notation Description

N Set of RRHs locations.
M Set of BBU locations.
nmax The maximum number of RRHs that can be connected

to the same BBU.
Cm BBU cost.
Cn RRH cost.
CFOp Fiber optic cable purchasing cost per meter.
CFOi Fiber optic cable trenching cost per meter.
CFSOp Free space optic link purchasing cost.
CFSOi Free space optic link installation cost.
Cij The cost of link (ij) between point i and point j.
lFO
ij [ m] The distance from point i to point j for FO link.
lFSO
ij [ m] The distance from point i to point j for FSO link.
lmax[ m] Maximum allowed transmission distance between each

pair (BBU-RRH) based on the value of τmax.
TFO
ij [µs] Delay over the link from point i to j using FO link.

TFSO
ij [µs] Delay over the link (ij) from point i to point j using

FSO link.
τmax[µs] Maximum allowed fronthaul propagation between the

RRH and its BBU.
θFO
ij [Gb/s] Capacity of fiber optic link (ij).
θFSO
ij [Gb/s] Capacity of FSO link (ij).
θij [Gb/s] Capacity of link(ij) between point i and point j using

FO or FSO.
θAij [Gb/s] Available capacity for link (ij).
θRij [Gb/s] The required capacity for link (ij).
θr[Gb/s] RRH capacity.
θb[Gb/s] BBU capacity.
ϵij l, if there is line of sight from RRH i to RRH j. 0,

otherwise.
xij l, f there is already link deployed from RRH i to RRH

j. 0, otherwise.
ηbrFO
ij 1, if we use FO for link (ij) to connect RRH r to BBU

b. 0, otherwise.
ηbrFSO
ij 1, if we use FSO for link (ij) to connect RRH r to BBU

b. 0, otherwise.

5) Binary variable ηFO
ij

ηFO
ij =


1 if we use fiber to link RRH i to RRH j
0 otherwise

6) Binary variable ηFSO
ij

ηFSO
ij =


1 if we use FSO to link RRH i to j
0 otherwise

C. Objective function

min Cm

M
i=1

Fi

  
BBU cost

+Cn

N
i=1

Ri

  
RRHs cost

+

NR
j=1

NB
i=1

(ηFO
ij lFO

ij (CFOi + CFOp) + ηFSO
ij (CFSOi + CFSOp))

  
Fronthaul deployment cost

D. Constraints

1) Topology constraints

a) Each RRH should be served by only one BBU

i∈M

λij = 1 ∀j ∈ N (1)

b) The BBU i that serves the RRH j must be selected

λij ≤ Fi ∀i ∈ M, j ∈ N (2)

c) For tree topology, we assume that each connection
may transport data from more than one RRH to
the BBU, and that each link is associated with just
one BBU

M
b=1

ηbrij = 1 ∀i, j, r ∈ N (3)

d) To guarantee that the flow from RRH r to BBU
b is equal for each pair BBU-RRH (b, r), and to
ensure the incoming flow equals to the outgoing
flow at each intermediate node along the path, we
appoint


i∈N

ηbrij −

i∈N

ηbrji = α ∀r ∈ N, b ∈ M (4)

α =




1 if j = b
−1 if j = r
0, if j ̸= b, j ̸= r

(5)

e) Determining the maximum number of RRHs that
can be served by one BBU:


i∈M

λijRi ≤ nmaxFi ∀j ∈ N (6)

2) Capacity constraint
a) Available capacity over link( i, j)

θAij = θFO
ij ηFO

ij + θFSO
ij ηFSO

ij (7)

b) The requested capacity over link (ij) can be
calculated as follows:

θRij =

b∈M


r∈N

θrη
br
ij ∀i, j ∈ N (8)

c) The requested capacity should be less or equal than
the available capacity over link (i, j)

θRij ≤ θAij ∀i ∈ M, j ∈ N (9)

d) The maximum requested capacity from a group of
RRHs connected to the same BBU should be less
or equal then BBU capacity


i∈M

λijθ
R
ij ≤ θbFi ∀j ∈ N (10)

3) Delay constraints
a) The total delay between each (BBU-RRH) pair

should be equal or lower than the allowed delay

i∈N


j∈M

(TFO
ij ηFO

ij + TFSO
ij ηFSO

ij ) ≤ τmax (11)
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The delay constraints can be expressed as distance
constraints, as follows:

∑
i∈N

∑
j∈M

(lFO
ij ηbrFO

ij +lFSO
ij ηbrFSO

ij ) ≤ lmax, ∀b ∈ M, r ∈ N

(12)
4) Financial constraints

a) Calculation of link (i, j) cost

Cij = CFO
ij ηFO

ij + CFSO
ij ηFSO

ij (13)

b) If there is already deployed link (i, j) then there is
no cost:

if xij = 1 then Cij = 0 (14)

E. The Fronthaul capacity and delay analysis:

In the 5G CRAN architecture, the BS is split into BBU and
RRH, with a fronthaul link between them. This architecture
brings several benefits in terms of costs (reduction of energy
consumption, and operational and maintenance costs) [12].
The FH link has to overcome two main challenges as follows:

1) High capacity: The fronthaul link must carry a very
high bit rate, in the order of units to tens of Gb/s. For instance,
sector configured as 64×64 MIMO with 20 MHz bandwidth
requires about 64 Gb/s for fronthaul, and RRH with three
sectors it requires 192 Gb/s [33].

2) Low latency connection: The connection over the fron-
thaul must guarantee that the low latency requirement between
the RRH and its BBU (less or equal 100µs). Figure 4
illustrates the one-way delay over a one-hop link RRH-BBU.
For simplicity, the total one-way delay from one RRH to one
BBU includes BBU processing delay TB , the switching delay
Tsw (neglected delay), the one way propagation delay TF , and
the RRH processing delay TR, as shown in Equation 15.

Fig. 4. Fronthaul delay analysis

T = TB + 2TSw + TF + TR (15)

In case of Multi-hop delay in the tree topology, the delay
equation will be as follows:

T = TB +m · TSw + n · TF + n · TR (16)

Where n is the number of RRHs, and m is the number of
used switches (for one-hop link m=2, and n=1). All types
of delay mentioned in Equation 15 have fixed values as

they belong to the network devices, and the only variable
delay is the propagation delay. In this study, we primarily
examine the one-way propagation delay as the main constrain
in order to prepare our network for ultra-low latency and
time-sensitive applications [34], as it has a direct influence
on the distance from BBU to RRH. The higher the delay, the
longer the distance, and vice-versa. The propagation delay
value should be equal to or less than 50µs [35]. The one-way
propagation delay is affected by the physical medium used
to implement the link, as the speed of light differs from one
physical medium to another where the speed of light in FO
equals 2.108 m/s. In contrast, in FSO (Air) equals ∼3.108

m/s. The delay from point i to point j can be given as follows:

Tij [µs] =
dij [m]

v[m/s]
· 106 (17)

Where T is the one-way propagation delay between i and j, d
is the distance from i to j, and v is speed of light in fiber or air.
Based on Equation 17 we can calculate the maximum allowed
distance from i to j depending on the maximum allowed delay
as follows:

dij [m] =
Tij [µs] · v[m/s]

106
(18)

Fiber links are often installed in cable ducts designed to be
readily maintained (e.g., along streets), whereas FSO links are
established based on line-of-sight propagation. The walking
path distance is used for fiber links, while for FSO links, a
straight line is used to compute the link length. In this study,
we consider the propagation delay threshold over the fronthaul
from 1µs to 15µs. As a result, the maximum allowed distance
for fiber link is 3000 m, and for FSO link is 4500 m. FSO
connections are often utilized for transmission distances rang-
ing from 300 m to 5 km. Moreover, they may also be installed
for greater distances ranging from 8-11 km, depending on the
speed and required availability [36]. From our point of view,
holey fiber can be considered as an excellent alternative for
single-mode fiber to tackle the delay issue where holey fiber
has a distribution of air holes in the cladding that runs along
the length of the fiber [37].

V. TOTAL COSTS OF OWNERSHIP (TCO)

This section presents a TCO model covering both Capex and
Opex aspects. Figure 5 presents a cost classification according
to the proposed cost model. Wherein [28] they provide an
excellent cost modeling of backhaul for mobile networks, their
proposed model accounts for both fiber optics and microwave.
In addition to these results, we consider the FSO as well.
Furthermore, we consider a hybrid FO/FSO solution for 5G
and beyond fronthaul. TCO can be calculated as follows:

TCO = Capex+Ny ·Opex (19)

Where Ny is the number of operation years.
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Fig. 5. Total Costs of Ownership (TCO) summary

A. Opex analysis:

Opex stands for operational expenditure, which refers to
the ongoing costs of daily operating of the network, which
consists of three different costs, energy consumption costs
(CE), operation and maintenance costs (CO&M ), and site
rental (CSr) [38]. The Opex calculation is given as follows:

Opex = CE + CO&M + CSr (20)

1) Energy consumption model: The energy consumption
cost was calculated by summing the consumption costs of all
electrical equipment in the various locations at the BBU, RRH,
FSO links, and fiber links. The following equation defines the
energy consumption model:

CE =
∑
i∈M

(CEB + CEcool) +
∑
i∈N

(CER) +
∑
i∈nf

(CEFO)

+
∑

i∈nFSO

CEFSO

(21)

Where, CEB , CEcool, CER, CEFO, and CEFSO represents
the energy consumption in the BBU, cooling, the RRH, the
FO link, and the FSO link respectively. M , N , nFO, and
nFSO are the number of BBUs, RRHs, FO links and FSO
links. Where the energy consumption for any element over the
years can be calculated as follows:

CE = Ny · Ec · py (22)

Where, Ny , Ec, and py , represent, number of operation
years, energy cost per kW, and yearly energy consumption.
Furthermore, Py can be found based on [39] as follows:

Py[Wh] =
Peq · 24 · 365

1000
(23)

where,Peq denotes the energy consumed per the element per
hour.

2) Operation and maintenance costs: Keeping the network
up and operating requires a regular maintenance schedule. This
includes equipment monitoring and testing, software updates
(including license renewals as needed), and the replacement
of supporting components such as batteries [28]:

CO&M =
∑
i∈N

(CMB) +
∑
i∈M

(CMR) +
∑
i∈nf

(CMF )+

∑
i∈nFSO

CMFSO

(24)

Where, CMB , CMR, CMF , and CMFSO represent the oper-
ation and maintenance costs for the BBU, the RRH, the fiber
link, and the free space optic link, respectively. Based on [28]
the annual operation and maintenance costs are equal to 10%
of CapEx.

3) Cell site rental cost: means the yearly fees paid by
mobile network operators to rent space for their equipment
[28], which can be simply calculated as follows:

CSr = N · Sry (25)

where, N donates the number of cell sites (RRHs). While Sry ,
and yearly costs for renting one cell site.

VI. CASE STUDY AND NUMERICAL RESULTS

This section presents the numerical results when scattering
18 RRHs uniformly in a hexagonal area with a radius of 1.3
km as an urban geographical scenario. We used the commer-
cially available ILOG CPLEX solver [40] on a computer with
Intel i5 processors and 8 GB of RAM to solve our optimization
framework. We assume that the RRH coverage radius equals
300 m [35]. In this paper, We consider that all RRHs locations
can be potential locations for BBUs, where all cell sites
are rooftop type. We also assume that each RRH has three
sectors configured as 2×2 MIMO with 20 MHz bandwidth
and a capacity of 7.5 Gb/s, and the maximum number of
RRHs that one BBU can serve is 10 RRHs. We compare the
optimal deployment costs for various thresholds of one-way
propagation delay from 1 µs to 15 µs and for different line of
sight (LoS) probabilities (0%, 50%, 100%). 0% means that FO
is always used to establish connections from RRHs to BBUs.
50% means that half of the links in the studied area have LoS
toward BBUs (chosen randomly). 100% LoS allows FSO to
be used as FH. We evaluate our results considering tree and
star topologies. We consider two technologies, i.e., FO with
capacity of to 1 Tb/s and FSO links with 100 Gb/s capacity.
Table II contains the input parameters for this work.

1) Number of used BBUs versus delay: Figure 6 clarifies
the relation between the fronthaul propagation delay (Tf ) and
the minimum number of BBUs that are needed to serve the
deployed number of RRHs. Where the higher the allowed
delay, the lower the number of needed BBUs, and vice versa.
For 0% LoS probability, the minimum number of BBUs is
two, constant from 5 µs and higher. For 50% LoS probability,
the minimum number of BBUs is three, stable from 9 µs and
higher. For 100% LoS probability, the minimum number of
BBUs is two, stable from 7 µs and higher. We can summarize
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TABLE II
CAPEX AND OPEX OF THE CASE STUDY [12], [39], [41], [42]

Parameter Cost[C]

Cm 75000
CFOp 0.08
CFOi 45
CFSOp 10000
CFSOi 200
Cn (RRH with 3 Antennas) 30000
CSr 8000
Ec 0.1367
CO&M 10% of Capex
Component Energy consumption

[Wh]
CEB 200
CEcool 500
CER 100
CEFSO 100
CEFO 10

that the higher the LoS probabilities, the higher the number of
used FSO links, which reduces the number of needed BBUs
compared to lower LoS probabilities where we have to use
FO links. Since FSO links can serve almost 1.5 times longer
distances than FO links for the same delay values, one BBU
can serve a larger area.

Fig. 6. Number of BBUs vs. allowed propagation delay threshold

2) Capex versus delay: Figure 7 illustrates the relation
between the delay and Capex for tree and star topologies. For
0% LoS probability, Capex can decrease significantly with an
increasing allowed delay. For a delay value of 15 µs, tree
topology can reduce Capex by 20% compared to the star
topology. Tree topology can be more cost-effective than star
topology but less reliable when a fiber cut accident happens,
leading to all linked RRHs being out of service. For 50%, and
100% LoS probabilities, both tree and star topologies need the
exact value of Capex.

3) Opex versus delay: Figure 8 shows the Opex changes
based on delay values. We notice that there is an inverse
proportion between the value of the Opex and the value of
the delay. FSO links consume more energy than fiber links,

Fig. 7. Capex vs. allowed propagation delay threshold

resulting in FO being more energy-efficient than FSO [42].
Using FSO links can reduce the operation and maintenance
costs due to the high costs caused by civil works in terms of
fiber cuts. Also, using FSO can reduce the number of used
BBUs. Furthermore, FSO can serve longer distances than FO
for the same delay values. Figure 9 shows the changes of Opex
over ten years, where we can conclude that Opex will become
more dominant than Capex after five years of operation, while
for one year of operation. Opex approximately equals 21% of
Capex.

Fig. 8. Opex vs. allowed propagation delay threshold

4) Total cost of ownership (TCO) vs. propagation delay
thresholds: The total cost of ownership for the case study
for different delay values is shown in Figure 10. It can be
observed that the minimal cost can be obtained in the case
of 0% LoS probability when the FH is only FO links for
either tree or star topologies. On the other hand, in the case
of 50% LoS probability when the fronthaul is hybrid FO/FSO
links for either tree or star topologies, we observe that we
need approximately the exact cost for tree and star topologies.
Once again, for 100% LoS probability, when we can use FSO
links for the fronthaul, it is clear that tree topology is more
cost-effective than star topology, especially for higher delay
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values. Finally, from the linear relation between Figure 8 and
Figure 10, we find that Opex constitutes 15.6% of TCO.

Fig. 10. TCO Vs. allowed propagation delay threshold

VII. CONCLUSION

This paper proposes an ILP based optimization frame-
work for greenfield and brownfield deployment scenarios that
jointly optimize the BBU placement and optical fronthaul
(FH) deployment for 5G and Beyond networks under delay
constraints. We considered fiber optic (FO) and free space
optic (FSO) technologies as primary solutions to meet the FH
challenges in terms of delay and capacity requirements. The
outputs of the proposed framework are to find the optimal
number and placement of BBUs and the optimal deployment
of the FH, resulting in minimum Capex. We compare our
results for star and tree topologies for various line of sight
(LoS) probabilities. We can conclude from the above frame-
work that FSO can be more cost-efficient than FO, especially
for dense deployment scenarios. However, the signal quality
is worst due to it is more sensitive to the weather conditions
than FO. In the case of using FO, we should use the tree
topology to link RRHs clusters to their BBUs as it is more
cost-efficient than the star topology. However, it has somewhat

lower availability, as if there is a fiber cut between the first
RRH of the tree and the BBU, all of the tree will be out
of service. Based on the optimal Capex, we provide Opex
and TCO analysis. Opex constitutes about 15.6% of TCO.
In future work, we plan to develop the ILP framework to
optimize the total cost of ownership with additional constraints
such as energy efficiency and path protection. This results
in cost-effective, ultra-reliable low latency communications
(URLLC) for time-sensitive and critical applications. We will
also consider other technologies such as massive MIMO and
millimeter waves (mmwaves).
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VII. CONCLUSION

This paper proposes an ILP based optimization frame-
work for greenfield and brownfield deployment scenarios that
jointly optimize the BBU placement and optical fronthaul
(FH) deployment for 5G and Beyond networks under delay
constraints. We considered fiber optic (FO) and free space
optic (FSO) technologies as primary solutions to meet the FH
challenges in terms of delay and capacity requirements. The
outputs of the proposed framework are to find the optimal
number and placement of BBUs and the optimal deployment
of the FH, resulting in minimum Capex. We compare our
results for star and tree topologies for various line of sight
(LoS) probabilities. We can conclude from the above frame-
work that FSO can be more cost-efficient than FO, especially
for dense deployment scenarios. However, the signal quality
is worst due to it is more sensitive to the weather conditions
than FO. In the case of using FO, we should use the tree
topology to link RRHs clusters to their BBUs as it is more
cost-efficient than the star topology. However, it has somewhat

lower availability, as if there is a fiber cut between the first
RRH of the tree and the BBU, all of the tree will be out
of service. Based on the optimal Capex, we provide Opex
and TCO analysis. Opex constitutes about 15.6% of TCO.
In future work, we plan to develop the ILP framework to
optimize the total cost of ownership with additional constraints
such as energy efficiency and path protection. This results
in cost-effective, ultra-reliable low latency communications
(URLLC) for time-sensitive and critical applications. We will
also consider other technologies such as massive MIMO and
millimeter waves (mmwaves).
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I. Introduction

 The next-generation communication structure provides In-
ternet connectivity by several wireless approaches. The usage 
of various wireless techniques is growing rapidly for the com-
munication system. The 4G Long term evolution (4G-LTE) 
wireless technologies have several factors, like the accessibil-
ity of devices, namely smart phones, notebooks, laptops, and 
so on, termed Long-term evolution and Wireless Local Area 
Network (WLAN) various networks simultaneously [1]. 5G is 
the imminent mobile cellular network technology to enhance 
the quality of service (QoS), low latency and elevated data 
rate. However, the 5G network has 10 to 100 times greater 
base station potential than the current 4G Long-term evolution 
networks. Generally, 5G network operates on up to the 3 fre-
quency bands such as high, low as well as medium [2]. In the 
internet mobility management protocols, secure handover of 
the mobile nodes is an important safety issue. The management 
of handover reliably and efficiently is a significant challenge 
for the handover management. The re-authentication process 
is an important factor for the handover delay, which guarantees 
a secure network. However, the handover delays affect the cell 
sizes; therefore, the QoS may be reduced [3, 4].

 Several handover approaches are recently introduced for 
various circumstances, but most approaches are unsuitable for 
inter-domain handover. They failed to concurrently convince 
the requirements of key agreement, mutual authentication, 
and several other factors [5]. Thus, soft computing techniques, 
such as chaos theory [6] [7] [8], neural network [9], genetic 
programming, and fuzzy controller [8], are extensively used in 
telecommunication systems [10] [8]. The soft computing meth-
ods applied in the 5G systems provide more capacity in traffic 
controlling and many other systems related to decision making 
[11]. It is widely used in industry and academia because of ad-
vantages, like enhanced energy efficiency throughput, offload 
cellular traffic, and robustness [12]. Furthermore, the elliptic 
curve cryptography is also employed for a handover mecha-
nism, enhancing security and reducing latency [13] [14]. The 
complexity and reduces authentication delay can get reduced 
by lightweight physical layer authentication approach [15] 
[14]. Effectual handover management is important in cellular 
networks extended with small a cell that enables multiple cov-
erage and therefore maximized capacity in certain geographical 
areas. This work suggests the possible solutions for the hando-
ver management issues in 5G heterogeneous network.
 The paper is arranged as below: Section 2 describes con-
ventional approaches in the 5G heterogeneous network and the 
section 3 demonstrates the research gaps and issues of hando-
ver mechanisms. Section 4 represents the analysis of handover 
techniques in terms of utilized software, toolset used, perfor-
mance metrics, Year of publication, and at last, the conclusion 
of the paper presents in section 5.

II.  Literature Survey

 This research considers the various approaches developed 
for the handover mechanism in 5G heterogeneous networks 
described in this section. The categorization of handover ap-
proaches in 5G heterogeneous networks is shown in Figure 1. 
Various approaches, such as Radio access-based approaches, 
self optimization-based approaches, software-defined network-
based approaches, authentication-based approaches, eNodeB-
based approaches, neural network-based approaches, and 
blockchain-based approaches, are developed for the handover 
approaches in 5G heterogeneous networks. The challenges as-
sociated with these methods are assessed for motivating the 
researchers to develop the new handover mechanism for 5G 
heterogeneous networks.
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A. Classification of handover techniques
 The homogeneous network is the one in which all the nodes 
employ the same operation. While in the heterogeneous net-
work, the nodes perform both the function and utility. Besides, 
the heterogeneous networks based handover offers a better 
quality of services to the user with high availability of connec-
tions. The research works adapted several approaches utilized 
for handover mechanism in 5G heterogeneous networks are ex-
plained below, in Figure 1.

Fig. 1. Classification of Handover approaches

a) Radio access-based techniques
 This section describes the Radio access-based approaches 
applied to manage the handover mechanisms in 5G heterogene-
ous networks. Zhang et al.[16] developed the cloud radio access 
network for the handover method in the 5G heterogeneous net-
works. The coordinated multipoint clustering technique based on 
affinity propagation was applied to diminish cell edge users' in-
terference. After that, the low complexity handover management 
method was employed, and the signaling process was analyzed 
in the heterogeneous network. The coordinated multipoint was 
employed with the heterogeneous network for enhancing the 
cell edge user spectral efficiency and system coverage. Combin-
ing the handover and clustering methods can rapidly improve 
the heterogenous network's ability and preserve service quality. 
However, this method was not developed in the self-organized 
heterogeneous cloud small cell network for controlling the inter-
ference mitigation and handover management.
 Stamou et al. [17] presented a context-aware handover ap-
proach. This advanced method integrated context-aware theory 
and multiple attribute decision-making concerning the radio 
access technique. The preventable handover of user equipment 
among the radio access technologies was decreased by this intro-
duced method. Here, the developed technique was formed by a 
context-aware analytical hierarchy process for obtaining weight. 
Consequently, the Context-aware technique for Order Preference 
by Similarity to an Ideal Solution (CTOPSIS) method was also 
employed. The long-term cell association in terms of path loss 
was included for avoiding computational cost. In addition, the 
location error method on the global positioning system was also 
introduced for computing the latency. The developed method 
was not included the virtualized and programmable design for 
better efficiency.

 Maksymyuk et al. [18] developed the converged access net-
work for handover mechanism in the 5G heterogeneous network. 
Here, the wireless access segments and the optical backhaul 
were included with the radio access network. Furthermore, the 
developed method has a good granularity bandwidth allocation. 
Moreover, this method permits the channel of cloud radio access 
network to adapt the radio signals among the remote radio head 
and baseband processing unit in similar resource blocks. Addi-
tionally, the multicast data transmission was also developed to 
the complicated eNodeB through the mutual task of resource ele-
ments for multiple cells. This data transmission was developed 
in the handover process, which effectively reduces the backhaul 
traffic. The drawback is that it creates congestion in the network.
 Kaloxylos et al. [19] introduced the multi-criteria hando-
ver method in the 5G heterogeneous network. This method was 
used to obtain the essential contextual information and choose 
the best suitable radio access network. The user equipment gath-
ered the local instance of access network discovery and selection 
function in this approach. Furthermore, this method involves 
the fuzzy logic controllers to combine the various inputs, like a 
load of candidate base station and user mobility. After that, the 
session launch or per-flow handover was executed based on the 
third-generation partnership project. Finally, the classification 
of applications regarding latency and sensitivity was extracted 
through the user equipment connection manager. They achieved 
better throughput and delay. The method failed to include a re-
inforcement learning method for identifying the appropriate 
thresholds in the fuzzification procedure.
 Polese et al. [20] developed the dual connectivity hetero-
geneous network handover mechanism. The dual connectivity 
approach allows the mobile user equipment procedure for main-
taining the physical layer connections. The uplink control signal-
ing method was joined along with the local coordinator, which 
allows the path switching in the event of failures. In addition, the 
utilization of a local coordinator controls the traffic among the 
cells. The network handover process was utilized for enhancing 
mobility management in the millimeter-wave network. Finally, 
the switch decision timing is improved using the busy time to 
trigger adaptation. The method was failed to use the concurrent 
millimeter-wave channel measurements for the precise analyti-
cal method.
 Barmpounakis et al. [21] presented the radio access net-
work method for the handover process in a 5G heterogeneous 
network. The fuzzy logic method was utilized in the context-
aware selection technique for selecting the best suitable radio 
access technology. Moreover, the network extensions were 
developed for allowing access to network discovery. After 
that, the selection function method was employed to provide 
information about network status. The various groups of pa-
rameters, such as mobility, bandwidth, and power consump-
tion, were computed through the network and user equipment. 
Consequently, the fuzzy logic system was employed for man-
aging the multi-criteria issues. However, the developed method 
was not included the adaptive sampling rate for optimizing the 
battery power of user equipment.
 Addali et al. [22] developed the Utility-based Mobility 
Load Balancing (UMLB) technique. This handover method was 
named the Load Balancing Efficiency Factor (LBEF). The mo-
bility load balancing is employed using the user utility and the 
operator. Moreover, a centralized controller was also included to 

blockchain-based approaches, are developed for the 
handover approaches in 5G heterogeneous networks. The 
challenges associated with these methods are assessed for 
motivating the researchers to develop the new handover 
mechanism for 5G heterogeneous networks. 
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included for avoiding computational cost. In addition, the 
location error method on the global positioning system was 
also introduced for computing the latency. The developed 
method was not included the virtualized and programmable 
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Maksymyuk et al. [18] developed the converged access 
network for handover mechanism in the 5G heterogeneous 
network. Here, the wireless access segments and the optical 
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Furthermore, the developed method has a good granularity 
bandwidth allocation. Moreover, this method permits the 
channel of cloud radio access network to adapt the radio 
signals among the remote radio head and baseband 
processing unit in similar resource blocks. Additionally, the 
multicast data transmission was also developed to the 
complicated eNodeB through the mutual task of resource 
elements for multiple cells. This data transmission was 
developed in the handover process, which effectively 
reduces the backhaul traffic. The drawback is that it creates 
congestion in the network.            

Kaloxylos et al. [19] introduced the multi-criteria 
handover method in the 5G heterogeneous network. This 
method was used to obtain the essential contextual 
information and choose the best suitable radio access 
network. The user equipment gathered the local instance of 
access network discovery and selection function in this 
approach. Furthermore, this method involves the fuzzy 
logic controllers to combine the various inputs, like a load 
of candidate base station and user mobility. After that, the 
session launch or per-flow handover was executed based on 
the third-generation partnership project. Finally, the 
classification of applications regarding latency and 
sensitivity was extracted through the user equipment 
connection manager. They achieved better throughput and 
delay. The method failed to include a reinforcement 
learning method for identifying the appropriate thresholds 
in the fuzzification procedure. 

Polese et al. [20] developed the dual connectivity 
heterogeneous network handover mechanism. The dual 
connectivity approach allows the mobile user equipment 
procedure for maintaining the physical layer connections. 
The uplink control signaling method was joined along with 
the local coordinator, which allows the path switching in 
the event of failures. In addition, the utilization of a local 
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balance the small cells. Consequently, for improving the perfor-
mance of the network, key performance indicators were applied. 
Finally, an adaptive threshold method was also developed to 
identify the overload state of small cells. This developed UMLB 
method decreases the standard deviation by the higher average 
user equipment data rate. The method failed to observe the im-
pacts of the mobility patterns and user equipment distributions to 
improve the UMLB method's effectiveness.
 A generalized Random-Access Channel Handover (RACH) 
technique was developed by Choi and Shin [23] for handover in 
a 5G heterogeneous network. This developed approach obtained 
the perfect mobility with the absence of a synchronized network. 
This developed RACH technique combined the Make Before 
Break (MBB) handover and RACH less handover. The seamless 
mobility was obtained through the developed RACH technique 
by relocating from the serving cell to the user equipment. Sub-
sequently, the developed method contains several key features, 
which correspondingly work along with the long-term evalu-
ation handover, and it also does not influence any other delay 
factors. Although, this developed method was failed to involve 
packet duplication for optimizing the path switching.
 The rateless properties of the channel conditions are detailed 
in Mehran et al. [24]. The rateless coding is used for protecting 
the packets at the physical layer through the noisy channel. The 
drawback of the rateless channel coding is that it is not applica-
ble for the higher layers because decoding certain information 
will be lost.
 Bogale et al. [25] reviewed the millimeter-wave technolo-
gies solve several issues in the 5G heterogeneous networks, 
enhancing spectral and energy efficiency. It is widely used in 
high-speed wireless networks and different communication 
purposes. Besides, large-scale antennas increase the perfor-
mance of the system. The challenges in the 5G heterogeneous 
networks are spectral efficiency and energy efficiency to reduce 
operating costs.

b) Self-optimization-based approaches
 The self-optimization approaches employed in the handover 
mechanism for the 5G heterogeneous networks are detailed in 
this subsection. Alhammadi et al. [12] introduced the weighted 
fuzzy optimization technique for handover. It was developed 
for optimizing the handover control parameters. The developed 
method used 3 features, namely velocity of user equipment, tar-
get and serving base station traffic load, and signal-to-interfer-
ence-plus-noise ratio. Additionally, the self-optimized handover 
control parameters and were altered based on these characteris-
tics to enhance handover performance. Although, the developed 
weighted fuzzy optimization method reduces the handover ping-
pong, handover failure, and radio link failure. It also enhances 
the performance of the system along with various mobile speeds. 
On the other hand, the developed method was not involved in 
the cell pair-specific handover offsets for enhancing handover 
performance. The handover self-optimization technique was in-
troduced for the handover mechanism, but the development was 
failed to solve the inter-cell interference problem.
 Boujelben et al. [26] employed the handover self-optimi-
zation technique in the 5G heterogeneous network. This devel-
oped approach was utilized for decreasing the consumption of 
energy. Here, the handover target cell considered the neighbor 
cell load, user speed, and received signal power for identifying 

high-loaded cells. However, the developed method has three 
significant handover decisions: received cell load, user speed, 
and signal level. Moreover, the universal mobile telecommu-
nication terrestrial radio access network was considered an ac-
cess layer, and the packet core was considered a control layer. 
This advanced method was decreased the energy consumption 
significantly. The inter-cell interference is the major challenge 
associated with the developed technique.

c) Software-defined network-based approaches
 The software-defined network-based handover approaches 
in the handover mechanism for the 5G heterogeneous network 
are illustrated in this section. Bilen et al. [27] presented the soft-
ware-defined network. In this method, the Markov chain formu-
lation was employed for computing the neighbor eNodeB tran-
sition probabilities. This method was also applied for selecting 
optimal eNodeB and also allocated the mobile nodes. Here, the 
handover failure ratios were also computed based on the user 
number. Likewise, the observed delays were also estimated by 
using the densification ratio parameter. Finally, the dual-track 
estimation approach and allocation strategy were utilized for 
separating the data channels and control channels. The method 
was failed to compute the effects of several parameters.
 Tartarini et al. [28] developed the combination of software-
defined handover decision engine and software-defined wire-
less networking method for improving the handover in 5G het-
erogeneous network. Here, the wireless controller was utilized 
in the baseband pool for receiving the handover information. 
The controllers published the communication information, and 
the handover decision was processed for every user optimally. 
Furthermore, the candidate network selection approach was 
formulated for solving binary integer linear programming op-
timization problems. In addition, the adaptive timing approach 
was also performed to minimize the handover failures, and the 
unwanted handover was eliminated through user equipment 
mobility patterns. The developed method has not enhanced the 
performance by implementing semi-optimal solutions. How-
ever, the developed approach failed to improve network perfor-
mance when higher diversity of network types.
 Rizkallah and Akkari [29] introduced a software-defined 
network for the vertical handover method in 5G heterogeneous 
networks. By means of exploiting the software-defined network, 
the data plane, as well as the control plane, were set apart. In ad-
dition, the handover signaling message was reduced by using the 
software-defined network. After that, the software-defined con-
troller was applied for collecting network information. Based on 
the software-defined controller, the best handover decision was 
taken, and every network's quality of service was improved.
 Alfoudi et al. [3] developed the seamless mobility man-
agement method. Initially, a key-value distributed hash table 
was employed for catching user mobility. It was employed 
in distributed software-defined controller for addressing the 
seamlessness and scalability in which the mobile nodes were 
joined between the correlated software-defined controller. The 
developed approach was permitted to choose the appropriate 
access point and the assistance of controllers and mobile nodes. 
Because of the appropriate access point, the network's perfor-
mance was enhanced, and the users were satisfied with the re-
quired network condition. However, the developed approach 
was failed to reduce the cell size and enhance security.
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 In order to conduct the handover procedures in 5G Het-
Nets, multiple-attribute decision-making approaches have also 
attracted a great deal of interest. More specifically, Liya et al. 
[30] have shown that eNodeB and many mobile nodes were uti-
lized to maximize the handover count. This advanced method 
widely reduced the communication time and handover training 
duration during a handover procedure. Furthermore, for moni-
toring and performing normal operations, the software-defined 
controller was applied. On the other hand, the entire operations 
were managed by a handover controller, and the data plan de-
vices were stated through tables of open flow at the instance of 
the handover procedure. However, this handover method was 
not enhanced the execution time.
 Hu et al. [31] introduced the intelligent vertical handover 
process in the 5G heterogeneous network. Here, Media Inde-
pendent Handover (MIH) and a software-defined network were 
integrated to ensure a handover, which presents between the 
two potential networks. After that, the characteristics of the 
software-defined network were applied to allocate the best net-
works to obtain the final declaration. This structure correctly 
chooses an optimal network effectively, decreasing the huge 
traffic present during the handover procedure. On the other 
hand, this technique was failed to utilize high-energy transmis-
sion approaches for securing backhaul networks. The devel-
oped technique was not included the radio resource allocation 
features for an efficient handover process.
 Gharsallah et al. [32] developed the software to define the 
network-based handover. Here, the network function visuali-
zation and the software-defined network were applied for the 
handover process. Especially, the Software-Defined Handover 
Management Engine (SDHME) was designed for managing the 
handover control method. Furthermore, the developed SDHME 
technique was defined in the application plane of software-de-
fined network structure. In addition, the developed approach 
was determined the better handover for mobile nodes to in-
crease the quality of service. They achieved a reduced hando-
ver failure ratio and delay. The resource allocation is not evalu-
ated for the better optimization of the resources.
 Valiveti and Rao [33] presented the exemplary handover 
method in 5G heterogeneous networks during Device to Device 
(D2D) communication. The vertical handover process was per-
formed in Content Delivery Network (CDN) using fuzzy logic. 
Furthermore, the Cramer-Shoup Key Encapsulation Mechanism 
(CS KEM) was utilized to provide security to users. In addition, 
the quality of service parameters, such as coverage area, security, 
and handover mechanisms, was enhanced. Here, the fuzzy rule 
was employed for handover management, and also L7 switch 
was utilized for reducing the load. The parameters, like signaling 
overhead, the number of handovers, signaling cost, end-to-end 
delay, bandwidth, and throughput, were considered for better 
D2D communication. However, the developed method failed to 
improve the network capacity and the energy efficiency.
 Sadik et al. [34] introduced the software-defined handover. 
Here, the software-defined network and the fuzzy logic system 
were integrated for helping D2D communication. After that, 
user equipment decides the final handover decision to choose 
the better network in terms of predicted quality of service. 
Finally, suitable power control and frequency reuse was em-
ployed to increase network capacity and reduce interference. 
Additionally, the software-defined network was utilized to 

enhance the handover decision and reduce the decision phase 
delay and network detection. They achieved delay tolerance in 
service, whereas single point failure and security is the chal-
lenge of the SDN handover approach.
 Yaseen and Al-Raweshidy [35] developed a handover mech-
anism in a 5G heterogeneous network. Here, the tag was gener-
ated for identifying the mobile nodes with media access control. 
Based on the identity of media access control, the mobile node 
tag was created for controlling the packets inside the mobile 
network. In the software-defined network, the application layer 
was performed for managing the interactions of controlling data. 
Similarly, the control plane was performed for controlling the 
forwarding decisions and rules of network data. They achieved 
low packet loss and delay for seamless communication. They 
failed to consider the registration delay of the network.
 The capability-based privacy protection handover au-
thentication method was introduced by Cao et al. [36] in 5G 
heterogeneous networks. The developed approach was the 
combination of software-defined network and user capability. 
Moreover, this technique was employed for obtaining the key 
agreement and mutual authentication among the base station 
and user equipment with decreased authentication handover 
cost. Furthermore, the method effectively protects various mo-
bility scenarios, like intra radio access technology and inter-
road access networks. They achieved reduced communication 
cost and computational cost. Besides, the developed method 
is efficient and secure handover compared to the existing sys-
tems. However, it doesn't withstand unknown attacks.
 Kukliński et al. [37] presented the software-defined network 
for handover management in a 5G heterogeneous network. The 
centralized or semi-centralized plane was executed to obtain the 
handover and scalability issues. Subsequently, the centralized 
technique was employed for reducing the number of messages 
in the handover process. Finally, handover parameters based 
on various input parameters and data control were jointly opti-
mized for transmission resources. They evaluated the procedure 
execution time and the handover execution time. The execution 
time of handover is higher for the inter-switch handover, which 
is the drawback of the developed methodology.
 Duan and Wang [38] developed the software-defined net-
work for handover mechanism in the heterogeneous network. 
The developed technique was utilized for enabling privacy 
protection and authentication handover. The privacy protec-
tion was enabled between the correlated access points. Further-
more, the developed software-defined network provides the 
reconfigurable network management platform and reduces the 
authentication handover latency. They evaluated the authenti-
cation delay and utilization rates. The single point failure and 
security is the challenge of the SDN handover approach.

d) Authentication-based approaches
 This section portrays authentication-based methods em-
ployed from the various existing handover mechanism for 5G 
heterogeneous research. Om and Kumar [1] applied the Uni-
versal Subscriber Identity Module (USIM) and Elliptic Curve 
Cryptography (ECC) for the handover mechanism in the 5G 
heterogeneous network. A uniform handover authentication 
approach was also applied along with pairing approaches, and 
it was used in mobility improvements, like WLAN. The de-
veloped method provides secure communication between the 
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visited access point and user equipment in handover authenti-
cation. Moreover, the developed method was also offered en-
hanced computational and communication costs. A handover 
authentication method was adopted between the access points 
and mobile users to obtain mutual authentication among the 
user and target network. Finally, the session key was also com-
puted among the access point and mobile user to attain secure 
communication. They achieved reduced storage and computa-
tion cost. Besides, it provides security against various attacks. 
While handovering for both the formal and informal security 
attacks they achieved better communication and storage costs 
with better authentication. The evaluation is performed on the 
basis of normal order is the drawback of the developed method.
 Cao et al. [39] introduced the secure and efficient re- 
authentication and the group-based handover authentication 
procedure for 5G heterogeneous networks. The developed ap-
proach includes four stages for efficient handover. Moreover, 
this approach was used for obtaining robust security protection 
more effectively. At last, a detached session key was integrated 
into the network and the machine-type communication devices 
to attain the subsequent communications. They achieved better 
security with ideal efficiency. The developed method provides 
authentication against only some of the unknown attacks.
 Ozhelvaci and Ma [4] presented the vertical handover ap-
proach for secure communication. The advanced authentication 
method can obtain strong, mutual, and quick authentication. 
Here, the certificate from a certification authority was obtained 
through the authentication server and user equipment. Moreo-
ver, a validation was present in the certificate of the user equip-
ment to begin the communication among the server. Finally, the 
software-defined network was also applied to compact the ris-
ing requirements of wireless mobile networks, like mobile fog 
computing, e-health services, UAV systems, and vehicular com-
munications. They achieved mutual authentication with security 
and integrity, but the method resists only the passive attacks.
 Ma and Hu [14] developed the cross-layer collaborative 
handover. The method was designed using the upper layer and 
physical layer of cryptographic approaches for obtaining more 
reliable and rapid authentication. However, cryptographic ap-
proaches can attain high-security objectives, like data integrity, 
non-reputation, and data confidentiality. Initially, the handover 
authentication was performed in the physical layer, and then 
the Kolmogorov-Smirnov theory was applied through develop-
ing physical layer behaviors of the wireless channels. After the 
initial authentication process, the key agreement mechanism 
and extensible authentication protocol were also developed 
for obtaining more dependable security. They achieved effi-
cient computational resources with more reliable security and 
reduced handover delay. The method failed to implement the 
distribution parameters.
 Lee and You [40] employed the security method for the 
handover approaches. The ticket-based secure handover ap-
proach was also employed for the Fast PMIPv6 protocol (F-
PMIPv6) protocol. Then, ticket encircling authentication 
protocol was applied in the mobile nodes for quick handover 
authentication. Additionally, SPFP has supported the mobile 
node ambiguity for conserving location privacy. The developed 
approach was also decreased the quantity of the authentication 
correlated message connections with the authentication server. 
The developed SPFP approach was mainly utilized for vari-

ous security needs. The authentication latency, handover failure 
probability, handover latency, and buffered packets were also 
computed for finding the efficiency of the developed SPFP ap-
proach. However, the developed method was failed to decrease 
handover latency.
 Fan et al. [41] employed a secure region-based handover 
technique in the 5G heterogeneous network. The developed 
region-based fast authentication protocol was applied to reduce 
communication and computation costs with no core network 
elements. Furthermore, the protocol assures the uniqueness of 
anonymity among communication footprints. After that, revo-
cation of user membership was performed through the gathered 
one-way hash, and it was eliminated the computational cost in 
the 5G heterogeneous system. This developed approach was 
decreased the handover latency effectively through region-
based secure handover. This advanced method was also satis-
fied the security conditions of each user. On the other hand, the 
developed approach did not include performance analytics and 
key management for providing security.

e) Evolved nodeB-based approaches
 The eNodeB-based approaches in the handover mechanism 
for the 5G heterogeneous networks are detailed in this sec-
tion. Zhang et al. [42] developed the Control/User Plane Split 
(CUPS) for executing the handover between the two neighbors. 
In the overlapping sector, the eNodeB was applied to reduce the 
failure of handover between two neighbours. In addition, the 
user equipment was preserved dual connectivity among the two 
neighbours. Subsequently, the user equipment was managed by 
the real connection. This method has improved the dependabil-
ity of communication systems and also attains the better perfor-
mance of handover. Besides, the handover outage is reduced. 
The drawback of the method is, the handover decision signal-
ing, and control information is not considered for the analysis.
 Huang et al. [43] employed the dynamic Femtocell gNB 
(F-gNB) on/off system for the handover process in a 5G hetero-
geneous network. This technique was effectively improved the 
energy efficiency of the network through calculation of traffic 
load. The developed optimization technique was detached into 
two levels. Furthermore, the developed CALB approach was 
protected the minimum SIR requirements of user equipment 
and load balancing. In addition, the introduced DFOO method 
includes the base station operation as per the forecasting time. 
At last, the dual connectivity-based perfect handover technique 
was introduced to protect the transmission of quality of service 
and user equipment. They analyzed the load prediction SINR 
requirements, and hence improved the QoS of the network. The 
simulation time increases with the increase in learning time is 
the drawback of the method.
 Bilen et al. [44] developed the optimal eNodeB selection ap-
proach. The gain function was computed with dynamic weights 
for selecting the candidate cells. Here, the Kriging Interpolator 
and Semivariogram analysis were evaluated by the autoregres-
sive method in spatial estimation to choose the optimal eNodeB. 
The Kriging Interpolations statistical and stochastic behaviors 
offer the best modeling performance. The unidentified indica-
tor value of mobile user equipment was also computed through 
the definite values of neighbor user equipment. Every operation 
was executed using the developed enodeB estimation entity, 
which correlates with every network node. In addition, these 
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evaluations were also employed in both control and data chan-
nels separately. They reduced the unnecessary, frequent, and 
ping-pong handover risk, but it doesn't change the throughput.
 Islam et al. [45] devised an Integrated Access Backhaul 
(IAB), allowing to extend coverage by providing wireless 
backhaul. Besides, the partition between the nodes may change 
concerning the demand of the network, which is not possible in 
the fixed access network. Hence, they have a substantial impact 
on providing seamless connection and avoiding frequent hand-
overs in HetNets. It also reduces the fiber deployment and re-
duced interference because of narrow beamwidth. The method 
failed to solve the mixed-integer linear programming (MILP) 
problem.

f) Neural network-based approaches
 The research that used neural network-based techniques is 
illustrated in this section. Semenova et al. [8] applied a neuro-
fuzzy controller for improving the handover mechanism in 5G 
heterogeneous networks. This controller was developed with 
three linguistic variable inputs concerning the network's signal 
strength. In addition, the adaptive fuzzy interface structure was 
utilized to decrease the handover breakdown rate in the 5G het-
erogeneous network, and hence the QoS was also enhanced. At 
last, the adaptive network fuzzy interference systems applica-
tion was also utilized to enhance the attachment point selection 
process and avoid useless handovers. On the other hand, the 
developed method was not considered the other effective pa-
rameter for improving the accuracy.
 Maksymyuk and Shubyn [9] employed the Recurrent Neu-
ral Network (RNN). Here, the neural network was executed 
using user mobility knowledge to offer maximum efficiency. 
Consequently, the gated recurrent unit-based neural network 
was also applied to enhance the performance of the developed 
system. In addition, the mobility load balance was also exe-
cuted by locating a cell individual offset parameter. Addition-
ally, the gated recurrent unit-based neural network was adapted 
for finding the movement of the subscriber. They predicted the 
traffic in the NN network and achieved an accuracy lower than 
90%. Besides, the network parameters are not evaluated to 
check the efficiency, and benchmark data are also not used.
 Morghare and Mishra [46] presented the neural network- 
based handover approach. Here, the Particle Swarm Optimiza-
tion (PSO) approach was employed with the neural network 
scheme. The developed scheme was applied for fast delivery 
handover route and network selection for increasing the sys-
tem efficiency. However, a huge amount of secondary users 
was also considered in a network to enhance the system's ef-
ficiency. Additionally, the developed neural network method 
was adopted for solving an optimization problem and network 
selection problems. At last, the network selection for the hand-
over route and free route was identified for transferring data. 
They achieved a better fitness value with a reduced number of 
iterations while considering the interference and the popula-
tion size. The method failed to consider the security and the 
malicious attacks of the network while handovering the mobile 
terminal.

g) Blockchain-based approaches
 This section depicts the blockchain-based techniques gath-
ered from the various existing handover methods in 5G het-

erogeneous network research works. Ma and Lee [47] devel-
oped the blockchain scheme for the 5G heterogeneous network 
handover process. In this method, Parallel Block-chain Key 
Derivation Function (PB-KDF) was applied, which controls the 
principles of Bitcoin blockchain for supporting the key deri-
vation process structurally. Furthermore, the PB-KDF helps to 
enhance the handover performance. After that, the blockchain 
outside the crypto-currency realm was utilized to improve the 
security of the system. In this case, the mining process uses 
the handover key for supporting full backward and full-for-
ward partition. Therefore, the developed PB-KDF technique 
enhances the performance of the handover and the security of 
the handover. They achieved better security in the intracellular 
handover phase but failed to consider the computation com-
plexity because the key management produces the computation 
overhead and is not included in the processing phase.
 Yazdinejad et al. [48] employed the blockchain-enabled 
authentication handover method in the 5G heterogeneous net-
work. In addition, heterogeneous network management and the 
software-defined network were employed for maximizing pro-
grammability. In this method, the encryption resources were 
also utilized for preserving the security privacy of the user. 
Furthermore, the introduced technique was utilized to reduce 
the preventable re-authentication in recurrent handover among 
heterogeneous networks. The software-defined network was 
also adopted to protect the user's privacy and supply intelligent 
control among the heterogeneous cells. The optimized energy 
consumption and scalability are achieved, but the security, data 
leakage, and delay prevail while handovering, which is consid-
ered as the drawback of the system.
 Zhang et al. [5] introduced a universal and robust hando-
ver approach. This developed approach was used to manage 
the key agreement. Furthermore, this robust, seamless method 
was used to obtain a universal handover authentication man-
agement. The randomness secrecy, key escrow freeness, and 
several factors were attained through the developed method. 
On the other hand, computation efficiency and communication 
efficiency were also enhanced by this developed scheme. How-
ever, the developed method was failed to provide mobile user- 
friendly and secure design handover authentication methods in 
5G heterogeneous networks.

h) Other handover mechanism approaches
 In this section, the other handover approaches applied for 
the 5G heterogeneous networks are explained below. Arshad 
et al. [2] developed the aware skipping technique for the 5G 
heterogeneous network handover mechanism. Here, the two-
tier network was preoccupied with the poison cluster process, 
whereas the single-tier cellular network was preoccupied with 
a poison point process. Moreover, the introduced technique uti-
lizes the cell size and user position to make the handover as-
sessment, and thus the avoidable handovers were evaded easily. 
In the two network states, handover on user throughput was 
computed, which portrays the efficiency and gain of the devel-
oped approach. The applied method was failed to consider the 
tractable analysis for finding accurate efficiency.
 Mahardhika et al. [49] applied the multi-criteria metrics 
for the vertical handover decision in a 5G heterogeneous net-
work. This advanced method contains three network interfaces 
and the metrics, like network occupancy, traffic class, mobile 
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speed, and received signal strength, were considered for verti-
cal handover. The equal priority approach was applied to avoid 
the unnecessary usage of network resources and balance the 
traffic load for every complex network, thus enhancing accu-
racy. After that, the mobile priority approach was employed for 
balancing the network function. Finally, the network priority 
approach was utilized for reducing network blocking prob-
ability. However, the developed technique failed to integrate 
other handover methods, like fuzzy logic, for improving the 
network's performance.
 Chandavarkar, and Guddeti [50] introduced the simplified 
and enhanced multiple attributes alternate ranking approach. 
This method has effectively reduced the feature normalization 
and weight estimation dependency, thus enhancing the network 
selection reliability. After that, the network score and rank were 
computed to avoid rank reversal issues. Therefore, the devel-
oped multiple attributes ranking technique was applied for net-
work selection and solving rank reversal issues. The developed 
method was not utilized the network simulator for effective 
performance analysis.
 Ouali et al. [51] employed the D2D handover manage-
ment approach in 5G heterogeneous network. The developed 
D2D approach permits the mobile terminals to communicate 
directly with no base station connections as well as, this devel-
oped approach has fulfilled the quality of service requirements. 
Furthermore, it was applied for computing the performance of 
handover with the practical Reference Point Group Mobility 
(RPGM) structure. Finally, the spectral expansion technique 
was employed for attaining the precise solution. Although the 
developed approach failed to consider D2D relay concerns to 
enhance the simulation.
 Ahmed et al. [52] developed a handover approach for se-
cure communication. This method was mainly applied to offer 
connectivity to mobile users everywhere. Here, the handover 
decision approaches were classified into five types based on 
the parameters. The received signal strength-based handover 
decision method was applied for providing low cost and high 
bandwidth. Furthermore, the users handle the different traffics, 
such as multimedia, data, and voice streams.
 He et al. [53] introduced the adaptive handover trigger ap-
proach. Initially, the clustering and mobility pattern detection 
of the mobile node. After that, using the outcome of clustering, 
the multiple hidden Markov models were trained to determine 
the grid sizes. At last, the correspondence among every cluster 
center and test route was identified using the hidden Markov 
models. Consequently, the Adaptive Received signal strength 
Prediction (ARP) approach was performed for predicting the 
strength. The technique was failed to enhance the predication 
efficiency for the developed adaptive handover
 Liu et al. [54] employed a fuzzy-based handover approach. 
This developed fuzzy clustering approach integrates multiple 
attributes decision approaches and fuzzy logic to ensure a hand-
over mechanism. At first, the optimal neighboring base station 
at the handover target was selected. The handover target can 
compact efficiently with multiple conflicts characteristic. After 
that, the decision engine closeness coefficient was utilized for 
determining the triggering timing. Here, the triggering method 
was permitted the base station for deciding the triggering time. 
The subtractive approach was executed to detect the member-
ship functions in fuzzy systems. Using this, the maintenance 
cost and the optimization cost is reduced and the number of 

handovers is also reduced. The security issues are not consid-
ered and network performances are not analyzed.
 Danyang et al. [55] presented the effective handover tech-
nique and a comprehensive load index in the 5G heterogeneous 
network. Here, handover parameters were utilized for selecting 
the network, and it was divided into several modules. Moreo-
ver, the triangle module fusion operator was employed for total 
network load and optimized the switching method. Addition-
ally, this technique was deployed for controlling higher-level 
user satisfaction as well as for reducing handover frequency. 
Finally, the block calculation technique was applied in this 
method to enhance the execution time of the system. The devel-
oped handover approach was failed to offer better QoS because 
of the heavy load.
 Fang et al. [56] introduced the Long-term evolution-based 
handover approach. In this technique, U-plane and C-plane 
were differentiated to resolve crucial handover problems. Here, 
the gray system theory was employed to develop handover trig-
ger decisions and predict several values to take the decision. In 
addition, different signaling was executed through a physical 
downlink shared channel, and it was planned through the chan-
nel. The other signaling element was utilized to generate and 
control the communication to ensure reliability. This method 
was failed to include Doppler Effect to manage handover prob-
lems.
 Chopra et al. [57] developed a technique for handover in a 
5G heterogeneous network. The thermal pattern approach was 
utilized to compute the precise position. Additionally, secrecy 
capacity analysis was executed on mobile user equipment with 
the consideration of various channel losses. Here, the thermal 
pattern-based tracing approach was utilized for effectively 
identifying low-security regions.
 Lahby et al. [58] introduced the k-partite graph-based 
handover approach in the 5G heterogeneous network. Initially, 
k-partite graph theory was employed for representing the verti-
cal handover problems. Here, the deployment of access points 
and user dynamics was considered through a mobile network 
operator. After that, the robust analytic hierarchy process was 
performed for calculating the weight of every edge. Finally, Di-
jkstra's technique was executed for identifying the better paths 
based on QoS. The packet loss and the delay are reduced with 
an increase in throughput value is achieved, but the computa-
tional cost and complexity are not analyzed. Besides, secure 
handover is also not analyzed.

III.  Analysis and Discussion

 This section illustrates the analysis and discussion of verti-
cal handover approaches in 5G heterogeneous networks using 
various research papers based on the utilized dataset, categori-
zation of techniques, performance evaluation metrics, and pub-
lication year.

A. Analysis based on approaches
 This section represents the review using several vertical 
handover approaches in 5G heterogeneous networks. Several 
approaches devised for the vertical handover are shown in 
Figure 2. From Figure 2, it is recognized that 24% of the re-
searchers utilized software-defined network-based approaches 
and 19% of the researchers are created radio access-based ap-
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proaches. Moreover, an authentication- based approach was 
used by 13% of researchers, and 21% of the research works 
are based on other approaches. Likewise, 7% of the researchers 
utilized the neural network-based, 6% of the research works 
are based on blockchain-based, and eNodeB-based approaches, 
and the remaining 4% of the researchers developed self-optimi-
zation-based approaches. Hence, from this analysis, software-
defined network-based approaches are extensively utilized for 
vertical handover in 5G heterogeneous networks.

Figure 2. Analysis based on approaches

B. Analysis in terms of toolset
 The different tools used by the traditional methods for the 
evaluation of the developed method are detailed in this sec-
tion. The analysis in terms of several tools applied is displayed 
in Figure 3. The software toolsets employed in the research 
papers are Monte Carlo simulations, MATLAB, Java Pairing 
Based Cryptography (JPBC), Pro Verif tool, High-Level Proto-
col Specification Language, AVISPA, BAN logic, OMNeT++ 
simulator, Scyther, INET 3.6.4 framework, NS-3 simulator, 
system-level simulation, Java Cryptography Extension (JCE), 
and Mininet emulator. Based on Figure 3, it is realized that 
MATLAB is the widely used software toolset for evaluating 
the vertical handover approaches.

Figure 3. Analysis based on the toolset

C.  Analysis based on publication year and the source
 This section displays the analysis based on published years. 
The analysis using the published Year is represented in Table 
I. Out of the 50 papers surveyed, more number of research pa-
pers was published in the Year 2019. The analysis based on the 
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This section displays the analysis based on published 
years. The analysis using the published Year is represented 
in Table 1. Out of the 50 papers surveyed, more number of 
research papers was published in the Year 2019. The 
analysis based on the publications is summarized in Table 
2. In IEEE journal more number of papers was published 
regarding the handover mechanism. 

 
 
 
 
 

TABLE 1. ANALYSIS USING PUBLISHED YEAR 

Year Journal Conference 

1999 2 - 

2012 1 - 

2013 1 - 

2014 1 3 

2015 3 4 

2016 3 1 

2017 7 4 

2018 5 2 

2019 15 5 

2020 1 1 

 
TABLE 2. ANALYSIS BASED ON PUBLICATIONS 

Publications Journal Conference 

IEEE 20 5 

Elsevier 7 - 

Springer 2 - 

KeAi 2 - 

Hindawi 1 - 

IAENG 1 - 

Publons 2 - 

Wiley 1 - 

TUCS 2 - 

Others 1 14 

D. Analysis in terms of employed datasets 
The analysis concerning the used dataset is detailed in 

this section. The precision and the legitimacy of the 
algorithm are validated effectively based on selecting the 
suitable dataset. Hence the best dataset selection also 
influences the performance of the system. Figure 4 shows 
the analysis of various datasets. The commonly utilized 
datasets in the vertical handover approach in 5G 
heterogeneous networks are Oracle, multi-dimensional 
radio-cognitive databases, GitHub, base station parameters, 
horizontal plane of artificial intelligence, Trajectory set, 
Fuzzy Logic Inference Systems, linguistic variables.  From 
Figure 4, it is understandable that the most continually 
utilized dataset is Fuzzy Logic Inference Systems.  
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Hence the best dataset selection also influences the perfor-
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From Figure 4, it is understandable that the most continually 
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E. Analysis in terms of evaluation metrics 
The performance metrics, such as ping-pong handover, 

spectrum efficiency, bandwidth, computation cost, 
communication cost, throughput, number of Handovers, 
handover failure, traffic overhead, packet loss, accuracy, 
signaling overhead, and handover success probability are 
considered for vertical handover approaches in 5G 
heterogeneous networks. From Table 3, it is observed that 
the number of handovers, handover failure probability, 
handover success probability, and ping-pong handover are 
usually chosen performance metrics. 

 
TABLE 3.ANALYSIS USING EVALUATION METRICS 

Performance 
metrics Number of Research papers 

Ping-pong handover [16] [11] [12] [51] [44] [54] [56] [34] [23]  
Spectrum efficiency [16] [57] 

Bandwidth [27] [39] [36] [19] [20] [33] 
Computation cost [1] [36] [47] [5] [41] 

Communication cost [1] [39] [36] [5] [41] 
Throughput [2] [28] [43] [34] [58] 
Number of 
Handovers 

[27] [17] [29] [49] [26] [38] [52] [54] [31] [40] 
[19] [21] [33] [34] [35] 

Handover failure 
probability 

[2] [28] [11] [51] [52] [53] [44] [30] [40] [56] 
[32] [21] [34] 

Traffic overhead [3] [18] 
Packet loss [44] [40] [21] [58] 
Accuracy [9] [46] [40] [57] [58] 

Signaling overhead [29] [48] 
Handover Success 

probability 
[42] [29] [51] [52] [53] [30] [48] [40] [56] [20] 

[34] 

F. Analysis based on the handover failure probability 
The analysis in terms of handover failure probability is 

illustrated in this section. Furthermore, Table 4 portrays the 
review in terms of handover failure probability is specified 
by five ranges. From the below Table, it is recognized that 
the research papers [2] [56] obtained better handover failure 
probability within the range of 90% - 99%, and the research 
papers [51] [30] had less handover failure probability 
within the range 50% - 59%. When a handover failure 
happens the interruption time maximizes considerably to 
more than hundreds of milliseconds. Hence, to fullfil the 
requirement in as numerous cases as possible, we need to 
reduce the rate of  handover Failure as close to zero as 

possible. As the network density increases, the frequency of 
handover increases that might outcome in higher handover 
failure rates. 

TABLE 4. ANALYSIS USING HANDOVER FAILURE PROBABILITY RANGE. 
Handover failure probability 

range Number of Research papers 

50% - 59% [51] [30] 
60% - 69% [52] [53] [34] 
70% - 79% [28] [44] [32] 
80% - 89% [11] [40] [21] 
90% - 99% [2] [56] 

IV.  CONCLUSION 
In this study, a survey is done on various vertical 

handover methods in the 5G heterogeneous network. The 
reviews are collected from several research papers that 
categorized into Radio access-based approaches, self 
optimization-based approaches, Software Defined Network-
based approaches, Authentication-based approaches, 
eNodeB-based approaches, Neural Network-based 
approaches, and Block chain-based approaches. The review 
of the traditional methods suggests future works for the 
vertical handover approaches in the 5G heterogeneous 
network by considering several research gaps and problems. 
The analysis of the survey is represented in terms of 
categorization techniques, utilized toolset, datasets used, 
and evaluation metrics. From this analysis, it is reviewed 
that a software-defined network-based approach is 
commonly used in research papers. Similarly, MATLAB is 
a frequently utilized software tool, and the fuzzy logic 
interference system database is a generally used toolset in 
the existing papers. Likewise, the number of handovers, 
handover failure probability, handover success probability, 
and ping-pong handover are the most generally used 
performance metric in most of the research papers.  

Besides, the proposed review helps the researchers to 
identify the research gaps and devise the new technique to 
overcome the challenges faced by the existing systems. The 
performance of the heterogeneous network is enhanced by 
reducing the delay and energy consumption. The context-
aware and QOS aware networks are flexible and are the 
most preferable for the vertical handover.  
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E.  Analysis in terms of evaluation metrics
 The performance metrics, such as ping-pong handover, 
spectrum efficiency, bandwidth, computation cost, communi-
cation cost, throughput, number of Handovers, handover fail-
ure, traffic overhead, packet loss, accuracy, signaling overhead, 
and handover success probability are considered for vertical 
handover approaches in 5G heterogeneous networks. From 
Table III, it is observed that the number of handovers, hando-
ver failure probability, handover success probability, and ping-
pong handover are usually chosen performance metrics.

TABLE III
Analysis using evaluation metrics

TABLE IV
Analysis using handover failure probability range

F.  Analysis based on the handover failure probability
 The analysis in terms of handover failure probability is il-
lustrated in this section. Furthermore, Table 4 portrays the re-
view in terms of handover failure probability is specified by 
five ranges. From the below Table, it is recognized that the 
research papers [2] [56] obtained better handover failure prob-
ability within the range of 90% - 99%, and the research papers 
[51] [30] had less handover failure probability within the range 
50% - 59%. When a handover failure happens the interruption 
time maximizes considerably to more than hundreds of milli-
seconds. Hence, to fullfil the requirement in as numerous cases 
as possible, we need to reduce the rate of handover Failure as 
close to zero as possible. As the network density increases, the 
frequency of handover increases that might outcome in higher 
handover failure rates.

IV.  Conclusion

 In this study, a survey is done on various vertical hando-
ver methods in the 5G heterogeneous network. The reviews 
are collected from several research papers that categorized 
into Radio access-based approaches, self optimization-based 
approaches, Software Defined Network-based approaches, 
Authentication-based approaches, eNodeB-based approaches, 
Neural Network-based approaches, and Block chain-based ap-
proaches. The review of the traditional methods suggests fu-
ture works for the vertical handover approaches in the 5G het-
erogeneous network by considering several research gaps and 
problems. The analysis of the survey is represented in terms 
of categorization techniques, utilized toolset, datasets used, 
and evaluation metrics. From this analysis, it is reviewed that 
a software-defined network-based approach is commonly used 
in research papers. Similarly, MATLAB is a frequently utilized 
software tool, and the fuzzy logic interference system database 
is a generally used toolset in the existing papers. Likewise, the 
number of handovers, handover failure probability, handover 
success probability, and ping-pong handover are the most gen-
erally used performance metric in most of the research papers.
 Besides, the proposed review helps the researchers to iden-
tify the research gaps and devise the new technique to over-
come the challenges faced by the existing systems. The perfor-
mance of the heterogeneous network is enhanced by reducing 
the delay and energy consumption. The context-aware and 
QOS aware networks are flexible and are the most preferable 
for the vertical handover.
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Abstract— Switching-Mode Power Supplies (SMPS) are often 

used to power on-board satellite payloads due to their good 
conversion efficiency. However, they emit radiated and conducted 
noise, which can disturb the operation of other payloads. The 
current ripple sum of the power supplies will appear on the power 
bus. There are many methods to reduce this summarized noise, 
one of them is to interleave the on-switching times of the 
converters. This ripple cancellation method can decrease the noise 
component on the switching frequency and on its upper 
harmonics. In this article we are going to demonstrate the effects
of the distributed interleaving with a measurement platform 
consisting of two Pulse Width Modulation (PWM) controlled Buck 
controllers.

Index Terms—switching-mode power supply, interleaving, 
conducted emission measurement, satellite power system

I. INTRODUCTION

N-board a satellite there are various payloads, which 
require different voltage levels to function. Switching-

mode power supplies are typically used to convert the voltage 
of the power bus to the adequate level. In a satellite power 
system the inputs of the converters are parallel connected and 
because of this their input current ripples will be summarized 
on the bus. There are different regulations to limit the noise 
emission of the converters (e.g. European Cooperation for 
Space Standardization (ECSS) standard). Most of the time 
differential and common mode filters are used for noise 
mitigation. However, these filters often contain bulky 
components requiring a lot of space. In case of constant-
frequency controlled power supplies the switching periods can 
be synchronized by an external clock. The phases of converter 
oscillator signals can be set to different values. With this phase 
division the on-switching times can be interleaved. In the case 
of two interleaved converters their input current ripples will be
180 degree out of phase, so they will cancel each other on the 
power bus [1]-[4]. The frequency of the summarized input 
current will be twice of the original, which can be filtered out 
with a smaller capacitor [3]. In the following chapters we will 
present the effects of the distributed interleaving with a setup 
consisting of two Buck converters. The setup was simulated in 
LTspice XVII (v.17.0.34.0) [5] simulation environment and 
later it was built and measurements were conducted.

1,2Department of Broadband Infocommunications and Electromagnetic 
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Fig. 1  LTspice Simulation block diagram

Fig. 2  LISN block diagram [7]

II. INTERLEAVING METHOD SIMULATION

The block diagram of the simulation can be seen in Fig 1. 
The task of the Line Impedance Stabilization Network (LISN) 
is to simulate the impedance of the satellite power bus and to 
isolate the Buck converters from external conducted 
disturbances [6], [7]. The LISN was made according to the
Electromagnetic Compatibility (EMC) ECSS standard and its 
block diagram can be seen in Fig 2 [7]. The 1 mF capacitance 
represents the bus capacitance. The 2 µH coils and the 100 mΩ 
resistances simulate the series inductance and resistance of the 
satellite harness. At higher frequencies the two 1.7 µF 
capacitances will shunt the 100 kΩ resistors, and the two 50 Ω 
resistors will be in series, making their net resistance 100 Ω,
which is the typical characteristic impedance of the satellite 
harness.
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its upper harmonics. In this article we are going to demonstrate 
the effects of the distributed interleaving with a measurement 
platform consisting of two Pulse Width Modulation (PWM) 
controlled Buck controllers.
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I. INTRODUCTION

N-board a satellite there are various payloads, which 
require different voltage levels to function. Switching-

mode power supplies are typically used to convert the voltage 
of the power bus to the adequate level. In a satellite power 
system the inputs of the converters are parallel connected and 
because of this their input current ripples will be summarized 
on the bus. There are different regulations to limit the noise 
emission of the converters (e.g. European Cooperation for 
Space Standardization (ECSS) standard). Most of the time 
differential and common mode filters are used for noise 
mitigation. However, these filters often contain bulky 
components requiring a lot of space. In case of constant-
frequency controlled power supplies the switching periods can 
be synchronized by an external clock. The phases of converter 
oscillator signals can be set to different values. With this phase 
division the on-switching times can be interleaved. In the case 
of two interleaved converters their input current ripples will be
180 degree out of phase, so they will cancel each other on the 
power bus [1]-[4]. The frequency of the summarized input 
current will be twice of the original, which can be filtered out 
with a smaller capacitor [3]. In the following chapters we will 
present the effects of the distributed interleaving with a setup 
consisting of two Buck converters. The setup was simulated in 
LTspice XVII (v.17.0.34.0) [5] simulation environment and 
later it was built and measurements were conducted.
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Fig. 1  LTspice Simulation block diagram

Fig. 2  LISN block diagram [7]

II. INTERLEAVING METHOD SIMULATION

The block diagram of the simulation can be seen in Fig 1. 
The task of the Line Impedance Stabilization Network (LISN) 
is to simulate the impedance of the satellite power bus and to 
isolate the Buck converters from external conducted 
disturbances [6], [7]. The LISN was made according to the
Electromagnetic Compatibility (EMC) ECSS standard and its 
block diagram can be seen in Fig 2 [7]. The 1 mF capacitance 
represents the bus capacitance. The 2 µH coils and the 100 mΩ 
resistances simulate the series inductance and resistance of the 
satellite harness. At higher frequencies the two 1.7 µF 
capacitances will shunt the 100 kΩ resistors, and the two 50 Ω 
resistors will be in series, making their net resistance 100 Ω,
which is the typical characteristic impedance of the satellite 
harness.
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In the simulations the converter Metal-Oxide-Semiconductor 
Field Effect Transistors (MOSFETs) were driven by two 50 
kHz square signals, the duty cycle of both signals were ~ 50 %. 
In Fig 1. we can see that the phase delay between the signals is
180°. In case of a signal with 50 kHz frequency (20 µs time 
period) this phase delay translates to 10 µs time delay. The input 
bus voltage of the converters was 25 V, their output voltage was 
12 V and their max output power was 48 W. In the simulation 
the output current of the converters were set to the same value.

To characterize the behavior of the system, the input currents 
of the converters and their summarized current were observed
in time domain and then were converted into spectrum with 
Fast-Fourier Transform (FFT) algorithm [8]. In Fig 3 and 4 we 
can see the simulation results. On top there is the summarized 
input current ripple of the converters and below is the current 
spectrum. From the figures we can see that the noise component 
on the 50 kHz switching frequency is completely diminished 
and the signal frequency is 100 kHz, the double of the original
[9]. The main components of the spectrum are the upper 
harmonics of this doubled frequency. In this simulation the 
value of the choke inductances and the driving signal duty 
cycles were completely identical. These are ideal conditions 
because the components would have a finite tolerance. Also, in 
case of individually controlled converters the duty cycles would 
not exactly match. If we repeat the same simulation but with 
1% choke inductance value tolerance and with slightly 
unmatched converter duty cycles, then we will get the results in
Fig 5 and 6 [1].

Fig. 3  PWR current signal – interleaved converters, simulation results

Fig. 4  PWR current amplitude spectrum – interleaved converters, simulation 
results

If more than 50 ns delay is added to the 10 µs time difference,
then the input current ripples of the converters will not be in 
anti-phase in every period. This extra delay can be attributed to 
the improper phase-shift caused by the different turn-on times 
of the switches [10]. In Fig 5. we can see that the current ripple 
cancellation occurs only every 20 µs. The effects of this extra 
delay may be mitigated by differential mode (DM) filtering
applied between the Power (PWR) and Return (RTN) (see Fig. 
1) lines. In Fig 6. we can see, that due to the 20 µs time period 
the noise appears on the 50 kHz switching frequency and on its 
upper harmonics. From the measurements we will get similar 
results in time-domain as well as in current spectrum.

It is possible to set the time difference between the driving 
signals to zero (Δφ = 0°). In Fig 7. the resulting (PWR) line
current signal can be seen. In this case the converter switch-on 
times are synchronized and their input current ripples are 
summarized in-phase on the PWR line.

Fig. 5  PWR current signal – interleaved converters, nonideal case, simulation 
results

Fig. 6  PWR current amplitude spectrum – interleaved converters, nonideal 
case, simulation results

Fig. 7 PWR current signal – synchronized converters, simulation results
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Fig. 8  PWR current spectrum comparison, simulation results

In Fig 8. we can compare the amplitude spectrum of the 
synchronized and interleaved converters. From this figure we 
can conclude that the noise component on the 50 kHz and on its 
odd upper harmonics (150 kHz, 250 kHz, 350 kHz…) is greatly 
reduced, especially on the switching frequency. The even upper 
harmonic components (100 kHz, 200 kHz, 300 kHz…) are 
amplified in case of the interleaved converters but due to the 
filtering of the LISN they mostly remain the same as in the case 
of synchronized converters. In these simulations we wanted to 
examine the effects of the interleaving directly and because of 
this we did not apply any filtering on the PWR and (RTN) lines 
excluding the LISN. In the next chapter we are going to present 
an EMC measurement setup with the same structure and the 
measurements described above will be conducted.

III. INTERLEAVING METHOD MEASUREMENT

For the measurements two Buck converters and a dedicated 
signal generator circuit was designed and built with the 
specification mentioned in the previous chapter. The block 
diagram in Fig 9. shows how the circuits are connected. For the 
regulation of the converters LM3524 Pulse Width Modulation
(PWM) [11] control ICs were selected. The IC oscillators were 
synchronized by the outputs of the signal generator. With this 
setup we can set the phase angles of the converter switch-on 
times. The two major possibilities are the interleaving (φ2 = 
180°) and the synchronization (φ2 = 0°) of the converters, but 
the phase delay can be set between these two values (see SYNC 
2 in Fig 9.).

In Fig 10 we can see the entire EMC measurement setup. The 
LISN in this setup has the same structure as the one used in the 
simulations. The current signal of the PWR line was measured 
with a DC current probe, which was connected to an Agilent 
oscilloscope. The measurements were taken in time domain and 
later they were converted into spectrum with the FFT function 
of the oscilloscope [8]. The signal generator was fed from a 
different source and as it can be seen from Fig 9. the outputs 
were galvanically separated from the converters. In Fig 11. the 
assembled EMC measurement setup is shown.

The conducted emission of a switching mode power supply 
(SMPS) can be broken up into two major components: 
differential mode noise and common mode (CM) noise. The 
EMC ECSS standard contains regulations for both [7]. We are 
going to use these regulations to compare the measured current 
amplitude spectrum. The spectrum was examined only between 

DC and 1 MHz due to the limitations of the oscilloscope, but an 
SMPS with a 50 kHz switching frequency can have noise 
components in a 100 MHz bandwidth. However, as we have 
seen previously from the simulations it is possible to make 
estimations from these measurements too [9].

Fig. 9  Block diagram: Buck converters with the signal generator

Fig. 10  Block diagram: EMC measurement setup

Fig. 11  EMC measurement setup assembled
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The current amplitude spectrum measured on the PWR line 
can be seen in Fig 12. The spectrum was measured in case of 
interleaved and synchronized converters. From the 
measurements we can come to the same conclusion, as in the 
case of simulations: the noise on the 50 kHz switching 
frequency and on its odd upper harmonics are greatly reduced 
and the even harmonic components are mostly on the same 
level as in the synchronized case. These statements are depicted 
in more detail with the column diagrams in Fig 13 and Fig 14.

Fig. 12 Current amplitude spectrum measured on the PWR line

Fig. 13  Measured current amplitude spectrum comparison of the odd harmonics

Fig. 14  Measured current amplitude spectrum comparison of the even 
harmonics

Fig. 15  Measured PWR current amplitude spectrum compared to differential 
mode limit (ECSS standard [7], p. 107, Fig. A-1)

The odd harmonic differences in Fig 13. are getting smaller 
as the frequency increases, because the amplitude of the 
components decreases exponentially in both control methods.
The highest attenuation (25 dB) is achieved on the switching 
frequency, and on the 19th (950 kHz) component is around 9 
dB. In Fig. 15. we compare the amplitude spectrum measured 
on the PWR line in case of interleaved converters against the 
differential mode limit issued in the ECSS EMC standard [7].
The measured PWR current spectrum is below the permitted 
level. The noise on the even harmonic components can be 
further filtered out with a capacitor between the PWR and RTN
lines. Due to the strong attenuation of the switching frequency
(and its odd harmonics), it is sufficient to filter the even
harmonic components, which can be managed with a smaller 
capacitor value.

IV. CONCLUSION

In this article we examined the noise reduction effect of the 
interleaving method in case of a system with two DC-DC Buck 
converters. From the measurements we concluded that the 
switching frequency component and its odd harmonics can be 
decreased greatly, but not entirely. In the simulations we could 
recreate similar results by taking into account conditions, which 
make the systems non-ideal: component value tolerance, non-
matching driving signal duty cycles and improper phase-shift.
However, there are other factors, which may influence the noise 
reduction of the interleaving method. On-board a satellite the 
payloads often require different voltages to function, but here 
we only studied two Buck converters with the same output 
voltages. If the output voltages are different, than the duty 
cycles and the peak-to-peak values of the input current ripples 
will be different. In such systems we can optimize the phase 
delay of the converters to improve the noise reduction of the 
interleaving [3].

IV.  Conclusion

 In this article we examined the noise reduction effect of 
the interleaving method in case of a system with two DC-DC 
Buck converters. From the measurements we concluded that 
the switching frequency component and its odd harmonics can 
be decreased greatly, but not entirely. In the simulations we 
could recreate similar results by taking into account conditions, 
which make the systems non-ideal: component value tolerance, 
non-matching driving signal duty cycles and improper phase- 
shift. However, there are other factors, which may influence 
the noise reduction of the interleaving method. On-board of a 
satellite the payloads often require different voltages to func-
tion, but here we only studied two Buck converters with the 
same output voltages. If the output voltages are different, then 
the duty cycles and the peak-to-peak values of the input current 
ripples will be different. In such systems we can optimize the 
phase delay of the converters to improve the noise reduction of 
the interleaving [3].
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Abstract—With the growth of streaming data from many 
domains such as transportation, finance, weather, etc, there has 
been a surge in interest in time series data mining. With this 
growth and massive amounts of time series data, time series rep- 
resentation has become essential for reducing dimensionality to 
overcome the available memory constraints. Moreover, time series 
data mining processes include similarity search and learning of 
historical data tasks. These tasks require high computation time, 
which can be reduced by reducing the data dimensionality. This 
paper proposes a novel time series representation called Adaptive 
Simulated Annealing Representation (ASAR). ASAR considers 
the time series representation as an optimization problem with 
the objective of preserving the time series shape and reducing 
the dimensionality. ASAR looks for the instances in the raw time 
series that can represent the local trends and neglect the rest. 
The Simulated Annealing optimization algorithm is adapted in 
this paper to fulfill the objective mentioned above. We compare 
ASAR to three well-known representation approaches from 
the literature. The experimental results have shown that ASAR 
achieved the highest reduction in the dimensions. Moreover, it has 
been shown that using the ASAR representation, the data mining 
process is accelerated the most. The ASAR has also been tested 
in terms of preserving the shape and the information of the time 
series by performing One Nearest Neighbor (1-NN) classification 
and K-means clustering, which assures its ability to preserve them 
by outperforming the competing approaches in the K-means task 
and achieving close accuracy in the 1-NN classification task.

Index Terms—Time Series Representation. Time Series Seg- 
mentation, Big Data, Dimensionality Reduction, Time Series 
Analysis.
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Abstract—With the growth of streaming data from many
domains such as transportation, finance, weather, etc, there has
been a surge in interest in time series data mining. With this
growth and massive amounts of time series data, time series rep-
resentation has become essential for reducing dimensionality to
overcome the available memory constraints. Moreover, time series
data mining processes include similarity search and learning of
historical data tasks. These tasks require high computation time,
which can be reduced by reducing the data dimensionality. This
paper proposes a novel time series representation called Adaptive
Simulated Annealing Representation (ASAR). ASAR considers
the time series representation as an optimization problem with
the objective of preserving the time series shape and reducing
the dimensionality. ASAR looks for the instances in the raw time
series that can represent the local trends and neglect the rest.
The Simulated Annealing optimization algorithm is adapted in
this paper to fulfill the objective mentioned above. We compare
ASAR to three well-known representation approaches from the
literature. The experimental results have shown that ASAR
achieved the highest reduction in the dimensions. Moreover, it has
been shown that using the ASAR representation, the data mining
process is accelerated the most. The ASAR has also been tested
in terms of preserving the shape and the information of the time
series by performing One Nearest Neighbor (1-NN) classification
and K-means clustering, which assures its ability to preserve them
by outperforming the competing approaches in the K-means task
and achieving close accuracy in the 1-NN classification task.

Index Terms—Time Series Representation. Time Series Seg-
mentation, Big Data, Dimensionality Reduction, Time Series
Analysis

I. INTRODUCTION

Nowadays, owing to the rapid advancement of the core tech-
nologies of data acquisition including the cloud data centers,
cell towers, and personal computers and smartphones, notably
with the emerging of the Internet of Things (IoT) technology
which automates the process of data collecting and storing,
massive amounts of data are being stored continuously for
future data mining tasks,which could contribute to the sustain-
able development goals (including Good Health, Sustainable
Cities, and Economic Growth) [1, 2]. The amount of available
data, either created, consumed, or stored, was estimated at 4.4
zettabytes in 2013, reaching 64.2 zettabytes in 2020, and is
expected to reach more than 180 zettabytes in 2025 [3, 4, 5].
Recently, Wu et al. [6] have studied the relation between green-
ing and big data by introducing the issues of big data from
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Services, Faculty of Electrical Engineering and Informatics, Budapest Uni-
versity of Technology and Economics, Műegyetem rkp. 3., H-1111 Budapest,
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the greening point of view. They have identified three main
domains which require greening. First, big data acquisitions
necessitate significant energy consumption for data collecting
as well as data transfer through networks. Second, storing
massive data has called for more advanced technologies that
are inefficient in terms of energy and resources. Third, the
process of analytics of big data is usually computationally ex-
pensive, consuming time, energy, and resources. As a result, a
dimensionality reduction technique can contribute to greening
big data storage and analytics by conserving storage space
while also reducing the computational complexity of the data
analytics process.

A significant amount of the generated data are streaming
data which is also known as time series data. Time series is a
sequence of observations, where each observation is recorded
sequentially with time [7]. Time Series data are used in various
domains including finance and stock market [8, 9], voice
recognition [10], online signature verification [11], failure
prediction in high performance computing and cloud systems
[12], earthquake forecasting[13], weather prediction [14], and
intelligent transportation systems [15]. Consequently, an enor-
mous amount of data are generated daily and requires special
memory management. As previously stated, such massive
data has two major consequences. First, a significant quan-
tity of memory must be provisioned, consuming energy and
resources. Second, because of the inherited high computation
complexity, processing and analyzing high-dimensional data
is challenging, making it difficult to analyze the time series
in its raw form. To achieve that, many researchers have in-
vestigated time series representation approaches, with various
ways offered to minimize time series high dimensionality
by expressing the time series in a new representation form
in a lower dimension space [16]. However, a common key
concept for applying valuable time series representation is
that the new representation of the time series must include
the original characteristic features in order to preserve the
important information of the raw time series (such as local
trends information and basic data distribution). Furthermore,
these features must be acquired while keeping the new rep-
resentation as simple as possible. Moreover, because time
series data comes from various domains and represents distinct
behaviors, the representation approach should be applicable
to numerous types of time series datasets. Therefore, the
time series representation approach should be general and
applicable to any dataset to be used as a preprocessing step.
As a result of these transformation criteria, storage space will
be saved and further processing and analysis of data will be
accelerated. In this paper, we adopt these criteria to propose
an effective offline time series representation approach termed
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overcome the available memory constraints. Moreover, time series
data mining processes include similarity search and learning of
historical data tasks. These tasks require high computation time,
which can be reduced by reducing the data dimensionality. This
paper proposes a novel time series representation called Adaptive
Simulated Annealing Representation (ASAR). ASAR considers
the time series representation as an optimization problem with
the objective of preserving the time series shape and reducing
the dimensionality. ASAR looks for the instances in the raw time
series that can represent the local trends and neglect the rest.
The Simulated Annealing optimization algorithm is adapted in
this paper to fulfill the objective mentioned above. We compare
ASAR to three well-known representation approaches from the
literature. The experimental results have shown that ASAR
achieved the highest reduction in the dimensions. Moreover, it has
been shown that using the ASAR representation, the data mining
process is accelerated the most. The ASAR has also been tested
in terms of preserving the shape and the information of the time
series by performing One Nearest Neighbor (1-NN) classification
and K-means clustering, which assures its ability to preserve them
by outperforming the competing approaches in the K-means task
and achieving close accuracy in the 1-NN classification task.
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I. INTRODUCTION

Nowadays, owing to the rapid advancement of the core tech-
nologies of data acquisition including the cloud data centers,
cell towers, and personal computers and smartphones, notably
with the emerging of the Internet of Things (IoT) technology
which automates the process of data collecting and storing,
massive amounts of data are being stored continuously for
future data mining tasks,which could contribute to the sustain-
able development goals (including Good Health, Sustainable
Cities, and Economic Growth) [1, 2]. The amount of available
data, either created, consumed, or stored, was estimated at 4.4
zettabytes in 2013, reaching 64.2 zettabytes in 2020, and is
expected to reach more than 180 zettabytes in 2025 [3, 4, 5].
Recently, Wu et al. [6] have studied the relation between green-
ing and big data by introducing the issues of big data from
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Hungary, e-mail: svilmos@hit.bme.hu.

the greening point of view. They have identified three main
domains which require greening. First, big data acquisitions
necessitate significant energy consumption for data collecting
as well as data transfer through networks. Second, storing
massive data has called for more advanced technologies that
are inefficient in terms of energy and resources. Third, the
process of analytics of big data is usually computationally ex-
pensive, consuming time, energy, and resources. As a result, a
dimensionality reduction technique can contribute to greening
big data storage and analytics by conserving storage space
while also reducing the computational complexity of the data
analytics process.

A significant amount of the generated data are streaming
data which is also known as time series data. Time series is a
sequence of observations, where each observation is recorded
sequentially with time [7]. Time Series data are used in various
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recognition [10], online signature verification [11], failure
prediction in high performance computing and cloud systems
[12], earthquake forecasting[13], weather prediction [14], and
intelligent transportation systems [15]. Consequently, an enor-
mous amount of data are generated daily and requires special
memory management. As previously stated, such massive
data has two major consequences. First, a significant quan-
tity of memory must be provisioned, consuming energy and
resources. Second, because of the inherited high computation
complexity, processing and analyzing high-dimensional data
is challenging, making it difficult to analyze the time series
in its raw form. To achieve that, many researchers have in-
vestigated time series representation approaches, with various
ways offered to minimize time series high dimensionality
by expressing the time series in a new representation form
in a lower dimension space [16]. However, a common key
concept for applying valuable time series representation is
that the new representation of the time series must include
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important information of the raw time series (such as local
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resentation as simple as possible. Moreover, because time
series data comes from various domains and represents distinct
behaviors, the representation approach should be applicable
to numerous types of time series datasets. Therefore, the
time series representation approach should be general and
applicable to any dataset to be used as a preprocessing step.
As a result of these transformation criteria, storage space will
be saved and further processing and analysis of data will be
accelerated. In this paper, we adopt these criteria to propose
an effective offline time series representation approach termed
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Adaptive Simulated Annealing Representation (ASAR). The
proposed approach treats the time series representation as an
optimization problem, with the aim of retaining the time series
shape while lowering dimensionality. Moreover, because it is
focused on tracking the local trends of the time series, the
proposed approach is able to transform any sort of time series
data with diverse characteristics and behavior.

Transforming the time series into a new representation has
several advantages. When it comes to extracting information
from time series data, several data mining tasks, such as
classification and clustering [17, 18], may be used to analyze
the time series data. As a consequence, with the requirement
to measure similarity and examine historical time series data
in order to apply effective classification or clustering tasks,
transforming the time series as a preprocessing step would give
minimal computing complexity and hence speedier results.
Furthermore, certain similarity metrics may get skewed due
to the distortion in the raw time series. As a result, changing
the time series while retaining its fundamental characteristic
features overcome this issue as well [19].

Time series representation methods that have been proposed
in the literature have several flaws; we will discuss them in
detail in the next section. Some of these methods transform
the time series into symbolic form and by this lose the original
structure, which makes it impossible to restore the shape of
the time series. In addition, some methods lose the local
trend information, which is crucial information for similarity
measuring of time series data. Some variants of these have
been proposed to include the trend information; however, this
comes with a cost of insufficient compression ratio, which is
considered one of the main objectives when representing time
series in a new form. In this paper, ASAR is proposed to
overcome the shortcomings of these methods by introducing
a shape-based representation of time series. ASAR keeps
the new form of the time series as simple as possible by
transforming the data into a lower dimension but with the
same shape as the raw time series together with the same
data distribution. This way, it addresses the issue of keeping
the original structure while compressing the data. Moreover,
by preserving the shape of the time series, the local trend
information is preserved, with no cost of including additional
information in the new representation. The proposed approach
ASAR is assessed and compared with some approaches from
the literature in this paper by measuring the Compression Ratio
(CN) to determine which approach saves the most memory.
Furthermore, classification and clustering tasks are used to
assess ASAR’s capacity to maintain time series information
(i.e., such as the local trends) and to demonstrate the process
acceleration feature. The following are the key contributions
of this paper:

• The new representation of time series ASAR can signif-
icantly reduce dimensionality while retaining the shape
of the time series. This conserves storage space without
losing the information required for future data mining
operations. Moreover, the high compression ratio that
can be achieved by ASAR accelerates future data mining
operations.

• The ASAR approach views time series representation as

an optimization issue with the objective of maintaining
the raw time series shape. This is achieved by tracking
local trends in the raw time series and expressing these
trends by the least number of segments. As a result,
ASAR has no restrictions on the type, shape, distribution,
or source domain of time series data.

This paper is organized as follows. Section 2 includes
a review of prior similar studies from the literature. The
proposed approach is explained in detail in Section 3. Section
4 presents the findings of the experimental analysis. Finally,
in section 5, the paper’s conclusion is provided.

II. RELATED WORKS

In the last two decades, the applications domains that apply
time series analysis have grown tremendously. In addition, the
rapid advancement in data acquisition technologies offered an
enormous amount of data which in turn could be mined to
form significant knowledge. As a consequence, numerous time
series representation methods were developed to overcome
the challenges of the data’s high dimensionality [20, 16].
Aghabozorgi et al. [19] classified the time series representation
methods into four main categories: data adaptive, non-data
adaptive, model-based, and data dictated representation meth-
ods. This section provides a brief overview of these categories
and the most significant approaches presented in the previous
two decades.

In data adaptive methods, the segmentation of the time
series is done with varied length segments. Singular Value De-
composition (SVD) was one of the earliest methods proposed
in time series dimensionality reduction [21]. It can be used
to represent multivariate time series data. SVD deals with the
multivariate time series as an (m∗n) matrix. It applies a space
rotation process to the best least-squares fit direction by factor-
izing the matrix into three other matrices (A = UΣV T ). U is
m ∗m unitary matrix, Σ is m ∗n rectangular diagonal matrix
with diagonal non-negative elements called singular values,
and V T is n∗n unitary matrix. The dimension of the matrix is
reduced by removing the least significant singular values in Σ
and the corresponding entries in U and V T . The disadvantage
of SVD is that it has high computation complexity O(mn2).
Years later, the Adaptive Piecewise Constant Approximation
(APCA) was proposed [22]. APCA segments the time series
into constant segments but with varying lengths. The new
representation is simply the records of the endpoints for each
segment with the mean value of the segment in the original raw
time series. With a computation complexity of O(n), APCA is
a faster method than SVD. However, a significant disadvantage
of APCA is that it loses the trend information since two
segments with two different trends may have the same mean
values. Gullo et al. [23] have proposed the Derivative time
series Segment Approximation (DSA) representation model.
DSA model transforms the raw time series into the derivative
estimation by computing the first derivative of each sample.
Then it segments the derivative estimation into variable-length
segments, where the breaking criterion is that the points that
have close slopes (close first derivative values) are in the same
segment. In other words, the segment keeps expanding while
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the absolute difference between the new sample and the mean
value of the previous samples within the segment is less than
a certain threshold. Finally, the new representation is formed
by pairs representing the segments. Each pair consists of the
timestamp of the last point in the segment, and an angle
demonstrates the average slope of this segment.

Non-data adaptive methods segment the time series with
fixed-length segments. One of the widely used time series
representation methods under this category is the symbolic
representation called the Symbolic Aggregate approXimation
(SAX) [24, 25]. SAX normalizes the time series to a zero mean
distribution and standard deviation of 1, keeping the different
time series within the same offset. Then the time series is trans-
formed into the Piecewise Aggregate Approximation (PAA)
representation [26], which in turn reduces the dimensionality.
PAA divides the time series into a number of equal-sized
frames. Then for each frame, the mean value of the points
within the frame is calculated, and finally, the sequence of the
mean values of all frames will be the new PAA representation.
As a result of the normalizing process, the time series follows
a Gaussian distribution. In the next step, the authors divide the
time series into equal-sized areas under the curve of the Gaus-
sian distribution (the same size as the PAA representation’s
frame). Finally, they assign a symbol for each area which will
be later assigned for all samples within this area. Based on the
sequence values obtained by the PAA representation, the time
series is transformed into a sequence of symbols called a word.
Similar to APCA, SAX has a drawback of losing the trend
information since segments have different trends but similar
slope values will be assigned by similar symbols. There are
several variants that have been proposed as SAX extensions.
Lkhagva et al. [27] have proposed to use the minimum and
maximum values within the segment in addition to the mean
value to overcome the drawback of SAX. However, this
will triple the dimension reduced by SAX. Another Variation
is proposed by Sun et al. [28] in their SAX-TD method.
SAX-TD adds the trend information of each segment to the
SAX representation by calculating the distance between the
segment’s ending points which they called the trend distance.
Consequently, the dimension is double that reduced by SAX.
Another extension, SAX with Standard Deviation (SAX SD),
has been proposed [29]. The authors improved SAX by adding
the standard deviation feature in addition to the mean value
in order to study the spread of the values within the segment
and to improve the similarity measure. In [30], Multivariate
Symbolic Aggregate Approximation (MSAX) was proposed
to represent multivariate time series data. Some applications
contain more than one variable explaining the same behavior.
Therefore, MSAX integrates the information of the different
time series in one symbolic representation. MSAX first checks
the dependency between the variables. If they are independent
of each other, the data are normalized. However, in the case of
dependent variables, a linear transformation must be applied.
Then, all the time series in the matrix are represented using
the PAA method. Last, discretization is applied resulting in
a symbol matrix. As a final step, the symbols in the matrix
are transformed into a sequence of symbols with a length
equal to the columns, where each entry is represented by

compressing the symbols in all rows (all the time series) in
the corresponding column.

Model-based representation methods transform the time
series stochastically. Time Series Bitmaps belongs to this
category [31]. Time Series Bitmaps uses the time series
extracted features and their frequencies to color a Bitmap. This
visualization of the similarities between time series offers the
users a fast discovery of the clusters, classes, anomalies, and
other shape-based tasks. This is done by first transforming the
continuous time series into discrete time series by applying
SAX. Then, the frequencies of the sub-words in the SAX
representation are counted, where the desired level of recursion
defines the length of the sub-word. These frequencies are
mapped into the corresponding pixel of the grid, where the
grid contains pixels that represent all possible sub-words
based on the desired level. The frequencies are normalized
by dividing them by the largest value to handle the length
variety between the time series. The final step is the color
mapping of these frequencies into the grid, which offers the
ability to compare the time series. It is not recommended to
use bitmaps representation for a single time series as it does
not offer any information. Another drawback of Bitmaps is
that the structure of the raw time series is hidden and cannot
be captured.

In data dictated methods, the compression ratio is not
defined in advance where it is dependent on the raw time series
behavior. The Clipped representation is an example of this
category [32, 33]. Clipped represents the time series as binary
values. The raw time series’ samples above the population’s
mean will be represented by 1, whereas those below the mean
will be represented by 0. The new binary representation is
compressed to a new sequence that contains the lengths of
the subsequences with the same value. It is unnecessary to
mention the sample value in addition to the length as a pair
because it is a binary representation. Hence, including the
first value is enough where the rest of the values will be
only toggling between 0 and 1. Zhan et al. [34] proposed the
Feature-based Clipped Representation (FCR). FCR divides the
time series into equal-length segments. Then it finds the trends’
turning points within each segment and their corresponding
importance indices using the method presented in [35]. The
turning points are then chosen based on their importance and
converted into binary values using the clipped representation,
which will be compressed to a new sequence that contains the
lengths of the subsequences with the same value. The clipped
representation here compares the values to the segment’s
mean instead of the population’s mean. Another example of
this category is the symbolic representation of the Fragment
Alignment Distance (FAD) method [36]. FAD estimates the
derivative of time series using the DSA method [23]. This
derivative estimation contains the trend information. After
that, FAD converts this derivative sequence into a symbolic
sequence R by setting a threshold and comparing it with the
derivative estimation value of each sample. If the value is less
than the threshold, the point has a small change compared to
the previous point, and they will be assigned with the same
symbol. However, if the value is bigger, the point has a big
change compared to the previous point, and so a different
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symbol will be assigned for this point. Finally, FAD transforms
the resulted symbolic representation series R into feature series
consisting of pairs of values. Each pair represents the symbol
of a similar subsequence and the length of this subsequence.
Another method that belongs to this category was proposed
in the paper [37] which is called Adaptive Particle Swarm
Optimization Segmentation (APSOS). APSOS deals with the
time series segmentation as an optimization problem. The
goal of the optimization is to minimize the error function
between the raw time series and the segmented time series.
To find the samples that best segment the series, they have
adapted the particle swarm optimization algorithm to find
the best segments’ endpoints. APSOS is able to capture the
trend information of the time series; however, it has high
computation complexity O(n2), which makes it difficult to
use with the high daily acquired streaming data.

The proposed approach in this paper is part of the data
dictated methods since it is based on tracking the local trends
in the raw-time series, and consequently, the compression ratio
is dependent on the time series behavior. It is inspired by the
APSOS approach by dealing with the time series segmentation
as an optimization problem. The following section introduces
the proposed approach in detail.

III. ADAPTIVE SIMULATED ANNEALING
REPRESENTATION (ASAR)

A brief summary of the significant approaches proposed in
the literature for representing time series was introduced in
the previous section. These approaches suffer from different
drawbacks. Some approaches are time-consuming due to the
high computational complexity required to create the represen-
tation of the raw time series. On the other hand, some of those
solutions with low computational complexity failed to capture
the local trends information. Furthermore, some approaches
do not offer a high enough compression ratio, where the high
compression ratio is one of the crucial features of a time
series representation; therefore, it became the key objective of
our work. The Adaptive Simulated Annealing Representation
(ASAR) is introduced in this paper to overcome these issues.
ASAR’s objective is to represent the time series in a new
form to achieve a high compression ratio, this way saving
the storage space and at the same time preserving the shape
of the time series, which will keep the essential features and
prevent information loss. Inspiring by the APSOS approach
[37], ASAR deals with the time series representation as an
optimization problem. This optimization aims to find the
instances in the raw time series that can describe the shape in
the possible best way, ignoring the rest of the instances. In the
following subsection, we define the time series representation
as an optimization problem.

A. Formulating Time Series Segmentation as an Optimization
Problem

Each time series contains several local trends, forming a
time series shape. For example, two time series may have
the same shape, which means that they follow the same
local trends. However, the time of occurrence of the local

trends does not have to be the same. As mentioned earlier,
ASAR is proposed to reduce the time series dimensions while
maintaining the time series shape. For this purpose, a heuristic
algorithm can be utilized. Heuristic algorithms are optimiza-
tion algorithms that can find an approximated optimum global
value for a particular function. Accordingly, in order to use
a heuristic algorithm to apply time series representation, the
time series representation must be formulated first as an
optimization problem with the objective of reducing the time
series dimensions while preserving the shape. Let us assume
that X is a time series of length n and is defined as:

X = {X1, X2, ..., Xn}

Our target is to find a new time series R, representing X
time series shape with a reduced dimensionality. The new
representation R can be defined as follows:

R = {R1, R2, ..., Rk} (1)

where k ≪ n. To illustrate, Figure 1 shows the objective
of the proposed approach using a synthetic time series. The
length of the raw time series (depicted by the blue line)
is 1000, whereas it can be reduced to 22 samples while
preserving the shape of the raw time series (the orange line).
It must be noted that this is just an illustrative example
of the approach’s objective, not the result of the ASAR’s
transformation. The segment from the time series R is defined

 

Fig. (1) An illustration example of the time series segmen-
tation result, note that the blue line represents the raw time
series, while the orange one represents the new time series
representation.

as the line connecting two consecutive points in the new
representation. Hence, R will contain k − 1 segments. This
segment is obtained by recording two timestamps from the
raw time series as endpoints and neglecting the timestamps
between them. However, the segment may still be used to
estimate the value for each timestamp of the raw time series
(even the neglected ones). This estimation can be specified by
the line equation (the line connecting the two endpoints). Let
us assume that RX represents a time series for the estimated
values of the raw time series from the point of view of the new
representation R, Then, the RXi’s approximate corresponding
value of Xi can be computed as follows:

RXi =
1
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us assume that RX represents a time series for the estimated
values of the raw time series from the point of view of the new
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where i is the index of the point that will be estimated, s is
the starting point of the segment where i locate, and e is the
endpoint of this segment (s,i, and e are timestamps from the
raw time series). The proof is as follows:

Based on the straight line equation:

RXi = m× i+ b (3)

where m is the slope of the line, and b is the y-intercept. The
slope m is calculated as follow:

m =
(Xe −Xs)

(e− s)
(4)

now substitute 4 in 3:

RXi =

(
(Xe −Xs)

(e− s)

)
× i+ b (5)

Hence, the y-intercept b can be defined as:

b = RXi −
(
(Xe −Xs)

(e− s)

)
× i (6)

by using the point e:

b = Xe −
(
(Xe −Xs)

(e− s)

)
× e (7)

now substitute 7 in 5:

RXi =

(
(Xe −Xs)

(e− s)

)
× i+Xe −

(
(Xe −Xs)

(e− s)

)
× e (8)

by expanding out the brackets we get equation 2:

RXi =
1

(e− s)
[(i− s)×Xe + (e− i)×Xs]

The approximating values (Ri ∀ s < i < e) will be
used to calculate the Mean of Squared Errors (MSE) for each
segment between the raw time series and the corresponding
approximate values in the new representation. MSE is the
average of the squared errors and is defined as:

MSE(s, e) =
1

e− s+ 1
×

e∑
i=s

(Xi −RXi)
2 (9)

MSE serves as an indicator of how much the segment that has
a starting point s and an endpoint e aligns the samples in the
range (s, e) from the raw time series. The MSE values then
will be compared to indicate the superiority between different
possible segments to represent the data. In other words, ASAR
computes the MSE for different segments (same starting point
but different endpoints) to find the best segment that has
the minimum MSE among them, which points to the best
alignment between the new segment and the corresponding
samples from the raw time series. For simplifying the imple-
mentation and for the purpose of direct calculations, equation
2 is substituted to equation 9, which gives us the following
formula:

MSE(s, e) =
1

e− s+ 1
×

e∑
i=s

(
Xi−

(i− s)Xe

(e− s)
+
(e− i)Xs

(e− s)

)2

(10)
The proposed ASAR algorithm aims to segment the raw

time series based on the local trends so that the points

that follow the same trend will be covered by one segment.
However, once the trend changes significantly, a new segment
should be used to cover the next points in the raw time series.
Moreover, since different segments can represent a trend, the
selected segment should be the best-aligned one with the
points that follows the same trend. From this point of view, we
have defined our objective function to find the best segment’s
endpoint as follows:

e = argmin
state

MSE(s, state) (11)

In the first segment, the starting point will be the first point
in the raw time series. So basically, this objective function
searches for the endpoint of the segment. Once the optimal
endpoint is found and recorded, our method starts to search
for the next endpoint, considering the previous endpoint as the
new segment’s starting point.

B. Simulated Annealing for ASAR

The Simulated Annealing (SA) heuristic algorithm [38] is
utilized in our method to find the new representation of the
time series which can maintain its shape. SA is chosen as the
heuristic algorithm in this paper due to its ability to overcome
the issue of being stuck at some local optima during the
global optimum solution search process. In addition, SA is a
robust and general algorithm as it makes no constraints on the
type of data. This allows for proposing a general time series
representation algorithm that can be applied for streaming data
coming from various domains. Moreover, in case the time
for the searching process is due to end, SA returns the best-
known solution. In other words, there is always a best-known
solution even if the time was not enough to complete the search
process.

The general principle of SA and its use in this paper can be
clarified as follows: the computational optimization by SA is a
probabilistic technique with the objective of finding the global
optimum value for a particular function within a solution
search space. The algorithm starts searching for the optimum
value by moving between the possible solutions randomly.
However, each transition is evaluated, and only those who
have a high transition probability will be considered. The
probability is controlled by two parameters, a change in the
system Energy ∆E, and a system temperature T . The solutions
resulting in smaller system energy are better than those solu-
tions with greater energy. Therefore, SA accepts the solutions
that result in smaller system energy. However, worse solutions
may still get accepted with a certain probability controlled by
the change in the system energy and temperature. The system
temperature is used to reduce the likelihood of accepting
worse solutions as the solution search space is investigated.
Accepting a worse solution provides a more thorough search
for the ideal global solution. Simulated Annealing operates
in the following manner. The temperature gradually declines
from a positive starting point to zero. At each time step, the
Simulated Annealing randomly picks a solution similar to the
current one, evaluates its quality, and progresses to it based
on the probability of picking better or worse solutions.
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Moreover, since different segments can represent a trend, the
selected segment should be the best-aligned one with the
points that follows the same trend. From this point of view, we
have defined our objective function to find the best segment’s
endpoint as follows:

e = argmin
state

MSE(s, state) (11)

In the first segment, the starting point will be the first point
in the raw time series. So basically, this objective function
searches for the endpoint of the segment. Once the optimal
endpoint is found and recorded, our method starts to search
for the next endpoint, considering the previous endpoint as the
new segment’s starting point.

B. Simulated Annealing for ASAR

The Simulated Annealing (SA) heuristic algorithm [38] is
utilized in our method to find the new representation of the
time series which can maintain its shape. SA is chosen as the
heuristic algorithm in this paper due to its ability to overcome
the issue of being stuck at some local optima during the
global optimum solution search process. In addition, SA is a
robust and general algorithm as it makes no constraints on the
type of data. This allows for proposing a general time series
representation algorithm that can be applied for streaming data
coming from various domains. Moreover, in case the time
for the searching process is due to end, SA returns the best-
known solution. In other words, there is always a best-known
solution even if the time was not enough to complete the search
process.

The general principle of SA and its use in this paper can be
clarified as follows: the computational optimization by SA is a
probabilistic technique with the objective of finding the global
optimum value for a particular function within a solution
search space. The algorithm starts searching for the optimum
value by moving between the possible solutions randomly.
However, each transition is evaluated, and only those who
have a high transition probability will be considered. The
probability is controlled by two parameters, a change in the
system Energy ∆E, and a system temperature T . The solutions
resulting in smaller system energy are better than those solu-
tions with greater energy. Therefore, SA accepts the solutions
that result in smaller system energy. However, worse solutions
may still get accepted with a certain probability controlled by
the change in the system energy and temperature. The system
temperature is used to reduce the likelihood of accepting
worse solutions as the solution search space is investigated.
Accepting a worse solution provides a more thorough search
for the ideal global solution. Simulated Annealing operates
in the following manner. The temperature gradually declines
from a positive starting point to zero. At each time step, the
Simulated Annealing randomly picks a solution similar to the
current one, evaluates its quality, and progresses to it based
on the probability of picking better or worse solutions.
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heuristic algorithm in this paper due to its ability to overcome
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for the searching process is due to end, SA returns the best-
known solution. In other words, there is always a best-known
solution even if the time was not enough to complete the search
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The general principle of SA and its use in this paper can be
clarified as follows: the computational optimization by SA is a
probabilistic technique with the objective of finding the global
optimum value for a particular function within a solution
search space. The algorithm starts searching for the optimum
value by moving between the possible solutions randomly.
However, each transition is evaluated, and only those who
have a high transition probability will be considered. The
probability is controlled by two parameters, a change in the
system Energy ∆E, and a system temperature T . The solutions
resulting in smaller system energy are better than those solu-
tions with greater energy. Therefore, SA accepts the solutions
that result in smaller system energy. However, worse solutions
may still get accepted with a certain probability controlled by
the change in the system energy and temperature. The system
temperature is used to reduce the likelihood of accepting
worse solutions as the solution search space is investigated.
Accepting a worse solution provides a more thorough search
for the ideal global solution. Simulated Annealing operates
in the following manner. The temperature gradually declines
from a positive starting point to zero. At each time step, the
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current one, evaluates its quality, and progresses to it based
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The time series representation has been formulated as an
optimization problem in order to apply the Simulated Anneal-
ing algorithm (see equation 11). The solution search space
has been adapted in this study to cover only a part of the
raw time series rather than the entire space. In other words,
because the time series contains several local trends, only a
window of the raw time series is inspected each time in order
to locate the best segment. As a result, the window of the
raw time series is investigated each time to locate the optimal
endpoint that depicts a local trend. The discovered endpoint is
then utilized as the starting point for the next segment search,
with the same window size serving as the search space. As
the entire solution space (the entire raw time series) is not
required in each segment inquiry, this reduces the computing
complexity of ASAR. In addition, for the reason that any local
trend consists of consecutive samples, the transition between
states in the Simulated Annealing is made incremental rather
than random in this paper. It should be emphasized that the
window size does not determine the size of the segments but
rather the size of the solution search space (i.e., the search
space for the segment endpoint). As a result, ASAR is not
sensitive to this window size setting because it is utilized to
reduce calculation complexity. We recommend setting a large
enough window size that can suit the majority of the local
trends (i.e., the window size is larger than the length of the
majority of the local trends). Nonetheless, not having a large
enough window size does not cause a problem in preserving
the shape of the time series; however, local trends with lengths
greater than the window size will be represented by more than
one segment.

1) Energy Function: The Mean of Squared Errors defined
in equation 10 is used as the energy function in this paper.
The change in the energy function when moving from a state
(state) to a state (state+ 1) is defined as follows:

∆Estate = MSE(s, state− 1)−MSE(s, state) (12)

2) Cooling Schedule: The other parameter which controls
the acceptance probability of the new state is the temperature.
The temperature should decline gradually, which is controlled
by the cooling schedule. In this paper, the cooling schedule is
defined linearly as follows:

Tstate = α× Tstate−1 (13)

where T is the system temperature, and α is cooling parameter.
In this paper, we adopt the definition provided in the paper [39]
to calculate the α value.

α =


Tinitial

Tfinal

� 1
w


(14)

where w is the window size used for the search space. The
final temperature is typically set close to 0. However, the initial
temperature is problem-dependent and has to be studied and
set based on the use case. This definition of α ensures that the
temperature starts with a high value and decreases gradually
towards the low final value. In other words, at the beginning
of the process, the temperature is set to be high, resulting in a
high probability of accepting states. However, as the process

gets through, the temperature value decreases, resulting in a
lower probability of accepting solutions.

3) Acceptance Probability: The probability function used
in this paper is defined as:

Prstate =


1 ∆Estate > 0

e
∆Estate
Tstate ∆Estate < 0

(15)

Prstate contains two different factors; the system temperature
Tstate, and the change in energy function ∆Estate. The
probability is directly proportional to the system temperature
and the change in energy. Table I explain the effects of these
factors.

TABLE (I) The effects that each factor can cause on the
probability value.

Factor Magnitude Effect on probability

T
High High
Low Low

∆E
High High
Low Low

4) Acceptance Criteria: SA searches for the segment that
will keep the change in the energy positive as it indicates that
the new MSE is better than the previous one, meaning that
it is a good move. However, in case of a bad move, i.e., the
energy is negative, the SA may still make the move but with a
certain probability to ensure finding the global minima where
the segment’s MSE reflects the best segment alignment with
the raw data. Once the state is rejected, the previous state will
be used to record a new value in the new representation R
as it indicates the best endpoint that makes the best segment
alignment. This is expressed as follows:

state =




Accepted ∆Estate > 0
Accepted Prstate > rand(0, 1)
Rejected (Rc = Xstate−1) Prstate < rand(0, 1)

(16)

where c is the timestamp of the new record in the new
representation, starting from 1 and increasing by 1 with each
new record until it reaches the new representation length k. To
summarize, the ASAR approach searches for the points that
can explain the local trends and neglects the rest to reduce the
data dimensions while preserving the shape of the time series.
Table II shows the ASAR algorithm’s pseudocode.

IV. EXPERIMENTAL RESULTS AND PERFORMANCE
EVALUATION

In this section, the proposed approach is compared to three
significant approaches from the literature, the PAA, the SAX,
and the FAD approaches. Since representation approaches
are not direct methods to extract information, a validation
experiment is designed in this paper to test the ability of
ASAR to preserve the information of the raw time series by
applying similarity search and detection tasks using time series
classification and time series clustering methods. In addition,
to test the effectiveness of ASAR, it is compared with the
competing approaches in terms of the compression ratio in
order to test the storage space saving supremacy. Moreover, the
time performance of each approach for applying classification
or clustering tasks is compared to demonstrate which approach
accelerates the data mining process the most.

6

The time series representation has been formulated as an
optimization problem in order to apply the Simulated Anneal-
ing algorithm (see equation 11). The solution search space
has been adapted in this study to cover only a part of the
raw time series rather than the entire space. In other words,
because the time series contains several local trends, only a
window of the raw time series is inspected each time in order
to locate the best segment. As a result, the window of the
raw time series is investigated each time to locate the optimal
endpoint that depicts a local trend. The discovered endpoint is
then utilized as the starting point for the next segment search,
with the same window size serving as the search space. As
the entire solution space (the entire raw time series) is not
required in each segment inquiry, this reduces the computing
complexity of ASAR. In addition, for the reason that any local
trend consists of consecutive samples, the transition between
states in the Simulated Annealing is made incremental rather
than random in this paper. It should be emphasized that the
window size does not determine the size of the segments but
rather the size of the solution search space (i.e., the search
space for the segment endpoint). As a result, ASAR is not
sensitive to this window size setting because it is utilized to
reduce calculation complexity. We recommend setting a large
enough window size that can suit the majority of the local
trends (i.e., the window size is larger than the length of the
majority of the local trends). Nonetheless, not having a large
enough window size does not cause a problem in preserving
the shape of the time series; however, local trends with lengths
greater than the window size will be represented by more than
one segment.

1) Energy Function: The Mean of Squared Errors defined
in equation 10 is used as the energy function in this paper.
The change in the energy function when moving from a state
(state) to a state (state+ 1) is defined as follows:

∆Estate = MSE(s, state− 1)−MSE(s, state) (12)

2) Cooling Schedule: The other parameter which controls
the acceptance probability of the new state is the temperature.
The temperature should decline gradually, which is controlled
by the cooling schedule. In this paper, the cooling schedule is
defined linearly as follows:

Tstate = α× Tstate−1 (13)

where T is the system temperature, and α is cooling parameter.
In this paper, we adopt the definition provided in the paper [39]
to calculate the α value.

α =


Tinitial

Tfinal

� 1
w


(14)

where w is the window size used for the search space. The
final temperature is typically set close to 0. However, the initial
temperature is problem-dependent and has to be studied and
set based on the use case. This definition of α ensures that the
temperature starts with a high value and decreases gradually
towards the low final value. In other words, at the beginning
of the process, the temperature is set to be high, resulting in a
high probability of accepting states. However, as the process

gets through, the temperature value decreases, resulting in a
lower probability of accepting solutions.

3) Acceptance Probability: The probability function used
in this paper is defined as:

Prstate =


1 ∆Estate > 0

e
∆Estate
Tstate ∆Estate < 0

(15)

Prstate contains two different factors; the system temperature
Tstate, and the change in energy function ∆Estate. The
probability is directly proportional to the system temperature
and the change in energy. Table I explain the effects of these
factors.

TABLE (I) The effects that each factor can cause on the
probability value.

Factor Magnitude Effect on probability

T
High High
Low Low

∆E
High High
Low Low

4) Acceptance Criteria: SA searches for the segment that
will keep the change in the energy positive as it indicates that
the new MSE is better than the previous one, meaning that
it is a good move. However, in case of a bad move, i.e., the
energy is negative, the SA may still make the move but with a
certain probability to ensure finding the global minima where
the segment’s MSE reflects the best segment alignment with
the raw data. Once the state is rejected, the previous state will
be used to record a new value in the new representation R
as it indicates the best endpoint that makes the best segment
alignment. This is expressed as follows:

state =




Accepted ∆Estate > 0
Accepted Prstate > rand(0, 1)
Rejected (Rc = Xstate−1) Prstate < rand(0, 1)

(16)

where c is the timestamp of the new record in the new
representation, starting from 1 and increasing by 1 with each
new record until it reaches the new representation length k. To
summarize, the ASAR approach searches for the points that
can explain the local trends and neglects the rest to reduce the
data dimensions while preserving the shape of the time series.
Table II shows the ASAR algorithm’s pseudocode.

IV. EXPERIMENTAL RESULTS AND PERFORMANCE
EVALUATION

In this section, the proposed approach is compared to three
significant approaches from the literature, the PAA, the SAX,
and the FAD approaches. Since representation approaches
are not direct methods to extract information, a validation
experiment is designed in this paper to test the ability of
ASAR to preserve the information of the raw time series by
applying similarity search and detection tasks using time series
classification and time series clustering methods. In addition,
to test the effectiveness of ASAR, it is compared with the
competing approaches in terms of the compression ratio in
order to test the storage space saving supremacy. Moreover, the
time performance of each approach for applying classification
or clustering tasks is compared to demonstrate which approach
accelerates the data mining process the most.

6

The time series representation has been formulated as an
optimization problem in order to apply the Simulated Anneal-
ing algorithm (see equation 11). The solution search space
has been adapted in this study to cover only a part of the
raw time series rather than the entire space. In other words,
because the time series contains several local trends, only a
window of the raw time series is inspected each time in order
to locate the best segment. As a result, the window of the
raw time series is investigated each time to locate the optimal
endpoint that depicts a local trend. The discovered endpoint is
then utilized as the starting point for the next segment search,
with the same window size serving as the search space. As
the entire solution space (the entire raw time series) is not
required in each segment inquiry, this reduces the computing
complexity of ASAR. In addition, for the reason that any local
trend consists of consecutive samples, the transition between
states in the Simulated Annealing is made incremental rather
than random in this paper. It should be emphasized that the
window size does not determine the size of the segments but
rather the size of the solution search space (i.e., the search
space for the segment endpoint). As a result, ASAR is not
sensitive to this window size setting because it is utilized to
reduce calculation complexity. We recommend setting a large
enough window size that can suit the majority of the local
trends (i.e., the window size is larger than the length of the
majority of the local trends). Nonetheless, not having a large
enough window size does not cause a problem in preserving
the shape of the time series; however, local trends with lengths
greater than the window size will be represented by more than
one segment.

1) Energy Function: The Mean of Squared Errors defined
in equation 10 is used as the energy function in this paper.
The change in the energy function when moving from a state
(state) to a state (state+ 1) is defined as follows:

∆Estate = MSE(s, state− 1)−MSE(s, state) (12)

2) Cooling Schedule: The other parameter which controls
the acceptance probability of the new state is the temperature.
The temperature should decline gradually, which is controlled
by the cooling schedule. In this paper, the cooling schedule is
defined linearly as follows:

Tstate = α× Tstate−1 (13)

where T is the system temperature, and α is cooling parameter.
In this paper, we adopt the definition provided in the paper [39]
to calculate the α value.

α =

Tinitial

Tfinal

� 1
w


(14)

where w is the window size used for the search space. The
final temperature is typically set close to 0. However, the initial
temperature is problem-dependent and has to be studied and
set based on the use case. This definition of α ensures that the
temperature starts with a high value and decreases gradually
towards the low final value. In other words, at the beginning
of the process, the temperature is set to be high, resulting in a
high probability of accepting states. However, as the process

gets through, the temperature value decreases, resulting in a
lower probability of accepting solutions.

3) Acceptance Probability: The probability function used
in this paper is defined as:

Prstate =


1 ∆Estate > 0

e
∆Estate
Tstate ∆Estate < 0

(15)

Prstate contains two different factors; the system temperature
Tstate, and the change in energy function ∆Estate. The
probability is directly proportional to the system temperature
and the change in energy. Table I explain the effects of these
factors.

TABLE (I) The effects that each factor can cause on the
probability value.

Factor Magnitude Effect on probability

T High High
Low Low

∆E High High
Low Low

4) Acceptance Criteria: SA searches for the segment that
will keep the change in the energy positive as it indicates that
the new MSE is better than the previous one, meaning that
it is a good move. However, in case of a bad move, i.e., the
energy is negative, the SA may still make the move but with a
certain probability to ensure finding the global minima where
the segment’s MSE reflects the best segment alignment with
the raw data. Once the state is rejected, the previous state will
be used to record a new value in the new representation R
as it indicates the best endpoint that makes the best segment
alignment. This is expressed as follows:

state =




Accepted ∆Estate > 0
Accepted Prstate > rand(0, 1)
Rejected (Rc = Xstate−1) Prstate < rand(0, 1)

(16)

where c is the timestamp of the new record in the new
representation, starting from 1 and increasing by 1 with each
new record until it reaches the new representation length k. To
summarize, the ASAR approach searches for the points that
can explain the local trends and neglects the rest to reduce the
data dimensions while preserving the shape of the time series.
Table II shows the ASAR algorithm’s pseudocode.

IV. EXPERIMENTAL RESULTS AND PERFORMANCE
EVALUATION

In this section, the proposed approach is compared to three
significant approaches from the literature, the PAA, the SAX,
and the FAD approaches. Since representation approaches
are not direct methods to extract information, a validation
experiment is designed in this paper to test the ability of
ASAR to preserve the information of the raw time series by
applying similarity search and detection tasks using time series
classification and time series clustering methods. In addition,
to test the effectiveness of ASAR, it is compared with the
competing approaches in terms of the compression ratio in
order to test the storage space saving supremacy. Moreover, the
time performance of each approach for applying classification
or clustering tasks is compared to demonstrate which approach
accelerates the data mining process the most.

6

The time series representation has been formulated as an
optimization problem in order to apply the Simulated Anneal-
ing algorithm (see equation 11). The solution search space
has been adapted in this study to cover only a part of the
raw time series rather than the entire space. In other words,
because the time series contains several local trends, only a
window of the raw time series is inspected each time in order
to locate the best segment. As a result, the window of the
raw time series is investigated each time to locate the optimal
endpoint that depicts a local trend. The discovered endpoint is
then utilized as the starting point for the next segment search,
with the same window size serving as the search space. As
the entire solution space (the entire raw time series) is not
required in each segment inquiry, this reduces the computing
complexity of ASAR. In addition, for the reason that any local
trend consists of consecutive samples, the transition between
states in the Simulated Annealing is made incremental rather
than random in this paper. It should be emphasized that the
window size does not determine the size of the segments but
rather the size of the solution search space (i.e., the search
space for the segment endpoint). As a result, ASAR is not
sensitive to this window size setting because it is utilized to
reduce calculation complexity. We recommend setting a large
enough window size that can suit the majority of the local
trends (i.e., the window size is larger than the length of the
majority of the local trends). Nonetheless, not having a large
enough window size does not cause a problem in preserving
the shape of the time series; however, local trends with lengths
greater than the window size will be represented by more than
one segment.

1) Energy Function: The Mean of Squared Errors defined
in equation 10 is used as the energy function in this paper.
The change in the energy function when moving from a state
(state) to a state (state+ 1) is defined as follows:

∆Estate = MSE(s, state− 1)−MSE(s, state) (12)

2) Cooling Schedule: The other parameter which controls
the acceptance probability of the new state is the temperature.
The temperature should decline gradually, which is controlled
by the cooling schedule. In this paper, the cooling schedule is
defined linearly as follows:

Tstate = α× Tstate−1 (13)

where T is the system temperature, and α is cooling parameter.
In this paper, we adopt the definition provided in the paper [39]
to calculate the α value.

α =


Tinitial

Tfinal

� 1
w


(14)

where w is the window size used for the search space. The
final temperature is typically set close to 0. However, the initial
temperature is problem-dependent and has to be studied and
set based on the use case. This definition of α ensures that the
temperature starts with a high value and decreases gradually
towards the low final value. In other words, at the beginning
of the process, the temperature is set to be high, resulting in a
high probability of accepting states. However, as the process

gets through, the temperature value decreases, resulting in a
lower probability of accepting solutions.

3) Acceptance Probability: The probability function used
in this paper is defined as:

Prstate =


1 ∆Estate > 0

e
∆Estate
Tstate ∆Estate < 0

(15)

Prstate contains two different factors; the system temperature
Tstate, and the change in energy function ∆Estate. The
probability is directly proportional to the system temperature
and the change in energy. Table I explain the effects of these
factors.

TABLE (I) The effects that each factor can cause on the
probability value.

Factor Magnitude Effect on probability

T
High High
Low Low

∆E
High High
Low Low

4) Acceptance Criteria: SA searches for the segment that
will keep the change in the energy positive as it indicates that
the new MSE is better than the previous one, meaning that
it is a good move. However, in case of a bad move, i.e., the
energy is negative, the SA may still make the move but with a
certain probability to ensure finding the global minima where
the segment’s MSE reflects the best segment alignment with
the raw data. Once the state is rejected, the previous state will
be used to record a new value in the new representation R
as it indicates the best endpoint that makes the best segment
alignment. This is expressed as follows:

state =




Accepted ∆Estate > 0
Accepted Prstate > rand(0, 1)
Rejected (Rc = Xstate−1) Prstate < rand(0, 1)

(16)

where c is the timestamp of the new record in the new
representation, starting from 1 and increasing by 1 with each
new record until it reaches the new representation length k. To
summarize, the ASAR approach searches for the points that
can explain the local trends and neglects the rest to reduce the
data dimensions while preserving the shape of the time series.
Table II shows the ASAR algorithm’s pseudocode.

IV. EXPERIMENTAL RESULTS AND PERFORMANCE
EVALUATION

In this section, the proposed approach is compared to three
significant approaches from the literature, the PAA, the SAX,
and the FAD approaches. Since representation approaches
are not direct methods to extract information, a validation
experiment is designed in this paper to test the ability of
ASAR to preserve the information of the raw time series by
applying similarity search and detection tasks using time series
classification and time series clustering methods. In addition,
to test the effectiveness of ASAR, it is compared with the
competing approaches in terms of the compression ratio in
order to test the storage space saving supremacy. Moreover, the
time performance of each approach for applying classification
or clustering tasks is compared to demonstrate which approach
accelerates the data mining process the most.

TABLE (I)
The effects that each factor can cause on the probability value.



A Novel Time Series Representation Approach for
Dimensionality Reduction

JUNE 2022 • VOLUME XIV • NUMBER 250

INFOCOMMUNICATIONS JOURNAL

7

TABLE (II) The pseudo code implementation of the pro-
posed ASAR algorithm.

Algorithm: Adaptive Simulated Annealing Representation (ASAR)
Input: Time Series X = (X1, X2, ..., Xn)
Output: Time Series R = (R1, R2, ..., Rk)

1. k = 1, s = 1, state = s+ 3,Rk = X1

2. For T = Tmax:Tmin do:
If (∆Estate > 0):

state = state+ 1
Else if (Prstate > rand(0, 1))

state = state+ 1
Else

Break
End if

End for
3. k = k + 1

Rk = Xstate−1

s = state− 1
Go to 2

A. Assessment algorithms

In order to evaluate the ability of ASAR to maintain the
time series information, it is tested and compared with other
approaches based on similarity search tasks. Standard classi-
fication and clustering algorithms are applied as the paper’s
objective is not the similarity search tasks themselves but the
dimensionality reduction. Therefore, we chose to apply the
well-known algorithms, One Nearest Neighbor (1-NN) for the
classification and K-means for the clustering.

1) One Nearest Neighbor classification (1-NN): In K Near-
est Neighbor (K-NN) classification [40], the tested instance
is classified based on the classes of the closest k instances.
In other words, the algorithm checks the class of closest
k instances (using a similarity metric) and applies majority
voting to predict the tested instance class. Since the classifi-
cation task is not the main objective of this paper, the One
Nearest Neighbor (1-NN) has been chosen in this paper as the
most basic, straightforward, and standard method to check the
similarity between time series. Moreover, it provides a fairer
comparison as it does not require parameter tuning, leading to
unbiased results. We use 50% of the dataset under study as a
training dataset and 50% as a testing dataset.

2) K-means Clustering: One of the well-known and most
used clustering algorithms is the K-means algorithm [19]. It
is a partitioning clustering approach that separates the data
into k clusters, intending to minimize the distance between
the instances and the cluster center and maximize the distance
between the instances from different clusters. In this paper,
K-means is used to provide a more thorough analysis of the
ability of ASAR to preserve the shape of the time series by
testing its accuracy of clustering the data based on the time
series shape. Since K-means requires setting the number of
clusters k in advance, we use the actual number of the classes
of the labeled dataset under study.

B. Assessment Criteria

To assess the classification and clustering results of the
competing approaches, the F-measure (or F-score) [41] is used
in this paper. It is an accuracy measure determined using
the test’s precision and recall. The precision is the number

of the true predicted positives divided by the number of
all predicted positives. The recall is the number of the true
predicted positives divided by the number of actual positives.
The F-measure is defined as follows:

F -measure = 2×Precision×Recall
Precision+Recall = TP

TP+ 1
2 (FP+FN)

(17)

The compression ratio (CR) in the new representation of
the time series is computed to assess the degree of dimen-
sionality reduction achieved by the competing approaches and
demonstrate the superiority in storage space savings. The
compression ratio explains the proportion of the reduction in
the length of the time series to the original length and can be
calculated as follows:

CR =
n− k

n
× 100% (18)

where n is the raw time series length, and k is the length of
the time series in the new representation form.

C. Dataset Description

The UCR Time Series Classification Archive [42] is em-
ployed in this paper to evaluate the proposed approach. The
data in the archive is z-normalized and originates from several
domains, providing variety for the time series form. The
experiment in this study has been applied to eight datasets. The
datasets are chosen to have varying lengths and to exhibit a
variety of characteristics to evaluate ASAR’s ability to handle
diverse types of time series. The data in the UCR repository is
divided into two sets: training and testing. In this experiment,
we choose the testing set since its bigger size provides for
more robust results. Table III shows the dataset information
used in the experiment.

TABLE (III) The information of the selected datasets from
the UCR archive.

Name Dataset Size Time Series Length Number of Classes
HandOutlines 1000 2709 2
StarLightCurves 1000 1024 3
Lightning-2 60 637 2
OSU Leaf 200 427 6
ShapeletSim 180 500 2
WormsTwoClass 180 900 2
Yoga 1000 426 2
Trace 100 275 4

D. Parameters Tuning

One or more parameters must be tuned for the competing so-
lutions. We used the parameter sweeping technique to tune the
parameters as in the original articles [36, 26, 25]. FAD requires
adjusting two parameters: the threshold used to determine
symbol changes and the number of symbols. The threshold
is changed by 0.01 increments between 0 and 0.2, whereas
the number of symbols is adjusted by one increment between
3 and 7. A threshold of 0.02 with a number of symbols of 5
has shown the best performance for the classification and the
clustering tasks.

Since the time series is divided into equal-sized frames, PAA
requires tuning the frame size. The frame size is adjusted by
one increment between 2 and 100. A frame size of 8 has shown
the best classification and clustering results.
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To assess the classification and clustering results of the
competing approaches, the F-measure (or F-score) [41] is used
in this paper. It is an accuracy measure determined using
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objective is not the similarity search tasks themselves but the
dimensionality reduction. Therefore, we chose to apply the
well-known algorithms, One Nearest Neighbor (1-NN) for the
classification and K-means for the clustering.

1) One Nearest Neighbor classification (1-NN): In K Near-
est Neighbor (K-NN) classification [40], the tested instance
is classified based on the classes of the closest k instances.
In other words, the algorithm checks the class of closest
k instances (using a similarity metric) and applies majority
voting to predict the tested instance class. Since the classifi-
cation task is not the main objective of this paper, the One
Nearest Neighbor (1-NN) has been chosen in this paper as the
most basic, straightforward, and standard method to check the
similarity between time series. Moreover, it provides a fairer
comparison as it does not require parameter tuning, leading to
unbiased results. We use 50% of the dataset under study as a
training dataset and 50% as a testing dataset.

2) K-means Clustering: One of the well-known and most
used clustering algorithms is the K-means algorithm [19]. It
is a partitioning clustering approach that separates the data
into k clusters, intending to minimize the distance between
the instances and the cluster center and maximize the distance
between the instances from different clusters. In this paper,
K-means is used to provide a more thorough analysis of the
ability of ASAR to preserve the shape of the time series by
testing its accuracy of clustering the data based on the time
series shape. Since K-means requires setting the number of
clusters k in advance, we use the actual number of the classes
of the labeled dataset under study.

B. Assessment Criteria

To assess the classification and clustering results of the
competing approaches, the F-measure (or F-score) [41] is used
in this paper. It is an accuracy measure determined using
the test’s precision and recall. The precision is the number

of the true predicted positives divided by the number of
all predicted positives. The recall is the number of the true
predicted positives divided by the number of actual positives.
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F -measure = 2×Precision×Recall
Precision+Recall = TP
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The compression ratio (CR) in the new representation of
the time series is computed to assess the degree of dimen-
sionality reduction achieved by the competing approaches and
demonstrate the superiority in storage space savings. The
compression ratio explains the proportion of the reduction in
the length of the time series to the original length and can be
calculated as follows:

CR =
n− k

n
× 100% (18)

where n is the raw time series length, and k is the length of
the time series in the new representation form.

C. Dataset Description

The UCR Time Series Classification Archive [42] is em-
ployed in this paper to evaluate the proposed approach. The
data in the archive is z-normalized and originates from several
domains, providing variety for the time series form. The
experiment in this study has been applied to eight datasets. The
datasets are chosen to have varying lengths and to exhibit a
variety of characteristics to evaluate ASAR’s ability to handle
diverse types of time series. The data in the UCR repository is
divided into two sets: training and testing. In this experiment,
we choose the testing set since its bigger size provides for
more robust results. Table III shows the dataset information
used in the experiment.

TABLE (III) The information of the selected datasets from
the UCR archive.

Name Dataset Size Time Series Length Number of Classes
HandOutlines 1000 2709 2
StarLightCurves 1000 1024 3
Lightning-2 60 637 2
OSU Leaf 200 427 6
ShapeletSim 180 500 2
WormsTwoClass 180 900 2
Yoga 1000 426 2
Trace 100 275 4

D. Parameters Tuning

One or more parameters must be tuned for the competing so-
lutions. We used the parameter sweeping technique to tune the
parameters as in the original articles [36, 26, 25]. FAD requires
adjusting two parameters: the threshold used to determine
symbol changes and the number of symbols. The threshold
is changed by 0.01 increments between 0 and 0.2, whereas
the number of symbols is adjusted by one increment between
3 and 7. A threshold of 0.02 with a number of symbols of 5
has shown the best performance for the classification and the
clustering tasks.

Since the time series is divided into equal-sized frames, PAA
requires tuning the frame size. The frame size is adjusted by
one increment between 2 and 100. A frame size of 8 has shown
the best classification and clustering results.

TABLE (II)
The pseudo code implementation of the pro-posed ASAR algorithm.

TABLE (III)
The information of the selected datasets from the UCR archive.
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In SAX, two parameters must be tuned: the frame size and
the alphabet size (the number of symbols to represent the
data). As in PAA, the frame size is adjusted by one increment
between 2 and 100, while the alphabet size is adjusted by one
increment between 2 and 10. The best performance has been
shown using a frame size of 4 with an alphabet size of 8.

For the proposed approach ASAR, two parameters need to
be tuned. The first parameter is w, the window size used
for the search space. The second parameter is the initial
temperature (we use 0.1 for the final temperature as it must
be close to 0). We adjust w by one increment between 10 and
150. We must note that this window size does not generate
equal-sized frames but rather a search space for the segment’s
endpoint. Regarding the initial temperature, it is adjusted by
0.5 increments between 0.5 and 5. A window size of 25 with
an initial temperature of 2.5 has shown the best performance
in the experiment.

E. Time Series Representation Using ASAR

As previously stated, ASAR is intended to track time series
local trends. Its objective is to reduce the time series’ dimen-
sions while preserving its shape. This was accomplished by
retaining the data points that best explain the time series and its
trends and eliminating the others. We show an example from
each dataset to demonstrate the ASAR’s ability to represent
time series with this objective. Figure 2 shows the raw time
series of each sample on the left and its ASAR representation
on the right. It can be seen that ASAR representations are
totally following the raw time series shapes with much lower
lengths, which confirms the fulfillment of the paper’s objective.

F. Effectiveness Evaluation

The proposed approach is compared to FAD, PAA, and
SAX. In this research, four distinct assessments are used. To
assess ASAR’s efficiency in preserving the shape and time
series information, we use 1-NN classification and k-means
clustering. The compression ratio (CR) is used to measure
the efficiency of decreasing dimensions to conserve storage
space (see equation 18). Furthermore, the efficacy of ASAR
in facilitating accelerated data mining processes is presented
by comparing the time required to execute classification and
clustering tasks using raw time series and the competing
representation techniques. To guarantee a robust outcome,
the F-measure (equation 17) for 1-NN classification and k-
means clustering is calculated by averaging 50 experimental
runs. Likewise, the time necessary to complete these activities
is averaged across 50 attempts. As mentioned in section II,
ASAR belongs to the data dictated methods, which means
that the compression ratio is not previously defined and fixed
for all time series but is dependent on the time series behavior.
Therefore, CR here indicates the dataset’s average compres-
sion ratio (the average of the compression ratio for all time
series in the dataset). Since the classification and the clustering
tasks are not the main objectives of this paper, we calculate
the relative results of the F-measure for the representation
approaches and the raw time series. This allows us to see
how effective is a representation method compared to the case

when the time series is used in its raw form. Table IV shows
the F-measure relative results for the 1-NN classification. The
table shows that ASAR comes in third place after PAA and
SAX and performs better than FAD.

On the other hand, Table V shows the F-measure relative re-
sults for the K-means clustering task. ASAR achieved the best
performance among the competing methods. It has increased
the clustering accuracy by 8%.

When it comes to the main objective of this paper, ASAR
has achieved the maximum compression ratio (equation 18)
among the competing representation approaches. Table VI
shows the compression ratios and the average compression
ratio for each representation approach as a percentage (%).

This high compression ratio accelerates the data mining
process since the training dataset dimension is reduced. To
show and compare the efficiency of the dimensionality re-
duction, we have calculated the time needed to perform the
1-NN classification and the K-means clustering tasks using
the data representation provided by the various methods. The
experiments in this paper have been conducted on a platform
with an Intel(R) Xeon(R) Silver 4215 CPU with clock speed
of 2.50GHz and 2.49 GHz (2 processors) with 8 GB RAM,
running Windows 10 (64-bit). Python programming language
was used to implement all the approaches. Table VII shows
the performance time in seconds. It can be seen that by
using ASAR, the data mining process can be accelerated the
most, which proves its advantage in fast information extraction
besides the storage space saving.

G. Results Discussion

According to Figure 2, it is pretty clear that ASAR is
able to fulfill the objective of this paper by significantly
reducing the dimensionality while preserving the time series
shape. This confirms that ASAR is an applicable and reliable
dimensionality reduction approach for the data mining tasks
(such as time series classification, clustering, and anomaly
detection) that considers the original shape of the time series
as a crucial feature . All examples show clearly that the ASAR
representation follows the local trends of the raw time series
except for the ShapeletSim dataset due to the high frequency
of trends reversal. However, tables IV and V show that using
ASAR has resulted in no significant information loss in the
ShapeletSim dataset by achieving an accuracy of 94% and
100% in the classification and clustering tasks, respectively.

To test the information preservation capability of the rep-
resentation methods, the 1-NN classification and the K-means
clustering were employed in this paper. The results for the 1-
NN classification (table IV) locate ASAR in the third place
among the competing approaches. The average F-measure
of ASAR is 96% of the accuracy obtained by using the
raw time series. This shows that ASAR preserves the time
series information. On the other hand, Table V shows that
ASAR has achieved the highest accuracy among the competing
approaches. It outperformed the results by 8% when compared
to the raw time series used for K-means clustering. While
the main objective of this paper is dimensionality reduction,
Table VI shows the compression ratio obtained using each
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Raw Time Series ASAR Representation
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Fig. (2) ASAR representation examples compared to the raw ones.
Fig. 2.: ASAR representation examples compared to the raw ones.
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TABLE (IV) F-measure relative results for 1-NN classifica-
tion.

Method Raw Time Series FAD PAA SAX ASAR
HandOutlines 1.00 0.64 1.00 1.00 0.99
StarLightCurves 1.00 0.97 1.00 1.00 1.00
Lightning-2 1.00 0.74 1.15 0.97 0.99
OSU Leaf 1.00 0.75 1.00 0.98 0.80
ShapeletSim 1.00 1.12 1.16 1.20 0.94
WormsTwoClass 1.00 0.92 1.00 1.02 0.98
Yoga 1.00 0.97 1.00 0.99 0.82
Trace 1.00 0.83 1.06 1.02 1.19
Average 1.00 0.87 1.05 1.02 0.96

TABLE (V) F-measure relative results for K-means cluster-
ing.

Method Raw Time Series FAD PAA SAX ASAR
HandOutlines 1.00 0.86 1.14 1.29 1.21
StarLightCurves 1.00 1.33 1.08 1.25 1.33
Lightning-2 1.00 0.93 0.96 0.85 0.89
OSU Leaf 1.00 0.94 0.88 0.94 1.00
ShapeletSim 1.00 1.02 1.02 0.98 1.00
WormsTwoClass 1.00 0.91 1.00 1.05 1.00
Yoga 1.00 0.93 0.82 0.93 1.04
Trace 1.00 0.90 1.15 0.90 1.15
Average 1.00 0.98 1.01 1.02 1.08

TABLE (VI) The compression ratio as a percentage (%).
Method FAD PAA SAX ASAR
HandOutlines 99.8 87.5 75 96.3
StarLightCurves 98.1 87.5 75 96.2
Lightning-2 4.9 87.4 74.9 94.8
OSU Leaf 56 87.4 74.9 95.5
ShapeletSim 0 87.4 75 88.2
WormsTwoClass 17.5 87.5 75 95.5
Yoga 52.7 87.3 74.9 95.8
Trace 10 87.3 74.9 95.4
Average 42.4 87.4 75 94.7

TABLE (VII) The time needed (in seconds) to perform
1-NN classification and K-means clustering using the data
represented by FAD, PAA, SAX, and ASAR.

Method Raw Time Series FAD PAA SAX ASAR
1-NN Classification 11.7 11.5 3.3 4.3 2.3
K-means Clustering 11.9 11.2 3.5 4.4 2.5

representation approach. With an average compression ratio of
94.7%, ASAR surpasses the competing approaches in reducing
the dimensionality of the time series. PAA and SAX come in
second and third places, respectively. However, FAD shows
an unstable compression ratio among the datasets due to its
high reliance on the data behavior, resulting in not guaranteed
dimensionality reduction. Furthermore, the data mining tasks
acceleration feature was demonstrated by measuring the time
needed to apply the 1-NN classification and the K-means clus-
tering. Table VII shows that these tasks have been performed
the fastest by using the ASAR representation. ASAR took
around 70% of the time needed to perform the tasks when
compared to the PAA representation, which comes in second
place. It is even less for others. Furthermore, it took around
20% of the time needed to perform these tasks using the time
series in its raw form.

In summary, ASAR has achieved the best results in terms
of the compression ratio. In addition, it has achieved the best
results in terms of the data mining process acceleration and
the K-means clustering. Moreover, even though it comes in

third place in terms of the 1-NN classification, it has achieved
a pretty good result, which shows the ability to preserve
the time series information. This is also proved by ASAR’s
superiority in the K-means clustering results. These results
were accomplished independently of the data behavior and
domain, which provides extra advantage for ASAR as it can
be used without any constraints on the type of data. The latter
feature was proved by employing data from different domains
with a diversity of behaviors and time series lengths (see Table
III and Figure 2).

V. CONCLUSION AND FUTURE WORKS

In this paper, a novel time series representation approach has
been proposed. The Adaptive Simulated Annealing Represen-
tation (ASAR) approach treats the time series representation as
an optimization problem. Its objective is to segment the time
series based on the tendencies by recording the instances that
best explain the tendencies and neglecting the rest. By tracking
the tendencies in the time series, ASAR was able to trans-
form the time series into new dimensions while preserving
the shape and the information. An experiment was designed
to test its ability of maintaining the information, reducing
dimensionality, and accelerating the data mining process. The
experimental results have shown that ASAR outperforms FAD,
PAA, and SAX approaches in terms of the compression ratio,
the time needed to perform 1-NN classification and K-means
clustering, and in the K-means clustering accuracy. It has
also achieved high accuracy results in the 1-NN classification.
These results assure that ASAR is able to conserve storage
space and accelerate the data mining process while preserving
the shape and the information of the time series. In addition,
the experimental results have shown that ASAR is independent
of the data type, behavior, domain, or length.

Some domains provide multivariate time series data (such
as speed, flow, and occupancy in the intelligent transportation
systems domain), which usually describe the same process.
A possible future work is to extend ASAR to represent
these multivariate time series data in a unified representation.
Another possible future work is to define a new similarity
measure based on the ASAR representation by utilizing the
shape-preserving feature. Since this similarity measure will
be tailored to the ASAR representation, this extension could
achieve better results for the data mining tasks than using other
similarity measures such as Euclidean distance or Dynamic
Time Warping.
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TABLE (IV) F-measure relative results for 1-NN classifica-
tion.

Method Raw Time Series FAD PAA SAX ASAR
HandOutlines 1.00 0.64 1.00 1.00 0.99
StarLightCurves 1.00 0.97 1.00 1.00 1.00
Lightning-2 1.00 0.74 1.15 0.97 0.99
OSU Leaf 1.00 0.75 1.00 0.98 0.80
ShapeletSim 1.00 1.12 1.16 1.20 0.94
WormsTwoClass 1.00 0.92 1.00 1.02 0.98
Yoga 1.00 0.97 1.00 0.99 0.82
Trace 1.00 0.83 1.06 1.02 1.19
Average 1.00 0.87 1.05 1.02 0.96

TABLE (V) F-measure relative results for K-means cluster-
ing.

Method Raw Time Series FAD PAA SAX ASAR
HandOutlines 1.00 0.86 1.14 1.29 1.21
StarLightCurves 1.00 1.33 1.08 1.25 1.33
Lightning-2 1.00 0.93 0.96 0.85 0.89
OSU Leaf 1.00 0.94 0.88 0.94 1.00
ShapeletSim 1.00 1.02 1.02 0.98 1.00
WormsTwoClass 1.00 0.91 1.00 1.05 1.00
Yoga 1.00 0.93 0.82 0.93 1.04
Trace 1.00 0.90 1.15 0.90 1.15
Average 1.00 0.98 1.01 1.02 1.08

TABLE (VI) The compression ratio as a percentage (%).
Method FAD PAA SAX ASAR
HandOutlines 99.8 87.5 75 96.3
StarLightCurves 98.1 87.5 75 96.2
Lightning-2 4.9 87.4 74.9 94.8
OSU Leaf 56 87.4 74.9 95.5
ShapeletSim 0 87.4 75 88.2
WormsTwoClass 17.5 87.5 75 95.5
Yoga 52.7 87.3 74.9 95.8
Trace 10 87.3 74.9 95.4
Average 42.4 87.4 75 94.7

TABLE (VII) The time needed (in seconds) to perform
1-NN classification and K-means clustering using the data
represented by FAD, PAA, SAX, and ASAR.

Method Raw Time Series FAD PAA SAX ASAR
1-NN Classification 11.7 11.5 3.3 4.3 2.3
K-means Clustering 11.9 11.2 3.5 4.4 2.5

representation approach. With an average compression ratio of
94.7%, ASAR surpasses the competing approaches in reducing
the dimensionality of the time series. PAA and SAX come in
second and third places, respectively. However, FAD shows
an unstable compression ratio among the datasets due to its
high reliance on the data behavior, resulting in not guaranteed
dimensionality reduction. Furthermore, the data mining tasks
acceleration feature was demonstrated by measuring the time
needed to apply the 1-NN classification and the K-means clus-
tering. Table VII shows that these tasks have been performed
the fastest by using the ASAR representation. ASAR took
around 70% of the time needed to perform the tasks when
compared to the PAA representation, which comes in second
place. It is even less for others. Furthermore, it took around
20% of the time needed to perform these tasks using the time
series in its raw form.

In summary, ASAR has achieved the best results in terms
of the compression ratio. In addition, it has achieved the best
results in terms of the data mining process acceleration and
the K-means clustering. Moreover, even though it comes in

third place in terms of the 1-NN classification, it has achieved
a pretty good result, which shows the ability to preserve
the time series information. This is also proved by ASAR’s
superiority in the K-means clustering results. These results
were accomplished independently of the data behavior and
domain, which provides extra advantage for ASAR as it can
be used without any constraints on the type of data. The latter
feature was proved by employing data from different domains
with a diversity of behaviors and time series lengths (see Table
III and Figure 2).

V. CONCLUSION AND FUTURE WORKS

In this paper, a novel time series representation approach has
been proposed. The Adaptive Simulated Annealing Represen-
tation (ASAR) approach treats the time series representation as
an optimization problem. Its objective is to segment the time
series based on the tendencies by recording the instances that
best explain the tendencies and neglecting the rest. By tracking
the tendencies in the time series, ASAR was able to trans-
form the time series into new dimensions while preserving
the shape and the information. An experiment was designed
to test its ability of maintaining the information, reducing
dimensionality, and accelerating the data mining process. The
experimental results have shown that ASAR outperforms FAD,
PAA, and SAX approaches in terms of the compression ratio,
the time needed to perform 1-NN classification and K-means
clustering, and in the K-means clustering accuracy. It has
also achieved high accuracy results in the 1-NN classification.
These results assure that ASAR is able to conserve storage
space and accelerate the data mining process while preserving
the shape and the information of the time series. In addition,
the experimental results have shown that ASAR is independent
of the data type, behavior, domain, or length.

Some domains provide multivariate time series data (such
as speed, flow, and occupancy in the intelligent transportation
systems domain), which usually describe the same process.
A possible future work is to extend ASAR to represent
these multivariate time series data in a unified representation.
Another possible future work is to define a new similarity
measure based on the ASAR representation by utilizing the
shape-preserving feature. Since this similarity measure will
be tailored to the ASAR representation, this extension could
achieve better results for the data mining tasks than using other
similarity measures such as Euclidean distance or Dynamic
Time Warping.
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TABLE (IV) F-measure relative results for 1-NN classifica-
tion.

Method Raw Time Series FAD PAA SAX ASAR
HandOutlines 1.00 0.64 1.00 1.00 0.99
StarLightCurves 1.00 0.97 1.00 1.00 1.00
Lightning-2 1.00 0.74 1.15 0.97 0.99
OSU Leaf 1.00 0.75 1.00 0.98 0.80
ShapeletSim 1.00 1.12 1.16 1.20 0.94
WormsTwoClass 1.00 0.92 1.00 1.02 0.98
Yoga 1.00 0.97 1.00 0.99 0.82
Trace 1.00 0.83 1.06 1.02 1.19
Average 1.00 0.87 1.05 1.02 0.96

TABLE (V) F-measure relative results for K-means cluster-
ing.

Method Raw Time Series FAD PAA SAX ASAR
HandOutlines 1.00 0.86 1.14 1.29 1.21
StarLightCurves 1.00 1.33 1.08 1.25 1.33
Lightning-2 1.00 0.93 0.96 0.85 0.89
OSU Leaf 1.00 0.94 0.88 0.94 1.00
ShapeletSim 1.00 1.02 1.02 0.98 1.00
WormsTwoClass 1.00 0.91 1.00 1.05 1.00
Yoga 1.00 0.93 0.82 0.93 1.04
Trace 1.00 0.90 1.15 0.90 1.15
Average 1.00 0.98 1.01 1.02 1.08

TABLE (VI) The compression ratio as a percentage (%).
Method FAD PAA SAX ASAR
HandOutlines 99.8 87.5 75 96.3
StarLightCurves 98.1 87.5 75 96.2
Lightning-2 4.9 87.4 74.9 94.8
OSU Leaf 56 87.4 74.9 95.5
ShapeletSim 0 87.4 75 88.2
WormsTwoClass 17.5 87.5 75 95.5
Yoga 52.7 87.3 74.9 95.8
Trace 10 87.3 74.9 95.4
Average 42.4 87.4 75 94.7

TABLE (VII) The time needed (in seconds) to perform
1-NN classification and K-means clustering using the data
represented by FAD, PAA, SAX, and ASAR.

Method Raw Time Series FAD PAA SAX ASAR
1-NN Classification 11.7 11.5 3.3 4.3 2.3
K-means Clustering 11.9 11.2 3.5 4.4 2.5

representation approach. With an average compression ratio of
94.7%, ASAR surpasses the competing approaches in reducing
the dimensionality of the time series. PAA and SAX come in
second and third places, respectively. However, FAD shows
an unstable compression ratio among the datasets due to its
high reliance on the data behavior, resulting in not guaranteed
dimensionality reduction. Furthermore, the data mining tasks
acceleration feature was demonstrated by measuring the time
needed to apply the 1-NN classification and the K-means clus-
tering. Table VII shows that these tasks have been performed
the fastest by using the ASAR representation. ASAR took
around 70% of the time needed to perform the tasks when
compared to the PAA representation, which comes in second
place. It is even less for others. Furthermore, it took around
20% of the time needed to perform these tasks using the time
series in its raw form.

In summary, ASAR has achieved the best results in terms
of the compression ratio. In addition, it has achieved the best
results in terms of the data mining process acceleration and
the K-means clustering. Moreover, even though it comes in

third place in terms of the 1-NN classification, it has achieved
a pretty good result, which shows the ability to preserve
the time series information. This is also proved by ASAR’s
superiority in the K-means clustering results. These results
were accomplished independently of the data behavior and
domain, which provides extra advantage for ASAR as it can
be used without any constraints on the type of data. The latter
feature was proved by employing data from different domains
with a diversity of behaviors and time series lengths (see Table
III and Figure 2).

V. CONCLUSION AND FUTURE WORKS

In this paper, a novel time series representation approach has
been proposed. The Adaptive Simulated Annealing Represen-
tation (ASAR) approach treats the time series representation as
an optimization problem. Its objective is to segment the time
series based on the tendencies by recording the instances that
best explain the tendencies and neglecting the rest. By tracking
the tendencies in the time series, ASAR was able to trans-
form the time series into new dimensions while preserving
the shape and the information. An experiment was designed
to test its ability of maintaining the information, reducing
dimensionality, and accelerating the data mining process. The
experimental results have shown that ASAR outperforms FAD,
PAA, and SAX approaches in terms of the compression ratio,
the time needed to perform 1-NN classification and K-means
clustering, and in the K-means clustering accuracy. It has
also achieved high accuracy results in the 1-NN classification.
These results assure that ASAR is able to conserve storage
space and accelerate the data mining process while preserving
the shape and the information of the time series. In addition,
the experimental results have shown that ASAR is independent
of the data type, behavior, domain, or length.

Some domains provide multivariate time series data (such
as speed, flow, and occupancy in the intelligent transportation
systems domain), which usually describe the same process.
A possible future work is to extend ASAR to represent
these multivariate time series data in a unified representation.
Another possible future work is to define a new similarity
measure based on the ASAR representation by utilizing the
shape-preserving feature. Since this similarity measure will
be tailored to the ASAR representation, this extension could
achieve better results for the data mining tasks than using other
similarity measures such as Euclidean distance or Dynamic
Time Warping.
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TABLE (IV) F-measure relative results for 1-NN classifica-
tion.

Method Raw Time Series FAD PAA SAX ASAR
HandOutlines 1.00 0.64 1.00 1.00 0.99
StarLightCurves 1.00 0.97 1.00 1.00 1.00
Lightning-2 1.00 0.74 1.15 0.97 0.99
OSU Leaf 1.00 0.75 1.00 0.98 0.80
ShapeletSim 1.00 1.12 1.16 1.20 0.94
WormsTwoClass 1.00 0.92 1.00 1.02 0.98
Yoga 1.00 0.97 1.00 0.99 0.82
Trace 1.00 0.83 1.06 1.02 1.19
Average 1.00 0.87 1.05 1.02 0.96

TABLE (V) F-measure relative results for K-means cluster-
ing.

Method Raw Time Series FAD PAA SAX ASAR
HandOutlines 1.00 0.86 1.14 1.29 1.21
StarLightCurves 1.00 1.33 1.08 1.25 1.33
Lightning-2 1.00 0.93 0.96 0.85 0.89
OSU Leaf 1.00 0.94 0.88 0.94 1.00
ShapeletSim 1.00 1.02 1.02 0.98 1.00
WormsTwoClass 1.00 0.91 1.00 1.05 1.00
Yoga 1.00 0.93 0.82 0.93 1.04
Trace 1.00 0.90 1.15 0.90 1.15
Average 1.00 0.98 1.01 1.02 1.08

TABLE (VI) The compression ratio as a percentage (%).
Method FAD PAA SAX ASAR
HandOutlines 99.8 87.5 75 96.3
StarLightCurves 98.1 87.5 75 96.2
Lightning-2 4.9 87.4 74.9 94.8
OSU Leaf 56 87.4 74.9 95.5
ShapeletSim 0 87.4 75 88.2
WormsTwoClass 17.5 87.5 75 95.5
Yoga 52.7 87.3 74.9 95.8
Trace 10 87.3 74.9 95.4
Average 42.4 87.4 75 94.7

TABLE (VII) The time needed (in seconds) to perform
1-NN classification and K-means clustering using the data
represented by FAD, PAA, SAX, and ASAR.

Method Raw Time Series FAD PAA SAX ASAR
1-NN Classification 11.7 11.5 3.3 4.3 2.3
K-means Clustering 11.9 11.2 3.5 4.4 2.5

representation approach. With an average compression ratio of
94.7%, ASAR surpasses the competing approaches in reducing
the dimensionality of the time series. PAA and SAX come in
second and third places, respectively. However, FAD shows
an unstable compression ratio among the datasets due to its
high reliance on the data behavior, resulting in not guaranteed
dimensionality reduction. Furthermore, the data mining tasks
acceleration feature was demonstrated by measuring the time
needed to apply the 1-NN classification and the K-means clus-
tering. Table VII shows that these tasks have been performed
the fastest by using the ASAR representation. ASAR took
around 70% of the time needed to perform the tasks when
compared to the PAA representation, which comes in second
place. It is even less for others. Furthermore, it took around
20% of the time needed to perform these tasks using the time
series in its raw form.

In summary, ASAR has achieved the best results in terms
of the compression ratio. In addition, it has achieved the best
results in terms of the data mining process acceleration and
the K-means clustering. Moreover, even though it comes in

third place in terms of the 1-NN classification, it has achieved
a pretty good result, which shows the ability to preserve
the time series information. This is also proved by ASAR’s
superiority in the K-means clustering results. These results
were accomplished independently of the data behavior and
domain, which provides extra advantage for ASAR as it can
be used without any constraints on the type of data. The latter
feature was proved by employing data from different domains
with a diversity of behaviors and time series lengths (see Table
III and Figure 2).

V. CONCLUSION AND FUTURE WORKS

In this paper, a novel time series representation approach has
been proposed. The Adaptive Simulated Annealing Represen-
tation (ASAR) approach treats the time series representation as
an optimization problem. Its objective is to segment the time
series based on the tendencies by recording the instances that
best explain the tendencies and neglecting the rest. By tracking
the tendencies in the time series, ASAR was able to trans-
form the time series into new dimensions while preserving
the shape and the information. An experiment was designed
to test its ability of maintaining the information, reducing
dimensionality, and accelerating the data mining process. The
experimental results have shown that ASAR outperforms FAD,
PAA, and SAX approaches in terms of the compression ratio,
the time needed to perform 1-NN classification and K-means
clustering, and in the K-means clustering accuracy. It has
also achieved high accuracy results in the 1-NN classification.
These results assure that ASAR is able to conserve storage
space and accelerate the data mining process while preserving
the shape and the information of the time series. In addition,
the experimental results have shown that ASAR is independent
of the data type, behavior, domain, or length.

Some domains provide multivariate time series data (such
as speed, flow, and occupancy in the intelligent transportation
systems domain), which usually describe the same process.
A possible future work is to extend ASAR to represent
these multivariate time series data in a unified representation.
Another possible future work is to define a new similarity
measure based on the ASAR representation by utilizing the
shape-preserving feature. Since this similarity measure will
be tailored to the ASAR representation, this extension could
achieve better results for the data mining tasks than using other
similarity measures such as Euclidean distance or Dynamic
Time Warping.
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TABLE (IV) F-measure relative results for 1-NN classifica-
tion.

Method Raw Time Series FAD PAA SAX ASAR
HandOutlines 1.00 0.64 1.00 1.00 0.99
StarLightCurves 1.00 0.97 1.00 1.00 1.00
Lightning-2 1.00 0.74 1.15 0.97 0.99
OSU Leaf 1.00 0.75 1.00 0.98 0.80
ShapeletSim 1.00 1.12 1.16 1.20 0.94
WormsTwoClass 1.00 0.92 1.00 1.02 0.98
Yoga 1.00 0.97 1.00 0.99 0.82
Trace 1.00 0.83 1.06 1.02 1.19
Average 1.00 0.87 1.05 1.02 0.96

TABLE (V) F-measure relative results for K-means cluster-
ing.

Method Raw Time Series FAD PAA SAX ASAR
HandOutlines 1.00 0.86 1.14 1.29 1.21
StarLightCurves 1.00 1.33 1.08 1.25 1.33
Lightning-2 1.00 0.93 0.96 0.85 0.89
OSU Leaf 1.00 0.94 0.88 0.94 1.00
ShapeletSim 1.00 1.02 1.02 0.98 1.00
WormsTwoClass 1.00 0.91 1.00 1.05 1.00
Yoga 1.00 0.93 0.82 0.93 1.04
Trace 1.00 0.90 1.15 0.90 1.15
Average 1.00 0.98 1.01 1.02 1.08

TABLE (VI) The compression ratio as a percentage (%).
Method FAD PAA SAX ASAR
HandOutlines 99.8 87.5 75 96.3
StarLightCurves 98.1 87.5 75 96.2
Lightning-2 4.9 87.4 74.9 94.8
OSU Leaf 56 87.4 74.9 95.5
ShapeletSim 0 87.4 75 88.2
WormsTwoClass 17.5 87.5 75 95.5
Yoga 52.7 87.3 74.9 95.8
Trace 10 87.3 74.9 95.4
Average 42.4 87.4 75 94.7

TABLE (VII) The time needed (in seconds) to perform
1-NN classification and K-means clustering using the data
represented by FAD, PAA, SAX, and ASAR.

Method Raw Time Series FAD PAA SAX ASAR
1-NN Classification 11.7 11.5 3.3 4.3 2.3
K-means Clustering 11.9 11.2 3.5 4.4 2.5

representation approach. With an average compression ratio of
94.7%, ASAR surpasses the competing approaches in reducing
the dimensionality of the time series. PAA and SAX come in
second and third places, respectively. However, FAD shows
an unstable compression ratio among the datasets due to its
high reliance on the data behavior, resulting in not guaranteed
dimensionality reduction. Furthermore, the data mining tasks
acceleration feature was demonstrated by measuring the time
needed to apply the 1-NN classification and the K-means clus-
tering. Table VII shows that these tasks have been performed
the fastest by using the ASAR representation. ASAR took
around 70% of the time needed to perform the tasks when
compared to the PAA representation, which comes in second
place. It is even less for others. Furthermore, it took around
20% of the time needed to perform these tasks using the time
series in its raw form.

In summary, ASAR has achieved the best results in terms
of the compression ratio. In addition, it has achieved the best
results in terms of the data mining process acceleration and
the K-means clustering. Moreover, even though it comes in

third place in terms of the 1-NN classification, it has achieved
a pretty good result, which shows the ability to preserve
the time series information. This is also proved by ASAR’s
superiority in the K-means clustering results. These results
were accomplished independently of the data behavior and
domain, which provides extra advantage for ASAR as it can
be used without any constraints on the type of data. The latter
feature was proved by employing data from different domains
with a diversity of behaviors and time series lengths (see Table
III and Figure 2).

V. CONCLUSION AND FUTURE WORKS

In this paper, a novel time series representation approach has
been proposed. The Adaptive Simulated Annealing Represen-
tation (ASAR) approach treats the time series representation as
an optimization problem. Its objective is to segment the time
series based on the tendencies by recording the instances that
best explain the tendencies and neglecting the rest. By tracking
the tendencies in the time series, ASAR was able to trans-
form the time series into new dimensions while preserving
the shape and the information. An experiment was designed
to test its ability of maintaining the information, reducing
dimensionality, and accelerating the data mining process. The
experimental results have shown that ASAR outperforms FAD,
PAA, and SAX approaches in terms of the compression ratio,
the time needed to perform 1-NN classification and K-means
clustering, and in the K-means clustering accuracy. It has
also achieved high accuracy results in the 1-NN classification.
These results assure that ASAR is able to conserve storage
space and accelerate the data mining process while preserving
the shape and the information of the time series. In addition,
the experimental results have shown that ASAR is independent
of the data type, behavior, domain, or length.

Some domains provide multivariate time series data (such
as speed, flow, and occupancy in the intelligent transportation
systems domain), which usually describe the same process.
A possible future work is to extend ASAR to represent
these multivariate time series data in a unified representation.
Another possible future work is to define a new similarity
measure based on the ASAR representation by utilizing the
shape-preserving feature. Since this similarity measure will
be tailored to the ASAR representation, this extension could
achieve better results for the data mining tasks than using other
similarity measures such as Euclidean distance or Dynamic
Time Warping.
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TABLE (IV) F-measure relative results for 1-NN classifica-
tion.

Method Raw Time Series FAD PAA SAX ASAR
HandOutlines 1.00 0.64 1.00 1.00 0.99
StarLightCurves 1.00 0.97 1.00 1.00 1.00
Lightning-2 1.00 0.74 1.15 0.97 0.99
OSU Leaf 1.00 0.75 1.00 0.98 0.80
ShapeletSim 1.00 1.12 1.16 1.20 0.94
WormsTwoClass 1.00 0.92 1.00 1.02 0.98
Yoga 1.00 0.97 1.00 0.99 0.82
Trace 1.00 0.83 1.06 1.02 1.19
Average 1.00 0.87 1.05 1.02 0.96

TABLE (V) F-measure relative results for K-means cluster-
ing.

Method Raw Time Series FAD PAA SAX ASAR
HandOutlines 1.00 0.86 1.14 1.29 1.21
StarLightCurves 1.00 1.33 1.08 1.25 1.33
Lightning-2 1.00 0.93 0.96 0.85 0.89
OSU Leaf 1.00 0.94 0.88 0.94 1.00
ShapeletSim 1.00 1.02 1.02 0.98 1.00
WormsTwoClass 1.00 0.91 1.00 1.05 1.00
Yoga 1.00 0.93 0.82 0.93 1.04
Trace 1.00 0.90 1.15 0.90 1.15
Average 1.00 0.98 1.01 1.02 1.08

TABLE (VI) The compression ratio as a percentage (%).
Method FAD PAA SAX ASAR
HandOutlines 99.8 87.5 75 96.3
StarLightCurves 98.1 87.5 75 96.2
Lightning-2 4.9 87.4 74.9 94.8
OSU Leaf 56 87.4 74.9 95.5
ShapeletSim 0 87.4 75 88.2
WormsTwoClass 17.5 87.5 75 95.5
Yoga 52.7 87.3 74.9 95.8
Trace 10 87.3 74.9 95.4
Average 42.4 87.4 75 94.7

TABLE (VII) The time needed (in seconds) to perform
1-NN classification and K-means clustering using the data
represented by FAD, PAA, SAX, and ASAR.

Method Raw Time Series FAD PAA SAX ASAR
1-NN Classification 11.7 11.5 3.3 4.3 2.3
K-means Clustering 11.9 11.2 3.5 4.4 2.5

representation approach. With an average compression ratio of
94.7%, ASAR surpasses the competing approaches in reducing
the dimensionality of the time series. PAA and SAX come in
second and third places, respectively. However, FAD shows
an unstable compression ratio among the datasets due to its
high reliance on the data behavior, resulting in not guaranteed
dimensionality reduction. Furthermore, the data mining tasks
acceleration feature was demonstrated by measuring the time
needed to apply the 1-NN classification and the K-means clus-
tering. Table VII shows that these tasks have been performed
the fastest by using the ASAR representation. ASAR took
around 70% of the time needed to perform the tasks when
compared to the PAA representation, which comes in second
place. It is even less for others. Furthermore, it took around
20% of the time needed to perform these tasks using the time
series in its raw form.

In summary, ASAR has achieved the best results in terms
of the compression ratio. In addition, it has achieved the best
results in terms of the data mining process acceleration and
the K-means clustering. Moreover, even though it comes in

third place in terms of the 1-NN classification, it has achieved
a pretty good result, which shows the ability to preserve
the time series information. This is also proved by ASAR’s
superiority in the K-means clustering results. These results
were accomplished independently of the data behavior and
domain, which provides extra advantage for ASAR as it can
be used without any constraints on the type of data. The latter
feature was proved by employing data from different domains
with a diversity of behaviors and time series lengths (see Table
III and Figure 2).

V. CONCLUSION AND FUTURE WORKS

In this paper, a novel time series representation approach has
been proposed. The Adaptive Simulated Annealing Represen-
tation (ASAR) approach treats the time series representation as
an optimization problem. Its objective is to segment the time
series based on the tendencies by recording the instances that
best explain the tendencies and neglecting the rest. By tracking
the tendencies in the time series, ASAR was able to trans-
form the time series into new dimensions while preserving
the shape and the information. An experiment was designed
to test its ability of maintaining the information, reducing
dimensionality, and accelerating the data mining process. The
experimental results have shown that ASAR outperforms FAD,
PAA, and SAX approaches in terms of the compression ratio,
the time needed to perform 1-NN classification and K-means
clustering, and in the K-means clustering accuracy. It has
also achieved high accuracy results in the 1-NN classification.
These results assure that ASAR is able to conserve storage
space and accelerate the data mining process while preserving
the shape and the information of the time series. In addition,
the experimental results have shown that ASAR is independent
of the data type, behavior, domain, or length.

Some domains provide multivariate time series data (such
as speed, flow, and occupancy in the intelligent transportation
systems domain), which usually describe the same process.
A possible future work is to extend ASAR to represent
these multivariate time series data in a unified representation.
Another possible future work is to define a new similarity
measure based on the ASAR representation by utilizing the
shape-preserving feature. Since this similarity measure will
be tailored to the ASAR representation, this extension could
achieve better results for the data mining tasks than using other
similarity measures such as Euclidean distance or Dynamic
Time Warping.
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Abstract—Today, the usage of radio frequencies is steadily 
increasing based on the continuous development of modern 
telecommunication technologies, and this, in turn, increases the 
electromagnetic pollution not only on Earth but also in space. 
In low Earth orbit, electromagnetic pollution creates some kind 
of difficulty in controlling nano-satellites. So it is necessary 
to measure the electromagnetic pollution in the Low Earth 
Orbit. The basic aim of this paper is to present the capability 
of designing and developing a PocketQube-class satellite 3-PQ 
5 x 5 x 15 cm as a potential continuation of SMOG-1, the fourth 
satellite of Hungary. The planned scientific payload of MRC- 100 
is a wideband spectrum monitoring system for radio frequency 
smog in the frequency range of 30-2600 MHz on Low Earth 
Orbit (600 Km). In this paper, we have executed qualifying 
measurements on the whole system in the frequency range of 
30-1800 MHz (first phase), and we calibrated its broadband 
antenna with a measurement system. We present the capabilities 
of the wideband spectrum monitoring system to measure radio 
frequency signals, with the limited size, weight, and power 
consumption of the designed system. The working spectrum 
measurement system was tested on the top of the roof of building 
V1 at BME University and An-echoic chamber, we were able to 
show that there is significant radio frequency smog caused by 
the upper HF band, FM band, VHF band, UHF band, LTE band, 
GSM band, 4G band, and UMTS band. This is relevant to the 
main mission target of MRC-100.

Index Terms—Educational Student Satellite, PocketQube, Ra- 
dio frequency Smog, Spectrum Monitoring System.
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Abstract—Today, the usage of radio frequencies is steadily
increasing based on the continuous development of modern
telecommunication technologies, and this, in turn, increases the
electromagnetic pollution not only on Earth but also in space.
In low Earth orbit, electromagnetic pollution creates some kind
of difficulty in controlling nano-satellites. So it is necessary to
measure the electromagnetic pollution in the Low Earth Orbit.
The basic aim of this paper is to present the capability of
designing and developing a PocketQube-class satellite 3-PQ 5
x 5 x 15 cm as a potential continuation of SMOG-1, the fourth
satellite of Hungary. The planned scientific payload of MRC- 100
is a wideband spectrum monitoring system for radio frequency
smog in the frequency range of 30-2600 MHz on Low Earth
Orbit (600 Km). In this paper, we have executed qualifying
measurements on the whole system in the frequency range of
30-1800 MHz (first phase), and we calibrated its broadband
antenna with a measurement system. We present the capabilities
of the wideband spectrum monitoring system to measure radio
frequency signals, with the limited size, weight, and power
consumption of the designed system. The working spectrum
measurement system was tested on the top of the roof of building
V1 at BME University and An-echoic chamber, we were able to
show that there is significant radio frequency smog caused by the
upper HF band, FM band, VHF band, UHF band, LTE band,
GSM band, 4G band, and UMTS band. This is relevant to the
main mission target of MRC-100.

Index Terms—Educational Student Satellite, PocketQube, Ra-
dio frequency Smog, Spectrum Monitoring System.

I. INTRODUCTION

STUDENT satellite development, which is now common
in a variety of applications, is categorized as nano-

satellites. Due to their small sizes, minimal costs, and
shorter manufacturing times, student satellites have shown
to be a great alternative for large satellites in a variety of
applications including space exploration. Nano-satellites, as
opposed to traditional space missions, rely on commercial
off-the-shelf (COTS) components which reduce prices and
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Electrical Engineering and Informatics, BME., Budapest, Hungary. e-
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speed development. Typically, the term ”nano-satellite” refers
to satellites sized between 1 and 10 kg. The modern proposed
class is the Pocket Qube Satellite, which restricts developers
to a volume of approximately 5 x 5 x 5 cm for a single
unit and a mass range of 0.1 to 1 kilogram. Many Pocket
Qube Satellite experiments can be found in the Microwave
Remote Sensing Laboratory at the Department of Broadband
Infocommunications and Electromagnetic Theory at BME
University. [12]. [8]

MRC-100 is a 3-PQ (PocketQube) class student satellite
(5× 5× 15)cm with a total mass of 750 grams. SMOG-1 is
1-PQ (5 × 5 × 5)cm with 175 g total mass. SMOG-P was
the first and smallest operational satellite in the world during
its lifetime. MRC-100 is considered a possible continuation
of SMOG-P, ATL-1, and SMOG-1, which were created by
the students of BME university and are classified as second,
third, and fourth-class Hungarian PocketetQube satellites that
are integrated into the BME educational system [1]. [6].
[10]. [9]. First, the hardware used for the measurements is
presented. MRC-100 main subsystems are: COM, EPS, OBC,
and SP. The 3D model of MRC-100 student satellite can be
seen in Fig. 1.

The proposed trajectory for the MRC-100 is a polar, circu-
lar, and sun-synchronous Low Earth Orbit with a distance of
600 km apogee and perigee. The planned launch will be in
December 2022.

Fig. 1: Three dimensional view of MRC-100.
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x 5 x 15 cm as a potential continuation of SMOG-1, the fourth
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30-1800 MHz (first phase), and we calibrated its broadband
antenna with a measurement system. We present the capabilities
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frequency signals, with the limited size, weight, and power
consumption of the designed system. The working spectrum
measurement system was tested on the top of the roof of building
V1 at BME University and An-echoic chamber, we were able to
show that there is significant radio frequency smog caused by the
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GSM band, 4G band, and UMTS band. This is relevant to the
main mission target of MRC-100.
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I. INTRODUCTION

STUDENT satellite development, which is now common
in a variety of applications, is categorized as nano-

satellites. Due to their small sizes, minimal costs, and
shorter manufacturing times, student satellites have shown
to be a great alternative for large satellites in a variety of
applications including space exploration. Nano-satellites, as
opposed to traditional space missions, rely on commercial
off-the-shelf (COTS) components which reduce prices and
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speed development. Typically, the term ”nano-satellite” refers
to satellites sized between 1 and 10 kg. The modern proposed
class is the Pocket Qube Satellite, which restricts developers
to a volume of approximately 5 x 5 x 5 cm for a single
unit and a mass range of 0.1 to 1 kilogram. Many Pocket
Qube Satellite experiments can be found in the Microwave
Remote Sensing Laboratory at the Department of Broadband
Infocommunications and Electromagnetic Theory at BME
University. [12]. [8]

MRC-100 is a 3-PQ (PocketQube) class student satellite
(5× 5× 15)cm with a total mass of 750 grams. SMOG-1 is
1-PQ (5 × 5 × 5)cm with 175 g total mass. SMOG-P was
the first and smallest operational satellite in the world during
its lifetime. MRC-100 is considered a possible continuation
of SMOG-P, ATL-1, and SMOG-1, which were created by
the students of BME university and are classified as second,
third, and fourth-class Hungarian PocketetQube satellites that
are integrated into the BME educational system [1]. [6].
[10]. [9]. First, the hardware used for the measurements is
presented. MRC-100 main subsystems are: COM, EPS, OBC,
and SP. The 3D model of MRC-100 student satellite can be
seen in Fig. 1.

The proposed trajectory for the MRC-100 is a polar, circu-
lar, and sun-synchronous Low Earth Orbit with a distance of
600 km apogee and perigee. The planned launch will be in
December 2022.
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The distance between Sun and Earth is about 150 million
km. Around the Earth, the averaged power density equals to
1360 W

m2 [2]. [11]. MRC-100 will be covered by solar panels
made by AzurSpace [3]: 8 pieces of three-layers 80 mm ×
40 mm cells.

Because of the atmosphere, the solar power density on
Earth’s surface is 1000 W

m2 ( due to the ozone layer ). A 15
cm satellite has a 1.088 W incoming power. The three-layer
solar cells of the MRC-100 have a 28 percent efficiency
and a 40mm × 80mm dimension, resulting in a DC (Direct
Current) power of 0.8 W. MRC- 100’s LEO lasts 100
minutes, with 60 minutes in the light and 40 minutes in
the dark. As a result, due to the MRC-100’s essentially
random movement, while orbiting around 800 mW, the
average DC input is 0.68 W, with a 1.7 W peak (on LEO DC
input will be 36% more). On-board systems on the MRC-
100 will have single-point- failure tolerant and cold-redundant.

The peak power of 1.7 W is estimated using the three-layer
solar cell dimension (80 × 40)mm and the solar cell cut-off
edge(13.5 × 13.5)mm for 1U cube (100 × 100)mm as seen
in Eq.(1) - (5).

(80× 40− 13.5× 13.5) · 2
100× 100

= 60% (1)

The solar power density on Earth’s surface is 1000 W
m2 , for

10 cm2 cube it equals to 10 W
cm2

The total D.C power = 10 W × 60% = 6 W (2)

The peak D.C input = 6 W × 28.5% = 1.71 W (3)

Average D.C power = 1.71 W · 4 sides of cube

6 sides of cube
= 1.14 W

(4)

Average D.C input = 1.14 W × 60% = 0.684
W

90min
(5)

The 3-PQ electrical power system is referred to as the
EPS. The 3-PQ surfaces is covered by 8 pieces of solar
panels, which serve as a source of energy. The electrical
power system’s main responsibilities are to independently
control the operating point of the solar panels in order to
achieve maximum input DC power, charge the Lithium-ion
accumulator in order to work on the dark side of the Earth,
and provide a stable +3.3 V power supply voltage to all
subsystems.

The on-board computer is referred to as the OBC.
The OBC is in control of the operation of the on-board
subsystems, such as SP (spectrum monitoring system) and
COM (communication system). The OBC is responsible for

data collecting and handling on-board (these will be the
Communication radiated telemetry data).

The COM (communication system) is responsible for
establishing a two-way data link between MRC-100 and
the ground stations. Because of the size of the onboard
antenna, which should be opened from the cube, this radio
transmission is on the 70 cm UHF (radio amateur band).

The SP (spectrum monitoring system) is the MRC-100 main
payload. The mission of this monitoring system is to monitor
the (upper HF band, FM band, VHF band, UHF band, 5G
band, GSM band, and UMTS band) radiated from the Earth
in (LEO) orbit. As a result, this power is considered as a lost
power.

II. MRC-100 PAYLOADS

There are several payloads on-board the satellite: spectrum
analyzer (30 - 2600 MHz), active magnetic attitude control,
horizon + Sun camera, GPS + LoRa downlink (satellite
identification), 1 Mbit/s S-band down-link, total ionizing dose
measurement system, automatic identification system receiver
for vessel traffic services, UHF-band LoRa-GPS Tracking,
memory based single event detector, special thermal insulator
test. The 3D model of MRC-100 student satellite subsystems
can be seen in Fig. 2.

Fig. 2: Three dimensional view of MRC-100 Subsystems.

III. THE MAIN PAYLOAD OF MRC-100 SATELLITE

The main payload of MRC-100 will be a wide band
spectrum monitoring system (SP). the spectrum monitoring is
a single-chip radio transceiver (in receiver mode) from Silicon
Laboratories SI 4464. This receiver is working from 119 to
960 MHz with 1 to 850 KHz bandwidth. [4]. The monitored
frequency band is 30 - 1800 MHz. The block scheme of the
single-chip transceiver (SI4464) is in Fig. 3.
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Fig. 3: Single-chip radio transceiver as a spectrum monitor.
[4].

The receiver part of this transceiver is a conventional super-
hetrodyne receiver with digital IF (Intermediate Frequency)
unit. The SI4464 chip contains a wide-range fractional-PLL
(Phase Locked Loop) as a local oscillator, a wide-band LNA
(Low Noise Amplifier) and mixer, PGA (Programmable Gain
Amplifier) as IF amplifier with low pass filter, I-Q ADCs( Ana-
logue to Digital Converters) and digital OOK-FSK MODEM
(MOdulator and DEModulator). [4]. [5]. In the case of the
spectrum monitor, the mission is to tune the carrier frequency
of the receiver from 119 to 960 MHz and read the RSSI
(Received Signal Strength Indicator) register of the receiver
chip. Fig. 4. Shows the Locked frequencies and the frequencies
gab of the local oscillator with fractional-PLL (Phase Locked
Loop).

Fig. 4: SI1060 as Local Oscillator.

IV. WIDEBAND SPECTRUM ANALYZER

The main payload of MRC-100 will be a wide band
spectrum analyzer 40mm × 40mm dimension, on the upper
HF band, FM band, VHF band, UHF band, 5G band, GSM
band and UMTS band (30 to 1800) MHz frequency range.

The spectrum monitoring system of MRC-100 is based
on a RF microcontroller from Silabs SI1060. It contains a
C8051F930 micro-controller in a single Quad Flat No-Lead
(QFN) package and a SI4464 digital radio module. Fig.
5. shows the block diagram of the MRC-100’s spectrum
monitoring system.

The receiver side of the above mentioned transceiver
(SI4464) can operate in RF scanning mode. At a given
frequency and bandwidth, the SI4464 chip measures the
RSSI (Received Signal Strength Indicator) level with enough
dynamic range and 1 dB accuracy. According to the working
frequency range of the receiver part (119-960)MHz, this
wideband (30-1800)MHz must be divided into sub-bands.

In the RF Scanning mode, the communication antenna is
first connected to the RF BPF (Band Pass Filter), then the RF
signal passed through the RF switch, next to a LNA and the
active mixer, after that it will pass through the IF/ BPF (Band
Pass Filter) and a LNA and finally to the receiver input.

Fig. 5: Block Diagram of Wideband Spectrum Monitoring
System.

Fig. 6: The experimental model of a Wide Band spectrum
monitoring system.

Fig. 4.: SI1060 as Local Oscillator.

Fig. 6: The experimental model of a Wide Band spectrum monitoring 
system.

Fig. 5.: Block Diagram of Wideband Spectrum Monitoring System.

Fig. 3.: Single-chip radio transceiver as a spectrum monitor. [4].
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Several electronic components are present: the SMA con-
nector, TCXOs (temperature compensated crystal oscillators)
as a reference oscillator, and (SI4464) as a radio transceiver
chip is on the right up. the RF switches, an active mixer, and
a LNA (Gain Block Ampilifier) in the middle. The monopole
antenna connection for the three sub-bands in the left and the
frequency multiplier in the left down. as shown in Fig. 6.

A. First Band 30-119 MHz

In the case of the first band, the task is to adjust the receiver
carrier frequency from 119 to 960 MHz and read the values
of the RSSI register of the receiver chip (Received Signal
Strength Indicator), but the first band frequencies are lower
than the range of the receiver chip. So by tuning the local
oscillator at 820MHz to up-convert the received signal to
the receiver chip frequency range. the monopole antenna is
connected directly to the RF BPF (Band Pass Filter) controlled
by the first RF Switch stage in order to filter the first band
signals. as shown in Fig. 7.

(a) First Band Filter Circuit

(b) First Band Filter

Fig. 7: 2 Figures of First Band Pass Filter.

B. Second Band 119-960 MHz

The task in the second band is to adjust the receiver carrier
frequency from 119 to 960 MHz and read the values of the
RSSI register of the receiver chip (Received Signal Strength
Indicator), in the case of the second band the monopole
antenna is connected directly to the IF BPF (Band Pass Filter)
controlled by the second RF Switch stage in order to filtered
the second band signals, because the second band’s frequencies
are within the receiver chip’s range. as shown in Fig. 8.

(a) Second Band Filter Circuit

(b) Second Band Filter

Fig. 8: 2 Figures of Second Band Pass Filter.

C. Third Band 960-1800 MHz
In the case of the third band, the task is to adjust the

receiver carrier frequency from 119 to 960 MHz and read
the values of the RSSI register of the receiver chip (Received
Signal Strength Indicator), but the third band frequencies are
higher than the receiver chip’s range . So by tuning the local
oscillator at 841MHz to down-convert the received signals to
the receiver chip frequency range. the monopole antenna is
connected directly to the RF BPF (Band Pass Filter) controlled
by the third RF Switch stage in order to filtered the third band
signals. as shown in Fig. 9.

(a) Third Band Filter Circuit

(b) Third Band Filter

Fig. 9: 2 Figures of Third Band Pass Filter.
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The wideband spectrum monitor’s antenna is a 470 mm
monopole used in a wide frequency range without any match-
ing circuit. The real part of the input impedance is between
1Ω and 1kΩ, depending on the actual frequency. The only
way to calibrate the measurement system is: in our an-echoic
chamber, in front of a log-periodic wide-band antenna, fed
with known transmit power at fixed distance, the RSSI values
had been recorded versus the frequency in 1 MHz step. As
a result, the spectrum receiver has a calibration vector. This
calibration vector is stored in the GND signal processing
software. MRC-100 will downlink the original time-stamped
RSSI values versus frequency, the correction based on the
calibration vector will be done at the ground station (post
processing).

As shown in Fig. 10.and Fig. 12.The radiation pattern of
the on-board antenna with 45 degree and Fig. 11. Antenna
on-board cube-skeleton.

Fig. 10: Three dimensional radiation pattern of the antenna
with 45 degree.

Fig. 11: Antenna on-board cube-skeleton.

(a) 30 MHz Antenna Radiation Pat-
tern

(b) 119 MHz Antenna Radiation Pat-
tern

(c) 960 MHz Antenna Radiation Pat-
tern

(d) 1800 MHz Antenna Radiation
Pattern

Fig. 12: 4 Figures of Antenna Radiation Patterns with 45
degree.

V. SPECTRUM MEASUREMENT RESULTS
A wide band spectrum monitoring system of MRC-100

satellite tested on the top of the roof of building V1 in BME
to measure the upper HF band, FM band, VHF band, UHF
band, LTE band, GSM band, 4G band and UMTS band signal
levels. The experimental model of the measurement system is
mentioned in Fig. 6.

The maximum distance between the satellite and the ground
station (communication in zero degree elevation angle - hori-
zon) as in Fig. 13. is based on the equation(6) at 600 km
apogee/perigee of the orbit.

Fig. 13: Diagram of MRC-100 Horizon. [7]
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d =
√
(R+ h)2 −R2 (6)

Where h = 600 km, R = 6,371 km and d = 2830 km
(where d is the maximal distance between the satellite and
the ground station).

The speed of a satellite in a circular orbit, it is calculated
by equation (7).

v =

√
g ·R

1 +H/R
= 7.55

km

s
(7)

g is the gravitational acceleration on the surface of the Earth.

The used bandwidth of the monitoring receiver is 800 kHz
(the receiver chip maximal bandwidth is 850 kHz), controlled
by the configuration software. So it is necessary to calculate
the measurement minimum time for each band as shown in
TableI, the minimal time depends on the Resolution Bandwidth
(RBW) and the step frequency.

TABLE I: Minimal Time [s] to Complete RF Scanning.

RBW GMSK 1st Band 2nd Band 3rd Band
[kHz] [kbit/s] [s] [s] [s]

0 1.5 1 1582 1495 14933
1 3 2 396 3737 3733
2 6 4 99 934 933
3 12 8 24 233 233
4 24 16 6 58 58
5 48 32 1.5 14 14
6 96 64 0.3 3.6 3.6
7 192 128 0.096 0.9 0.9
8 384 256 0.024 0.22 0.22
9 768 512 0.006 0.057 0.057

Minimal T ime =
fmax − fmin

fstep
· 1

RBW
· 10 (8)

DataRateGMSK = 2RBW (9)

RBW = 1.5 ·DataRate (10)

Step Frequency =
RBW

4
(11)

TABLE II: Minimal Time to Complete Band Scanning.

Band RBW GMSK(DR) Step Frequency Minimal Time
KHz kb/s KHz second

FM 192 128 48 0.022
DVB-T 192 128 48 0.009

LTE 192 128 48 0.011
4G 192 128 48 0.022

GSM 192 128 48 0.048
UMTS 192 128 48 0.005

The total measurement points of the wideband spectrum (30
- 1800)MHz, when the Resolution Bandwidth (RBW) is 192
kHz and the fstep is 48 kHz can be calculated by equation 12.

Total Points =
fmax − fmin

fstep
= 36875 points (12)

The maximum flash memory of the OBC (On-Board Com-
puter) of MRC-100 is 8 MB, this means 36875 measurement
points will be saved on 36 KB (Because every 1 RSSI value
equals to 1 Byte memory size).

The minimum time of measuring the RSSI values of the
wideband spectrum (30 - 1800)MHz, when the Resolution
Bandwidth (RBW) is 192 kHz and the Step Frequency is 48
kHz can be estimated by equation 13.

Minimal T ime = TotalPoints · 1

RBW
·10 = 1.92 s (13)

According to the estimated time in Eq. 13, we can analyze
the wideband spectrum every 23 seconds.

Fig. 14: The hole Band Received Signals.

The transceiver chip measures the spectrum of the first
band 30MHz to 119MHz, as shown in Fig.15 . There is a
huge amount of RF power radiated from several FM local
transmitters (88 - 108)MHz.

Fig. 15: The First Band Received Signals.
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(a) First Band

(b) FM Received Spectrum

Fig. 16: 2 Figures of FM Received Spectrum

As shown in Fig.17 . the transceiver chip measures the spec-
trum of the second band (119 - 960)MHz, There is a huge a
mount of RF power radiated from several transmitters.On 406,
500, 610, 640, 750, and 770 MHz the local TV transmitter’s
signals are very visible.. On 800 MHz the LTE is also highly
visible and on (950 - 960)MHz the GSM band is highly visible.
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harmonics of the local oscillator of the third band is highly
visible at 1682MHz as shown in Fig. 21.

Fig. 20: UMTS Received Spectrum.

Fig. 21: The Second Harmonic of the Local Oscillator.

As determined by the measurements, the SI4464 chip can
sense RF signal level in -110...-10 dBm range linear in dB
scale: the RSSI level can be calculated by the RSSI register
value: RSSIdBm =

RSSIreg
2 − 130 modified the calibration

vector.

VI. CONCLUSION

MRC-100 is in the designing and developing phase and
will be launched in December 2022. The wideband spectrum
monitoring system now is working and is able to measure
RSSI (Received Signal Strength Indicator) values on three
different RF bands according to the presented measurement
results, it can be used as a conventional scalar spectrum
analyzer with less than 120 mA current consumption from
+3.3 V nominal regulated bus voltage and 40mm × 40mm
PCB (Printed Circuit Board) size. The system has enough
sensitivity and enough dynamic range to be a payload on the
MRC-100 3-PQ (PocketQube) satellite to measure RF (Radio
Frequency) smog of the upper HF band, FM band, VHF band,
UHF band, LTE band, GSM band, 4G band, and UMTS band
over the globe in (LEO) orbit.
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visible at 1682MHz as shown in Fig. 21.

Fig. 20: UMTS Received Spectrum.

Fig. 21: The Second Harmonic of the Local Oscillator.

As determined by the measurements, the SI4464 chip can
sense RF signal level in -110...-10 dBm range linear in dB
scale: the RSSI level can be calculated by the RSSI register
value: RSSIdBm =

RSSIreg
2 − 130 modified the calibration

vector.

VI. CONCLUSION

MRC-100 is in the designing and developing phase and
will be launched in December 2022. The wideband spectrum
monitoring system now is working and is able to measure
RSSI (Received Signal Strength Indicator) values on three
different RF bands according to the presented measurement
results, it can be used as a conventional scalar spectrum
analyzer with less than 120 mA current consumption from
+3.3 V nominal regulated bus voltage and 40mm × 40mm
PCB (Printed Circuit Board) size. The system has enough
sensitivity and enough dynamic range to be a payload on the
MRC-100 3-PQ (PocketQube) satellite to measure RF (Radio
Frequency) smog of the upper HF band, FM band, VHF band,
UHF band, LTE band, GSM band, 4G band, and UMTS band
over the globe in (LEO) orbit.
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Abstract— A huge number of sensors are around us and they 

generate different kinds of data. Data owners, e.g. the companies 
need IT environments and applications to handle these datasets. 
The collected data often contain sensitive information about the 
operation of the companies and the production processes. 
Therefore, artificial sensor data are strongly needed in the 
development and testing phase of these applications.  

In this paper, we introduce a complex application with three 
main modules to manage synthetic sensor data. The first 
component is the data generator module, which is capable of 
creating synthetic sensor data according to the user-defined 
distributions and parameters. The second module is in charge of 
storing the generated data in a flexible relational database, 
developed by us. The third component ensures the filtering and the 
visualization of the collected or generated data. A common 
interface was created to bring together the components and to 
provide a unified interface for the users. The adequate user 
management was an important aspect of our work. Accordingly, 
four different user types and authorities were defined.  

 
Index Terms— synthetic sensor data; data generation; database 

for sensor data; data visualization 
 

I. INTRODUCTION 
owadays various types of sensors are available to measure 
various things around us. They can be applied in our 

everyday lives to map the attributes of our environment or to 
measure our health conditions. In addition to this, they can be 
part of a smart home or smart devices. Apart from these 
possibilities, sensors can be utilized in industrial environment 
as well. According to the challenges of IoT and Industry 4.0 an 
expanding number of the companies and factories apply sensors 
[1] [2]. These devices measure different kinds of quantitative 
and qualitative attributes connected to the production, including 
the actual manufacturing processes and other related attributes 
(e.g. current consumption) [3]. Collected data can help us to 
improve the efficiency of the product, to reduce the cost, the 
amount of waste and to increase the income and the profit. 
Companies often require special, individual software solutions 
and applications connected to their data processing and 
displaying [4]. 
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Security issues - connected to IoT and Industry 4.0 -, such as 
privacy, access control, information storage and management 
and the reliability of data management software are the main 
challenges [5] [6]. Besides the security and privacy questions, 
the reliability of the developed software is an important 
problem [7]. 

Bugs in the code or an incorrectly implemented analysis 
method can cause different kinds of problems, e.g. a huge loss 
for the company. Different aspects of software testing are 
important parameters of developing software that are free from 
bugs and problems [8]. Test data are the basic elements of the 
reliable and well-qualified software testing methods [9]. In 
many cases, the collected data can be sensitive, especially in an 
industrial environment. For example, the machine and the 
product data of a given company or the personal data of the 
workers can be considered sensitive. In many cases, the person 
or the company who ordered the software cannot disclose the 
sensitive data to the developers, only in the form of 
transformed, encrypted data [10]. 

There are two main ways of creating artificial data in order 
to handle this problem. First one is data masking [11] when real 
data are replaced with generated data with a high, measurable 
level of similarity. The name of these artificial data is semi-
synthetic, or hybrid data. Another type of artificial data is the 
full-synthetic data that is created by an algorithm, and it is 
usually used for test datasets of production or operational data 
[12]. In this paper, we focus on the problems of functionality 
testing. 

Synthesis of data is a simple simulation with the primary aim 
of generating data according to a given model [13]. The 
elementary simulations can be: (1) sequences that generate 
various increments; (2) randomizers that create random values 
using any well-known distributions; (3) mathematical functions 
that describe the form of generated data; (4) noisers which are 
generators of lists with missing values, range filters, etc. In this 
paper we focus on the randomizers with some general 
distributions. The details and descriptions of different kind of 
data generator applications are introduced in Section II.B. 
These and the above mentioned solutions and applications 
focus only on the data generating method, without the 
possibility of included, direct and efficient data storing and data 
processing. The data handler applications target special kind of 

 
 

A practical framework to generate and manage 
synthetic sensor data 

Zoltán Pödör1, and Anna Szabó2 

N 

A practical framework to generate and manage 
synthetic sensor data

Zoltán Pödör1, and Anna Szabó2

Abstract—A huge number of sensors are around us and they 
generate different kinds of data. Data owners, e.g. the companies 
need IT environments and applications to handle these datasets. 
The collected data often contain sensitive information about 
the operation of the companies and the production processes. 
Therefore, artificial sensor data are strongly needed in the 
development and testing phase of these applications.

In this paper, we introduce a complex application with 
three main modules to manage synthetic sensor data. The first 
component is the data generator module, which is capable of 
creating synthetic sensor data according to the user-defined 
distributions and parameters. The second module is in charge 
of storing the generated data in a flexible relational database, 
developed by us. The third component ensures the filtering and 
the visualization of the collected or generated data. A common 
interface was created to bring together the components and 
to provide a unified interface for the users. The adequate user 
management was an important aspect of our work. Accordingly, 
four different user types and authorities were defined.

Index Terms—synthetic sensor data; data generation; data-
base for sensor data; data visualization

1 Zoltán Pödör is with Eötvös Loránd University, Faculty of Informatics 
(e-mail: pz@inf.elte.hu)

2 Anna Szabó is with Eötvös Loránd University, Faculty of Informatics 
(e-mail: h6co1g@inf.elte.hu)

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 

1 

 
Abstract— A huge number of sensors are around us and they 

generate different kinds of data. Data owners, e.g. the companies 
need IT environments and applications to handle these datasets. 
The collected data often contain sensitive information about the 
operation of the companies and the production processes. 
Therefore, artificial sensor data are strongly needed in the 
development and testing phase of these applications.  

In this paper, we introduce a complex application with three 
main modules to manage synthetic sensor data. The first 
component is the data generator module, which is capable of 
creating synthetic sensor data according to the user-defined 
distributions and parameters. The second module is in charge of 
storing the generated data in a flexible relational database, 
developed by us. The third component ensures the filtering and the 
visualization of the collected or generated data. A common 
interface was created to bring together the components and to 
provide a unified interface for the users. The adequate user 
management was an important aspect of our work. Accordingly, 
four different user types and authorities were defined.  

 
Index Terms— synthetic sensor data; data generation; database 

for sensor data; data visualization 
 

I. INTRODUCTION 
owadays various types of sensors are available to measure 
various things around us. They can be applied in our 

everyday lives to map the attributes of our environment or to 
measure our health conditions. In addition to this, they can be 
part of a smart home or smart devices. Apart from these 
possibilities, sensors can be utilized in industrial environment 
as well. According to the challenges of IoT and Industry 4.0 an 
expanding number of the companies and factories apply sensors 
[1] [2]. These devices measure different kinds of quantitative 
and qualitative attributes connected to the production, including 
the actual manufacturing processes and other related attributes 
(e.g. current consumption) [3]. Collected data can help us to 
improve the efficiency of the product, to reduce the cost, the 
amount of waste and to increase the income and the profit. 
Companies often require special, individual software solutions 
and applications connected to their data processing and 
displaying [4]. 

 
1 Zoltán Pödör is with Eötvös Loránd University, Faculty of Informatics 

(e-mail: pz@inf.elte.hu) 
2 Anna Szabó is with Eötvös Loránd University, Faculty of Informatics 

(e-mail: h6co1g@inf.elte.hu) 

Security issues - connected to IoT and Industry 4.0 -, such as 
privacy, access control, information storage and management 
and the reliability of data management software are the main 
challenges [5] [6]. Besides the security and privacy questions, 
the reliability of the developed software is an important 
problem [7]. 

Bugs in the code or an incorrectly implemented analysis 
method can cause different kinds of problems, e.g. a huge loss 
for the company. Different aspects of software testing are 
important parameters of developing software that are free from 
bugs and problems [8]. Test data are the basic elements of the 
reliable and well-qualified software testing methods [9]. In 
many cases, the collected data can be sensitive, especially in an 
industrial environment. For example, the machine and the 
product data of a given company or the personal data of the 
workers can be considered sensitive. In many cases, the person 
or the company who ordered the software cannot disclose the 
sensitive data to the developers, only in the form of 
transformed, encrypted data [10]. 

There are two main ways of creating artificial data in order 
to handle this problem. First one is data masking [11] when real 
data are replaced with generated data with a high, measurable 
level of similarity. The name of these artificial data is semi-
synthetic, or hybrid data. Another type of artificial data is the 
full-synthetic data that is created by an algorithm, and it is 
usually used for test datasets of production or operational data 
[12]. In this paper, we focus on the problems of functionality 
testing. 

Synthesis of data is a simple simulation with the primary aim 
of generating data according to a given model [13]. The 
elementary simulations can be: (1) sequences that generate 
various increments; (2) randomizers that create random values 
using any well-known distributions; (3) mathematical functions 
that describe the form of generated data; (4) noisers which are 
generators of lists with missing values, range filters, etc. In this 
paper we focus on the randomizers with some general 
distributions. The details and descriptions of different kind of 
data generator applications are introduced in Section II.B. 
These and the above mentioned solutions and applications 
focus only on the data generating method, without the 
possibility of included, direct and efficient data storing and data 
processing. The data handler applications target special kind of 

 
 

A practical framework to generate and manage 
synthetic sensor data 

Zoltán Pödör1, and Anna Szabó2 

N 

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 

1 

 
Abstract— A huge number of sensors are around us and they 

generate different kinds of data. Data owners, e.g. the companies 
need IT environments and applications to handle these datasets. 
The collected data often contain sensitive information about the 
operation of the companies and the production processes. 
Therefore, artificial sensor data are strongly needed in the 
development and testing phase of these applications.  

In this paper, we introduce a complex application with three 
main modules to manage synthetic sensor data. The first 
component is the data generator module, which is capable of 
creating synthetic sensor data according to the user-defined 
distributions and parameters. The second module is in charge of 
storing the generated data in a flexible relational database, 
developed by us. The third component ensures the filtering and the 
visualization of the collected or generated data. A common 
interface was created to bring together the components and to 
provide a unified interface for the users. The adequate user 
management was an important aspect of our work. Accordingly, 
four different user types and authorities were defined.  

 
Index Terms— synthetic sensor data; data generation; database 

for sensor data; data visualization 
 

I. INTRODUCTION 
owadays various types of sensors are available to measure 
various things around us. They can be applied in our 

everyday lives to map the attributes of our environment or to 
measure our health conditions. In addition to this, they can be 
part of a smart home or smart devices. Apart from these 
possibilities, sensors can be utilized in industrial environment 
as well. According to the challenges of IoT and Industry 4.0 an 
expanding number of the companies and factories apply sensors 
[1] [2]. These devices measure different kinds of quantitative 
and qualitative attributes connected to the production, including 
the actual manufacturing processes and other related attributes 
(e.g. current consumption) [3]. Collected data can help us to 
improve the efficiency of the product, to reduce the cost, the 
amount of waste and to increase the income and the profit. 
Companies often require special, individual software solutions 
and applications connected to their data processing and 
displaying [4]. 

 
1 Zoltán Pödör is with Eötvös Loránd University, Faculty of Informatics 

(e-mail: pz@inf.elte.hu) 
2 Anna Szabó is with Eötvös Loránd University, Faculty of Informatics 

(e-mail: h6co1g@inf.elte.hu) 

Security issues - connected to IoT and Industry 4.0 -, such as 
privacy, access control, information storage and management 
and the reliability of data management software are the main 
challenges [5] [6]. Besides the security and privacy questions, 
the reliability of the developed software is an important 
problem [7]. 

Bugs in the code or an incorrectly implemented analysis 
method can cause different kinds of problems, e.g. a huge loss 
for the company. Different aspects of software testing are 
important parameters of developing software that are free from 
bugs and problems [8]. Test data are the basic elements of the 
reliable and well-qualified software testing methods [9]. In 
many cases, the collected data can be sensitive, especially in an 
industrial environment. For example, the machine and the 
product data of a given company or the personal data of the 
workers can be considered sensitive. In many cases, the person 
or the company who ordered the software cannot disclose the 
sensitive data to the developers, only in the form of 
transformed, encrypted data [10]. 

There are two main ways of creating artificial data in order 
to handle this problem. First one is data masking [11] when real 
data are replaced with generated data with a high, measurable 
level of similarity. The name of these artificial data is semi-
synthetic, or hybrid data. Another type of artificial data is the 
full-synthetic data that is created by an algorithm, and it is 
usually used for test datasets of production or operational data 
[12]. In this paper, we focus on the problems of functionality 
testing. 

Synthesis of data is a simple simulation with the primary aim 
of generating data according to a given model [13]. The 
elementary simulations can be: (1) sequences that generate 
various increments; (2) randomizers that create random values 
using any well-known distributions; (3) mathematical functions 
that describe the form of generated data; (4) noisers which are 
generators of lists with missing values, range filters, etc. In this 
paper we focus on the randomizers with some general 
distributions. The details and descriptions of different kind of 
data generator applications are introduced in Section II.B. 
These and the above mentioned solutions and applications 
focus only on the data generating method, without the 
possibility of included, direct and efficient data storing and data 
processing. The data handler applications target special kind of 

 
 

A practical framework to generate and manage 
synthetic sensor data 

Zoltán Pödör1, and Anna Szabó2 

N 

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 2

visualization and analysis possibilities [14], including the pre-
and post-processing methods. They usually do not have the 
ability to create artificial sensor data. They usually use outer 
databases, which store the actual used data and they focus only 
on data visualization and data analysis. The uniqueness of our 
solution is that these three important components (data 
generator, database and data handler) are connected into one 
complex application with an appropriate user management 
according to the stored datasets.

For that reason, on one hand, we offer a Python-based 
solution to create artificial sensor data according to different 
conditions (range, measurement frequency, measurement unit, 
accuracy, etc.) to help the testing period of the software 
development process. The generated sensor data is stored in the 
database module that is an integrated part of our application.
The data generator was implemented to test the functionality of 
the developed software with special distributions of the 
generated synthetic sensor data. On the other hand, our solution 
is a complex framework with a database to store the generated 
data and a visualization surface to check, visualize the 
generated data. Another big advantage is the common surface 
above the modules that contains all available services of the 
application, and it grants the services only to the authorized 
users from the artificial sensor creation through the data 
generation to storing and visualization. The data visualization 
and the basic analysis modules allow to process data, from 
different, outer sources, but stored in the application’s database.

Our main aim is to support different kinds of data-based 
application development and testing phase with artificial sensor 
data samples. The problem of sensitive data can be handled by 
the included data generation module during the software 
development period. Our application can be used in different 
areas. The integrated database and visualization modules 
provide the opportunity to handle the data that is either 
artificially generated or comes from an external source. The 
module-based structure provides easy expandability in terms of 
the number of the modules and their structure while the user-
friendly interface provides easy handling and use for non-IT
professionals because it does not require any special prior 
knowledge. In the future we plan to include other types of 
databases and to develop the visualization and analysis modules 
next to the data generator module.

II. THE APPLICATION COMPONENTS

The application contains three main modules (Fig. 1.). First 
one is the flexible database to store the generated artificial data
with all connected properties, like timestamp, unit, location, 
devices etc. Another database was created to store separately
the data of the different users.

Second one is the data generator module that is responsible 
for the generation of the artificial sensor data according to the 
user-defined parameters and distributions.

Third part is the filtering and visualization module that 
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Abstract— A huge number of sensors are around us and they 

generate different kinds of data. Data owners, e.g. the companies 
need IT environments and applications to handle these datasets. 
The collected data often contain sensitive information about the 
operation of the companies and the production processes. 
Therefore, artificial sensor data are strongly needed in the 
development and testing phase of these applications.  

In this paper, we introduce a complex application with three 
main modules to manage synthetic sensor data. The first 
component is the data generator module, which is capable of 
creating synthetic sensor data according to the user-defined 
distributions and parameters. The second module is in charge of 
storing the generated data in a flexible relational database, 
developed by us. The third component ensures the filtering and the 
visualization of the collected or generated data. A common 
interface was created to bring together the components and to 
provide a unified interface for the users. The adequate user 
management was an important aspect of our work. Accordingly, 
four different user types and authorities were defined.  

 
Index Terms— synthetic sensor data; data generation; database 

for sensor data; data visualization 
 

I. INTRODUCTION 
owadays various types of sensors are available to measure 
various things around us. They can be applied in our 

everyday lives to map the attributes of our environment or to 
measure our health conditions. In addition to this, they can be 
part of a smart home or smart devices. Apart from these 
possibilities, sensors can be utilized in industrial environment 
as well. According to the challenges of IoT and Industry 4.0 an 
expanding number of the companies and factories apply sensors 
[1] [2]. These devices measure different kinds of quantitative 
and qualitative attributes connected to the production, including 
the actual manufacturing processes and other related attributes 
(e.g. current consumption) [3]. Collected data can help us to 
improve the efficiency of the product, to reduce the cost, the 
amount of waste and to increase the income and the profit. 
Companies often require special, individual software solutions 
and applications connected to their data processing and 
displaying [4]. 
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Security issues - connected to IoT and Industry 4.0 -, such as 
privacy, access control, information storage and management 
and the reliability of data management software are the main 
challenges [5] [6]. Besides the security and privacy questions, 
the reliability of the developed software is an important 
problem [7]. 

Bugs in the code or an incorrectly implemented analysis 
method can cause different kinds of problems, e.g. a huge loss 
for the company. Different aspects of software testing are 
important parameters of developing software that are free from 
bugs and problems [8]. Test data are the basic elements of the 
reliable and well-qualified software testing methods [9]. In 
many cases, the collected data can be sensitive, especially in an 
industrial environment. For example, the machine and the 
product data of a given company or the personal data of the 
workers can be considered sensitive. In many cases, the person 
or the company who ordered the software cannot disclose the 
sensitive data to the developers, only in the form of 
transformed, encrypted data [10]. 

There are two main ways of creating artificial data in order 
to handle this problem. First one is data masking [11] when real 
data are replaced with generated data with a high, measurable 
level of similarity. The name of these artificial data is semi-
synthetic, or hybrid data. Another type of artificial data is the 
full-synthetic data that is created by an algorithm, and it is 
usually used for test datasets of production or operational data 
[12]. In this paper, we focus on the problems of functionality 
testing. 

Synthesis of data is a simple simulation with the primary aim 
of generating data according to a given model [13]. The 
elementary simulations can be: (1) sequences that generate 
various increments; (2) randomizers that create random values 
using any well-known distributions; (3) mathematical functions 
that describe the form of generated data; (4) noisers which are 
generators of lists with missing values, range filters, etc. In this 
paper we focus on the randomizers with some general 
distributions. The details and descriptions of different kind of 
data generator applications are introduced in Section II.B. 
These and the above mentioned solutions and applications 
focus only on the data generating method, without the 
possibility of included, direct and efficient data storing and data 
processing. The data handler applications target special kind of 
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visualization and analysis possibilities [14], including the pre-
and post-processing methods. They usually do not have the 
ability to create artificial sensor data. They usually use outer 
databases, which store the actual used data and they focus only 
on data visualization and data analysis. The uniqueness of our 
solution is that these three important components (data 
generator, database and data handler) are connected into one 
complex application with an appropriate user management 
according to the stored datasets.

For that reason, on one hand, we offer a Python-based 
solution to create artificial sensor data according to different 
conditions (range, measurement frequency, measurement unit, 
accuracy, etc.) to help the testing period of the software 
development process. The generated sensor data is stored in the 
database module that is an integrated part of our application.
The data generator was implemented to test the functionality of 
the developed software with special distributions of the 
generated synthetic sensor data. On the other hand, our solution 
is a complex framework with a database to store the generated 
data and a visualization surface to check, visualize the 
generated data. Another big advantage is the common surface 
above the modules that contains all available services of the 
application, and it grants the services only to the authorized 
users from the artificial sensor creation through the data 
generation to storing and visualization. The data visualization 
and the basic analysis modules allow to process data, from 
different, outer sources, but stored in the application’s database.

Our main aim is to support different kinds of data-based 
application development and testing phase with artificial sensor 
data samples. The problem of sensitive data can be handled by 
the included data generation module during the software 
development period. Our application can be used in different 
areas. The integrated database and visualization modules 
provide the opportunity to handle the data that is either 
artificially generated or comes from an external source. The 
module-based structure provides easy expandability in terms of 
the number of the modules and their structure while the user-
friendly interface provides easy handling and use for non-IT
professionals because it does not require any special prior 
knowledge. In the future we plan to include other types of 
databases and to develop the visualization and analysis modules 
next to the data generator module.

II. THE APPLICATION COMPONENTS

The application contains three main modules (Fig. 1.). First 
one is the flexible database to store the generated artificial data
with all connected properties, like timestamp, unit, location, 
devices etc. Another database was created to store separately
the data of the different users.

Second one is the data generator module that is responsible 
for the generation of the artificial sensor data according to the 
user-defined parameters and distributions.

Third part is the filtering and visualization module that 
intends to select and visualize the appropriate data. This module 
gives the opportunity to create some basic statistical properties

Fig. 1. Structure of the application
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visualization and analysis possibilities [14], including the pre-
and post-processing methods. They usually do not have the 
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generator, database and data handler) are connected into one 
complex application with an appropriate user management 
according to the stored datasets.
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conditions (range, measurement frequency, measurement unit, 
accuracy, etc.) to help the testing period of the software 
development process. The generated sensor data is stored in the 
database module that is an integrated part of our application.
The data generator was implemented to test the functionality of 
the developed software with special distributions of the 
generated synthetic sensor data. On the other hand, our solution 
is a complex framework with a database to store the generated 
data and a visualization surface to check, visualize the 
generated data. Another big advantage is the common surface 
above the modules that contains all available services of the 
application, and it grants the services only to the authorized 
users from the artificial sensor creation through the data 
generation to storing and visualization. The data visualization 
and the basic analysis modules allow to process data, from 
different, outer sources, but stored in the application’s database.

Our main aim is to support different kinds of data-based 
application development and testing phase with artificial sensor 
data samples. The problem of sensitive data can be handled by 
the included data generation module during the software 
development period. Our application can be used in different 
areas. The integrated database and visualization modules 
provide the opportunity to handle the data that is either 
artificially generated or comes from an external source. The 
module-based structure provides easy expandability in terms of 
the number of the modules and their structure while the user-
friendly interface provides easy handling and use for non-IT
professionals because it does not require any special prior 
knowledge. In the future we plan to include other types of 
databases and to develop the visualization and analysis modules 
next to the data generator module.

II. THE APPLICATION COMPONENTS

The application contains three main modules (Fig. 1.). First 
one is the flexible database to store the generated artificial data
with all connected properties, like timestamp, unit, location, 
devices etc. Another database was created to store separately
the data of the different users.

Second one is the data generator module that is responsible 
for the generation of the artificial sensor data according to the 
user-defined parameters and distributions.

Third part is the filtering and visualization module that 
intends to select and visualize the appropriate data. This module 
gives the opportunity to create some basic statistical properties
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visualization and analysis possibilities [14], including the pre-
and post-processing methods. They usually do not have the 
ability to create artificial sensor data. They usually use outer 
databases, which store the actual used data and they focus only 
on data visualization and data analysis. The uniqueness of our 
solution is that these three important components (data 
generator, database and data handler) are connected into one 
complex application with an appropriate user management 
according to the stored datasets.

For that reason, on one hand, we offer a Python-based 
solution to create artificial sensor data according to different 
conditions (range, measurement frequency, measurement unit, 
accuracy, etc.) to help the testing period of the software 
development process. The generated sensor data is stored in the 
database module that is an integrated part of our application.
The data generator was implemented to test the functionality of 
the developed software with special distributions of the 
generated synthetic sensor data. On the other hand, our solution 
is a complex framework with a database to store the generated 
data and a visualization surface to check, visualize the 
generated data. Another big advantage is the common surface 
above the modules that contains all available services of the 
application, and it grants the services only to the authorized 
users from the artificial sensor creation through the data 
generation to storing and visualization. The data visualization 
and the basic analysis modules allow to process data, from 
different, outer sources, but stored in the application’s database.

Our main aim is to support different kinds of data-based 
application development and testing phase with artificial sensor 
data samples. The problem of sensitive data can be handled by 
the included data generation module during the software 
development period. Our application can be used in different 
areas. The integrated database and visualization modules 
provide the opportunity to handle the data that is either 
artificially generated or comes from an external source. The 
module-based structure provides easy expandability in terms of 
the number of the modules and their structure while the user-
friendly interface provides easy handling and use for non-IT
professionals because it does not require any special prior 
knowledge. In the future we plan to include other types of 
databases and to develop the visualization and analysis modules 
next to the data generator module.

II. THE APPLICATION COMPONENTS

The application contains three main modules (Fig. 1.). First 
one is the flexible database to store the generated artificial data
with all connected properties, like timestamp, unit, location, 
devices etc. Another database was created to store separately
the data of the different users.

Second one is the data generator module that is responsible 
for the generation of the artificial sensor data according to the 
user-defined parameters and distributions.

Third part is the filtering and visualization module that 
intends to select and visualize the appropriate data. This module 
gives the opportunity to create some basic statistical properties
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of the generated data besides the visualization which can help 
us to compare the artificial data with the real data.

These three modules are embedded into a web-based 
interface to provide a unified user interface, easy application 
handling, and user-friendly system for all potential users. The 
common surface includes all available services of our 
application but only for the authorized users.

Because of the data security difficulties, user management 
was an important aspect of our work. Four different types of 
users were created. The tool admin can handle the sensors 
(create, delete and modify them), the data generator can use and 
set the data generator module, the data handler uses the analysis 
and visualization module while the user admin manages the 
data (name, e-mail address, roles etc.) of the system’s users and 
registers new members. In the next chapters we will introduce 
these components in detail.

A. The database
Not only the sensors but also the systems which can handle 

them (store, analyse the collected data, display the raw and the 
processed data) are important. A basic element of such a system 
is an efficient, reliable and flexible database to store the 
collected sensor data. Relational and non-relational databases 
have a lot of advantages and some disadvantages too and both 
of them offer the opportunity to store the collected sensor data 
[15]. The structure of a non-relational database is not fixed 
(unstructured), which means that there are no relation schemas, 
connections, and the form and the structure of data can be easily 

modified [16]. The IoT and the sensor based applications often 
use non-relational databases, because they have a lot of 
advantages, e.g. the free structure of the database [17]. One of 
the advantages of the relational databases that they are capable 
of performing more complex queries and filtering [18] [19]. 
Our main aim is to create and store artificial sensor data to help 
the testing of the functionality of the developed software and 
not to serve big queries. Because of the above-mentioned 
reasons, we decided to create and use a flexible relational 
database in MSSQL environment. It is the first module of our 
complex system, which can store the data derived from the data 
generator module.

The structure of the database can be seen in Fig. 2 shown as 
an entity-relationship diagram. The following tables were 
defined:

 Sensor_types table: general characterization of the 
different sensor types defined by a unique identifier (id)
and each type has a practical name (name). Max_values
and min_values define the possible minimum and 
maximum values measured by the given sensor type. 
The measurement_length defines the length of one 
measurement and the measurement_accuracy defines 
the measurement precision of the actual sensor type.

 Sensors table: it describes the parameters of a given 
sensor, which belongs to a certain type. Each one of the 
sensors is defined by a unique identifier (id) and has a 
practical name (name). The alarm_low_boundary and 
the alarm_over_boundary attributes define the lowest 

Fig. 2. Entity-relationship diagram of the database structure
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visualization and analysis possibilities [14], including the pre-
and post-processing methods. They usually do not have the 
ability to create artificial sensor data. They usually use outer 
databases, which store the actual used data and they focus only 
on data visualization and data analysis. The uniqueness of our 
solution is that these three important components (data 
generator, database and data handler) are connected into one 
complex application with an appropriate user management 
according to the stored datasets.

For that reason, on one hand, we offer a Python-based 
solution to create artificial sensor data according to different 
conditions (range, measurement frequency, measurement unit, 
accuracy, etc.) to help the testing period of the software 
development process. The generated sensor data is stored in the 
database module that is an integrated part of our application.
The data generator was implemented to test the functionality of 
the developed software with special distributions of the 
generated synthetic sensor data. On the other hand, our solution 
is a complex framework with a database to store the generated 
data and a visualization surface to check, visualize the 
generated data. Another big advantage is the common surface 
above the modules that contains all available services of the 
application, and it grants the services only to the authorized 
users from the artificial sensor creation through the data 
generation to storing and visualization. The data visualization 
and the basic analysis modules allow to process data, from 
different, outer sources, but stored in the application’s database.

Our main aim is to support different kinds of data-based 
application development and testing phase with artificial sensor 
data samples. The problem of sensitive data can be handled by 
the included data generation module during the software 
development period. Our application can be used in different 
areas. The integrated database and visualization modules 
provide the opportunity to handle the data that is either 
artificially generated or comes from an external source. The 
module-based structure provides easy expandability in terms of 
the number of the modules and their structure while the user-
friendly interface provides easy handling and use for non-IT
professionals because it does not require any special prior 
knowledge. In the future we plan to include other types of 
databases and to develop the visualization and analysis modules 
next to the data generator module.

II. THE APPLICATION COMPONENTS

The application contains three main modules (Fig. 1.). First 
one is the flexible database to store the generated artificial data
with all connected properties, like timestamp, unit, location, 
devices etc. Another database was created to store separately
the data of the different users.

Second one is the data generator module that is responsible 
for the generation of the artificial sensor data according to the 
user-defined parameters and distributions.

Third part is the filtering and visualization module that 
intends to select and visualize the appropriate data. This module 
gives the opportunity to create some basic statistical properties
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visualization and analysis possibilities [14], including the pre-
and post-processing methods. They usually do not have the 
ability to create artificial sensor data. They usually use outer 
databases, which store the actual used data and they focus only 
on data visualization and data analysis. The uniqueness of our 
solution is that these three important components (data 
generator, database and data handler) are connected into one 
complex application with an appropriate user management 
according to the stored datasets.

For that reason, on one hand, we offer a Python-based 
solution to create artificial sensor data according to different 
conditions (range, measurement frequency, measurement unit, 
accuracy, etc.) to help the testing period of the software 
development process. The generated sensor data is stored in the 
database module that is an integrated part of our application.
The data generator was implemented to test the functionality of 
the developed software with special distributions of the 
generated synthetic sensor data. On the other hand, our solution 
is a complex framework with a database to store the generated 
data and a visualization surface to check, visualize the 
generated data. Another big advantage is the common surface 
above the modules that contains all available services of the 
application, and it grants the services only to the authorized 
users from the artificial sensor creation through the data 
generation to storing and visualization. The data visualization 
and the basic analysis modules allow to process data, from 
different, outer sources, but stored in the application’s database.

Our main aim is to support different kinds of data-based 
application development and testing phase with artificial sensor 
data samples. The problem of sensitive data can be handled by 
the included data generation module during the software 
development period. Our application can be used in different 
areas. The integrated database and visualization modules 
provide the opportunity to handle the data that is either 
artificially generated or comes from an external source. The 
module-based structure provides easy expandability in terms of 
the number of the modules and their structure while the user-
friendly interface provides easy handling and use for non-IT
professionals because it does not require any special prior 
knowledge. In the future we plan to include other types of 
databases and to develop the visualization and analysis modules 
next to the data generator module.

II. THE APPLICATION COMPONENTS

The application contains three main modules (Fig. 1.). First 
one is the flexible database to store the generated artificial data
with all connected properties, like timestamp, unit, location, 
devices etc. Another database was created to store separately
the data of the different users.

Second one is the data generator module that is responsible 
for the generation of the artificial sensor data according to the 
user-defined parameters and distributions.

Third part is the filtering and visualization module that 
intends to select and visualize the appropriate data. This module 
gives the opportunity to create some basic statistical properties

Fig. 1. Structure of the application
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of the generated data besides the visualization which can help 
us to compare the artificial data with the real data.

These three modules are embedded into a web-based 
interface to provide a unified user interface, easy application 
handling, and user-friendly system for all potential users. The 
common surface includes all available services of our 
application but only for the authorized users.

Because of the data security difficulties, user management 
was an important aspect of our work. Four different types of 
users were created. The tool admin can handle the sensors 
(create, delete and modify them), the data generator can use and 
set the data generator module, the data handler uses the analysis 
and visualization module while the user admin manages the 
data (name, e-mail address, roles etc.) of the system’s users and 
registers new members. In the next chapters we will introduce 
these components in detail.

A. The database
Not only the sensors but also the systems which can handle 

them (store, analyse the collected data, display the raw and the 
processed data) are important. A basic element of such a system 
is an efficient, reliable and flexible database to store the 
collected sensor data. Relational and non-relational databases 
have a lot of advantages and some disadvantages too and both 
of them offer the opportunity to store the collected sensor data 
[15]. The structure of a non-relational database is not fixed 
(unstructured), which means that there are no relation schemas, 
connections, and the form and the structure of data can be easily 

modified [16]. The IoT and the sensor based applications often 
use non-relational databases, because they have a lot of 
advantages, e.g. the free structure of the database [17]. One of 
the advantages of the relational databases that they are capable 
of performing more complex queries and filtering [18] [19]. 
Our main aim is to create and store artificial sensor data to help 
the testing of the functionality of the developed software and 
not to serve big queries. Because of the above-mentioned 
reasons, we decided to create and use a flexible relational 
database in MSSQL environment. It is the first module of our 
complex system, which can store the data derived from the data 
generator module.

The structure of the database can be seen in Fig. 2 shown as 
an entity-relationship diagram. The following tables were 
defined:

 Sensor_types table: general characterization of the 
different sensor types defined by a unique identifier (id)
and each type has a practical name (name). Max_values
and min_values define the possible minimum and 
maximum values measured by the given sensor type. 
The measurement_length defines the length of one 
measurement and the measurement_accuracy defines 
the measurement precision of the actual sensor type.

 Sensors table: it describes the parameters of a given 
sensor, which belongs to a certain type. Each one of the 
sensors is defined by a unique identifier (id) and has a 
practical name (name). The alarm_low_boundary and 
the alarm_over_boundary attributes define the lowest 

Fig. 2. Entity-relationship diagram of the database structure
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of the generated data besides the visualization which can help 
us to compare the artificial data with the real data.

These three modules are embedded into a web-based 
interface to provide a unified user interface, easy application 
handling, and user-friendly system for all potential users. The 
common surface includes all available services of our 
application but only for the authorized users.

Because of the data security difficulties, user management 
was an important aspect of our work. Four different types of 
users were created. The tool admin can handle the sensors 
(create, delete and modify them), the data generator can use and 
set the data generator module, the data handler uses the analysis 
and visualization module while the user admin manages the 
data (name, e-mail address, roles etc.) of the system’s users and 
registers new members. In the next chapters we will introduce 
these components in detail.

A. The database
Not only the sensors but also the systems which can handle 

them (store, analyse the collected data, display the raw and the 
processed data) are important. A basic element of such a system 
is an efficient, reliable and flexible database to store the 
collected sensor data. Relational and non-relational databases 
have a lot of advantages and some disadvantages too and both 
of them offer the opportunity to store the collected sensor data 
[15]. The structure of a non-relational database is not fixed 
(unstructured), which means that there are no relation schemas, 
connections, and the form and the structure of data can be easily 

modified [16]. The IoT and the sensor based applications often 
use non-relational databases, because they have a lot of 
advantages, e.g. the free structure of the database [17]. One of 
the advantages of the relational databases that they are capable 
of performing more complex queries and filtering [18] [19]. 
Our main aim is to create and store artificial sensor data to help 
the testing of the functionality of the developed software and 
not to serve big queries. Because of the above-mentioned 
reasons, we decided to create and use a flexible relational 
database in MSSQL environment. It is the first module of our 
complex system, which can store the data derived from the data 
generator module.

The structure of the database can be seen in Fig. 2 shown as 
an entity-relationship diagram. The following tables were 
defined:

 Sensor_types table: general characterization of the 
different sensor types defined by a unique identifier (id)
and each type has a practical name (name). Max_values
and min_values define the possible minimum and 
maximum values measured by the given sensor type. 
The measurement_length defines the length of one 
measurement and the measurement_accuracy defines 
the measurement precision of the actual sensor type.

 Sensors table: it describes the parameters of a given 
sensor, which belongs to a certain type. Each one of the 
sensors is defined by a unique identifier (id) and has a 
practical name (name). The alarm_low_boundary and 
the alarm_over_boundary attributes define the lowest 
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of the generated data besides the visualization which can help 
us to compare the artificial data with the real data.

These three modules are embedded into a web-based 
interface to provide a unified user interface, easy application 
handling, and user-friendly system for all potential users. The 
common surface includes all available services of our 
application but only for the authorized users.

Because of the data security difficulties, user management 
was an important aspect of our work. Four different types of 
users were created. The tool admin can handle the sensors 
(create, delete and modify them), the data generator can use and 
set the data generator module, the data handler uses the analysis 
and visualization module while the user admin manages the 
data (name, e-mail address, roles etc.) of the system’s users and 
registers new members. In the next chapters we will introduce 
these components in detail.

A. The database
Not only the sensors but also the systems which can handle 

them (store, analyse the collected data, display the raw and the 
processed data) are important. A basic element of such a system 
is an efficient, reliable and flexible database to store the 
collected sensor data. Relational and non-relational databases 
have a lot of advantages and some disadvantages too and both 
of them offer the opportunity to store the collected sensor data 
[15]. The structure of a non-relational database is not fixed 
(unstructured), which means that there are no relation schemas, 
connections, and the form and the structure of data can be easily 

modified [16]. The IoT and the sensor based applications often 
use non-relational databases, because they have a lot of 
advantages, e.g. the free structure of the database [17]. One of 
the advantages of the relational databases that they are capable 
of performing more complex queries and filtering [18] [19]. 
Our main aim is to create and store artificial sensor data to help 
the testing of the functionality of the developed software and 
not to serve big queries. Because of the above-mentioned 
reasons, we decided to create and use a flexible relational 
database in MSSQL environment. It is the first module of our 
complex system, which can store the data derived from the data 
generator module.

The structure of the database can be seen in Fig. 2 shown as 
an entity-relationship diagram. The following tables were 
defined:

 Sensor_types table: general characterization of the 
different sensor types defined by a unique identifier (id)
and each type has a practical name (name). Max_values
and min_values define the possible minimum and 
maximum values measured by the given sensor type. 
The measurement_length defines the length of one 
measurement and the measurement_accuracy defines 
the measurement precision of the actual sensor type.

 Sensors table: it describes the parameters of a given 
sensor, which belongs to a certain type. Each one of the 
sensors is defined by a unique identifier (id) and has a 
practical name (name). The alarm_low_boundary and 
the alarm_over_boundary attributes define the lowest 
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of the generated data besides the visualization which can help 
us to compare the artificial data with the real data.

These three modules are embedded into a web-based 
interface to provide a unified user interface, easy application 
handling, and user-friendly system for all potential users. The 
common surface includes all available services of our 
application but only for the authorized users.

Because of the data security difficulties, user management 
was an important aspect of our work. Four different types of 
users were created. The tool admin can handle the sensors 
(create, delete and modify them), the data generator can use and 
set the data generator module, the data handler uses the analysis 
and visualization module while the user admin manages the 
data (name, e-mail address, roles etc.) of the system’s users and 
registers new members. In the next chapters we will introduce 
these components in detail.

A. The database
Not only the sensors but also the systems which can handle 

them (store, analyse the collected data, display the raw and the 
processed data) are important. A basic element of such a system 
is an efficient, reliable and flexible database to store the 
collected sensor data. Relational and non-relational databases 
have a lot of advantages and some disadvantages too and both 
of them offer the opportunity to store the collected sensor data 
[15]. The structure of a non-relational database is not fixed 
(unstructured), which means that there are no relation schemas, 
connections, and the form and the structure of data can be easily 

modified [16]. The IoT and the sensor based applications often 
use non-relational databases, because they have a lot of 
advantages, e.g. the free structure of the database [17]. One of 
the advantages of the relational databases that they are capable 
of performing more complex queries and filtering [18] [19]. 
Our main aim is to create and store artificial sensor data to help 
the testing of the functionality of the developed software and 
not to serve big queries. Because of the above-mentioned 
reasons, we decided to create and use a flexible relational 
database in MSSQL environment. It is the first module of our 
complex system, which can store the data derived from the data 
generator module.

The structure of the database can be seen in Fig. 2 shown as 
an entity-relationship diagram. The following tables were 
defined:

 Sensor_types table: general characterization of the 
different sensor types defined by a unique identifier (id)
and each type has a practical name (name). Max_values
and min_values define the possible minimum and 
maximum values measured by the given sensor type. 
The measurement_length defines the length of one 
measurement and the measurement_accuracy defines 
the measurement precision of the actual sensor type.

 Sensors table: it describes the parameters of a given 
sensor, which belongs to a certain type. Each one of the 
sensors is defined by a unique identifier (id) and has a 
practical name (name). The alarm_low_boundary and 
the alarm_over_boundary attributes define the lowest 

Fig. 2. Entity-relationship diagram of the database structure
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and the highest measured values which might be 
practically correct. The frequency defines the regularity 
of the measurement. Furthermore, the year of production 
(year_prod) and the date of calibration (calib_date) are 
stored in this table. 

 Measurement_types table: describes the parameters of 
the measured data. Each piece of data has a unique 
identifier (id) and has a practical name (name). The unit 
of the measured values is stored as well (unit). 

 Measured_values table: it contains the measured sensor 
values, which are defined by two attributes: the date and 
the sensor.id. The attribute measured_value stores the 
measured sensor values. The attribute valid is a binary 
parameter with only two values, 1 and 0. Value 1 shows 
that the measured value is correct, which means that it is 
between the sensors.alarm_low_boundary and 
sensors.alarm_over_boundary values from Sensors 
table, and the error_rate attribute is NULL. Value 0 
shows that the measured value is incorrect. In this case, 
the value of error_rate is the value of signed distance 
between the measured value and the given boundary. 
The values of attributes valid and error_rate are created 
automatically by a trigger. 

 Devices table: describes the parameters of the devices 
which contain the sensors. Each device is defined by a 
unique identifier (id) and has a practical name (name). 

 Locations table: describes the parameters of the location 
of the devices and sensors. Each place and location is 
defined by a unique identifier (id). Attributes location1, 
location2 and location3 store the details of the location, 
e.g. the name of the location or company. The attribute 
GPS_coordinates contains the accurate location in GPS 
format. Condition1, condition2 and condition3 provide 
an opportunity to store information about the conditions 
of the location, e.g. if the sensor or the device is an 
indoor or outdoor gadget. 

The next connections were defined between the tables: 
 Each of the sensors has one and only one sensor type. In 

other words, there are sensor families, with some well-
defined general parameters in which we can define a 
concrete sensor, which belongs to the given sensor 
family. This connection is a one-to-many relationship, 
because one sensor family can contain more sensors and 
one sensor always belongs to only one family. 

 Each of the sensor types includes the unit and the type 
of the measurement. It is a one-to-many relationship, 
because a given sensor type measures only one thing, but 
one type of measurement can measure more than one 
sensor type. 

 The measured values are connected to the sensor which 
measured them. This is a one-to-many connection, 
because a measured value always belongs to only one 
given sensor, which measured it, but one sensor can 
measure more than one data. 

 All sensors belong to a device, which contains the given 
sensor. This connection is a one-to-many relationship, 

because a device can contain a lot of sensors, but one 
sensor is always in one device. 

 It is important to store the conditions, e.g. the place of 
the sensor. It is a one-to-many connection, because a 
given device is always in one place, but more than one 
device can be in one place. 

Our database is suited for storing any measured sensor data 
or storing the data, which are generated by the application’s 
second module, the data generator. Of course, in the future, if it 
is necessary or practical, we can replace our relational database 
with another type of database. 

B. The data generator 
This module supports the development and testing phase of 

the applications, which use sensitive data, because it generates 
artificial data according to the user-defined parameters. These 
artificial data are similar to the original but sensitive data. There 
are some solutions for generating synthetic or artificial data, but 
they usually have other, special goals with their solutions. For 
example, it is possible that they are made for a special task. 
Zimmering et al. [20] created a novel method for a generation 
process of data to compare the selected machine learning 
methods. Tam et al. [21] have developed an automatic process 
for creating input files (connected to building sensors) to a fire 
model simulation. Norgaard et al. [22] proposed a supervised 
generative adversarial network architecture to create synthetic 
sensor data connected to health monitoring.  

In some synthetic generation, tools need a sample of the real-
data as an input. They learn from the original dataset, and they 
generate the new clone datasets based on this information. 
CTGAN [23] is an open-source project from MIT which is a 
collection of Deep Learning-based Synthetic Data Generators. 
Synsys [24] is a system written in Python and it uses Hidden 
Markov Models to generate sensor event sequences and it 
accepts an existing dataset as input and generates a similar 
synthetic dataset.  

There are some solutions which do not need a sample dataset 
but need a schema to describe the real-data. We have taken to 
examples to show it. Log-synth [25] generates data in 
accordance with a given schema. It contains only two 
distributions which are the normal and random walk. The user 
can define starting time, frequency and the parameters of the 
given distribution in the schema file. Iosynth [26] is similar to 
log-synth, but it allows for more flexibility in terms of defining 
the type of data to be generated (in a schema file). Furthermore, 
it has more implementations of distributions to choose from. 
We can choose either fixed interval sampling, normal or 
exponential distributions. Both solutions can create JSON files 
as an output. 

The above-mentioned data generators are simple solutions, 
which implies that they do not have either an included database, 
user management or a web-based surface to handle the whole 
application. They do not give the opportunity to create artificial 
sensors and devices connected to the data synthetization. 

Our main aim is to generate artificial sensor data to support 
the testing phase of software and their functionalities which 
were developed to handle the original sensor data. It was an 
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of the generated data besides the visualization which can help 
us to compare the artificial data with the real data.

These three modules are embedded into a web-based 
interface to provide a unified user interface, easy application 
handling, and user-friendly system for all potential users. The 
common surface includes all available services of our 
application but only for the authorized users.

Because of the data security difficulties, user management 
was an important aspect of our work. Four different types of 
users were created. The tool admin can handle the sensors 
(create, delete and modify them), the data generator can use and 
set the data generator module, the data handler uses the analysis 
and visualization module while the user admin manages the 
data (name, e-mail address, roles etc.) of the system’s users and 
registers new members. In the next chapters we will introduce 
these components in detail.

A. The database
Not only the sensors but also the systems which can handle 

them (store, analyse the collected data, display the raw and the 
processed data) are important. A basic element of such a system 
is an efficient, reliable and flexible database to store the 
collected sensor data. Relational and non-relational databases 
have a lot of advantages and some disadvantages too and both 
of them offer the opportunity to store the collected sensor data 
[15]. The structure of a non-relational database is not fixed 
(unstructured), which means that there are no relation schemas, 
connections, and the form and the structure of data can be easily 

modified [16]. The IoT and the sensor based applications often 
use non-relational databases, because they have a lot of 
advantages, e.g. the free structure of the database [17]. One of 
the advantages of the relational databases that they are capable 
of performing more complex queries and filtering [18] [19]. 
Our main aim is to create and store artificial sensor data to help 
the testing of the functionality of the developed software and 
not to serve big queries. Because of the above-mentioned 
reasons, we decided to create and use a flexible relational 
database in MSSQL environment. It is the first module of our 
complex system, which can store the data derived from the data 
generator module.

The structure of the database can be seen in Fig. 2 shown as 
an entity-relationship diagram. The following tables were 
defined:

 Sensor_types table: general characterization of the 
different sensor types defined by a unique identifier (id)
and each type has a practical name (name). Max_values
and min_values define the possible minimum and 
maximum values measured by the given sensor type. 
The measurement_length defines the length of one 
measurement and the measurement_accuracy defines 
the measurement precision of the actual sensor type.

 Sensors table: it describes the parameters of a given 
sensor, which belongs to a certain type. Each one of the 
sensors is defined by a unique identifier (id) and has a 
practical name (name). The alarm_low_boundary and 
the alarm_over_boundary attributes define the lowest 

Fig. 2. Entity-relationship diagram of the database structure
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and the highest measured values which might be 
practically correct. The frequency defines the regularity 
of the measurement. Furthermore, the year of production 
(year_prod) and the date of calibration (calib_date) are 
stored in this table. 

 Measurement_types table: describes the parameters of 
the measured data. Each piece of data has a unique 
identifier (id) and has a practical name (name). The unit 
of the measured values is stored as well (unit). 

 Measured_values table: it contains the measured sensor 
values, which are defined by two attributes: the date and 
the sensor.id. The attribute measured_value stores the 
measured sensor values. The attribute valid is a binary 
parameter with only two values, 1 and 0. Value 1 shows 
that the measured value is correct, which means that it is 
between the sensors.alarm_low_boundary and 
sensors.alarm_over_boundary values from Sensors 
table, and the error_rate attribute is NULL. Value 0 
shows that the measured value is incorrect. In this case, 
the value of error_rate is the value of signed distance 
between the measured value and the given boundary. 
The values of attributes valid and error_rate are created 
automatically by a trigger. 

 Devices table: describes the parameters of the devices 
which contain the sensors. Each device is defined by a 
unique identifier (id) and has a practical name (name). 

 Locations table: describes the parameters of the location 
of the devices and sensors. Each place and location is 
defined by a unique identifier (id). Attributes location1, 
location2 and location3 store the details of the location, 
e.g. the name of the location or company. The attribute 
GPS_coordinates contains the accurate location in GPS 
format. Condition1, condition2 and condition3 provide 
an opportunity to store information about the conditions 
of the location, e.g. if the sensor or the device is an 
indoor or outdoor gadget. 

The next connections were defined between the tables: 
 Each of the sensors has one and only one sensor type. In 

other words, there are sensor families, with some well-
defined general parameters in which we can define a 
concrete sensor, which belongs to the given sensor 
family. This connection is a one-to-many relationship, 
because one sensor family can contain more sensors and 
one sensor always belongs to only one family. 

 Each of the sensor types includes the unit and the type 
of the measurement. It is a one-to-many relationship, 
because a given sensor type measures only one thing, but 
one type of measurement can measure more than one 
sensor type. 

 The measured values are connected to the sensor which 
measured them. This is a one-to-many connection, 
because a measured value always belongs to only one 
given sensor, which measured it, but one sensor can 
measure more than one data. 

 All sensors belong to a device, which contains the given 
sensor. This connection is a one-to-many relationship, 

because a device can contain a lot of sensors, but one 
sensor is always in one device. 

 It is important to store the conditions, e.g. the place of 
the sensor. It is a one-to-many connection, because a 
given device is always in one place, but more than one 
device can be in one place. 

Our database is suited for storing any measured sensor data 
or storing the data, which are generated by the application’s 
second module, the data generator. Of course, in the future, if it 
is necessary or practical, we can replace our relational database 
with another type of database. 

B. The data generator 
This module supports the development and testing phase of 

the applications, which use sensitive data, because it generates 
artificial data according to the user-defined parameters. These 
artificial data are similar to the original but sensitive data. There 
are some solutions for generating synthetic or artificial data, but 
they usually have other, special goals with their solutions. For 
example, it is possible that they are made for a special task. 
Zimmering et al. [20] created a novel method for a generation 
process of data to compare the selected machine learning 
methods. Tam et al. [21] have developed an automatic process 
for creating input files (connected to building sensors) to a fire 
model simulation. Norgaard et al. [22] proposed a supervised 
generative adversarial network architecture to create synthetic 
sensor data connected to health monitoring.  

In some synthetic generation, tools need a sample of the real-
data as an input. They learn from the original dataset, and they 
generate the new clone datasets based on this information. 
CTGAN [23] is an open-source project from MIT which is a 
collection of Deep Learning-based Synthetic Data Generators. 
Synsys [24] is a system written in Python and it uses Hidden 
Markov Models to generate sensor event sequences and it 
accepts an existing dataset as input and generates a similar 
synthetic dataset.  

There are some solutions which do not need a sample dataset 
but need a schema to describe the real-data. We have taken to 
examples to show it. Log-synth [25] generates data in 
accordance with a given schema. It contains only two 
distributions which are the normal and random walk. The user 
can define starting time, frequency and the parameters of the 
given distribution in the schema file. Iosynth [26] is similar to 
log-synth, but it allows for more flexibility in terms of defining 
the type of data to be generated (in a schema file). Furthermore, 
it has more implementations of distributions to choose from. 
We can choose either fixed interval sampling, normal or 
exponential distributions. Both solutions can create JSON files 
as an output. 

The above-mentioned data generators are simple solutions, 
which implies that they do not have either an included database, 
user management or a web-based surface to handle the whole 
application. They do not give the opportunity to create artificial 
sensors and devices connected to the data synthetization. 

Our main aim is to generate artificial sensor data to support 
the testing phase of software and their functionalities which 
were developed to handle the original sensor data. It was an 
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and the highest measured values which might be 
practically correct. The frequency defines the regularity 
of the measurement. Furthermore, the year of production 
(year_prod) and the date of calibration (calib_date) are 
stored in this table. 

 Measurement_types table: describes the parameters of 
the measured data. Each piece of data has a unique 
identifier (id) and has a practical name (name). The unit 
of the measured values is stored as well (unit). 

 Measured_values table: it contains the measured sensor 
values, which are defined by two attributes: the date and 
the sensor.id. The attribute measured_value stores the 
measured sensor values. The attribute valid is a binary 
parameter with only two values, 1 and 0. Value 1 shows 
that the measured value is correct, which means that it is 
between the sensors.alarm_low_boundary and 
sensors.alarm_over_boundary values from Sensors 
table, and the error_rate attribute is NULL. Value 0 
shows that the measured value is incorrect. In this case, 
the value of error_rate is the value of signed distance 
between the measured value and the given boundary. 
The values of attributes valid and error_rate are created 
automatically by a trigger. 

 Devices table: describes the parameters of the devices 
which contain the sensors. Each device is defined by a 
unique identifier (id) and has a practical name (name). 

 Locations table: describes the parameters of the location 
of the devices and sensors. Each place and location is 
defined by a unique identifier (id). Attributes location1, 
location2 and location3 store the details of the location, 
e.g. the name of the location or company. The attribute 
GPS_coordinates contains the accurate location in GPS 
format. Condition1, condition2 and condition3 provide 
an opportunity to store information about the conditions 
of the location, e.g. if the sensor or the device is an 
indoor or outdoor gadget. 

The next connections were defined between the tables: 
 Each of the sensors has one and only one sensor type. In 

other words, there are sensor families, with some well-
defined general parameters in which we can define a 
concrete sensor, which belongs to the given sensor 
family. This connection is a one-to-many relationship, 
because one sensor family can contain more sensors and 
one sensor always belongs to only one family. 

 Each of the sensor types includes the unit and the type 
of the measurement. It is a one-to-many relationship, 
because a given sensor type measures only one thing, but 
one type of measurement can measure more than one 
sensor type. 

 The measured values are connected to the sensor which 
measured them. This is a one-to-many connection, 
because a measured value always belongs to only one 
given sensor, which measured it, but one sensor can 
measure more than one data. 

 All sensors belong to a device, which contains the given 
sensor. This connection is a one-to-many relationship, 

because a device can contain a lot of sensors, but one 
sensor is always in one device. 

 It is important to store the conditions, e.g. the place of 
the sensor. It is a one-to-many connection, because a 
given device is always in one place, but more than one 
device can be in one place. 

Our database is suited for storing any measured sensor data 
or storing the data, which are generated by the application’s 
second module, the data generator. Of course, in the future, if it 
is necessary or practical, we can replace our relational database 
with another type of database. 

B. The data generator 
This module supports the development and testing phase of 

the applications, which use sensitive data, because it generates 
artificial data according to the user-defined parameters. These 
artificial data are similar to the original but sensitive data. There 
are some solutions for generating synthetic or artificial data, but 
they usually have other, special goals with their solutions. For 
example, it is possible that they are made for a special task. 
Zimmering et al. [20] created a novel method for a generation 
process of data to compare the selected machine learning 
methods. Tam et al. [21] have developed an automatic process 
for creating input files (connected to building sensors) to a fire 
model simulation. Norgaard et al. [22] proposed a supervised 
generative adversarial network architecture to create synthetic 
sensor data connected to health monitoring.  

In some synthetic generation, tools need a sample of the real-
data as an input. They learn from the original dataset, and they 
generate the new clone datasets based on this information. 
CTGAN [23] is an open-source project from MIT which is a 
collection of Deep Learning-based Synthetic Data Generators. 
Synsys [24] is a system written in Python and it uses Hidden 
Markov Models to generate sensor event sequences and it 
accepts an existing dataset as input and generates a similar 
synthetic dataset.  

There are some solutions which do not need a sample dataset 
but need a schema to describe the real-data. We have taken to 
examples to show it. Log-synth [25] generates data in 
accordance with a given schema. It contains only two 
distributions which are the normal and random walk. The user 
can define starting time, frequency and the parameters of the 
given distribution in the schema file. Iosynth [26] is similar to 
log-synth, but it allows for more flexibility in terms of defining 
the type of data to be generated (in a schema file). Furthermore, 
it has more implementations of distributions to choose from. 
We can choose either fixed interval sampling, normal or 
exponential distributions. Both solutions can create JSON files 
as an output. 

The above-mentioned data generators are simple solutions, 
which implies that they do not have either an included database, 
user management or a web-based surface to handle the whole 
application. They do not give the opportunity to create artificial 
sensors and devices connected to the data synthetization. 

Our main aim is to generate artificial sensor data to support 
the testing phase of software and their functionalities which 
were developed to handle the original sensor data. It was an 
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and the highest measured values which might be 
practically correct. The frequency defines the regularity 
of the measurement. Furthermore, the year of production 
(year_prod) and the date of calibration (calib_date) are 
stored in this table. 

 Measurement_types table: describes the parameters of 
the measured data. Each piece of data has a unique 
identifier (id) and has a practical name (name). The unit 
of the measured values is stored as well (unit). 

 Measured_values table: it contains the measured sensor 
values, which are defined by two attributes: the date and 
the sensor.id. The attribute measured_value stores the 
measured sensor values. The attribute valid is a binary 
parameter with only two values, 1 and 0. Value 1 shows 
that the measured value is correct, which means that it is 
between the sensors.alarm_low_boundary and 
sensors.alarm_over_boundary values from Sensors 
table, and the error_rate attribute is NULL. Value 0 
shows that the measured value is incorrect. In this case, 
the value of error_rate is the value of signed distance 
between the measured value and the given boundary. 
The values of attributes valid and error_rate are created 
automatically by a trigger. 

 Devices table: describes the parameters of the devices 
which contain the sensors. Each device is defined by a 
unique identifier (id) and has a practical name (name). 

 Locations table: describes the parameters of the location 
of the devices and sensors. Each place and location is 
defined by a unique identifier (id). Attributes location1, 
location2 and location3 store the details of the location, 
e.g. the name of the location or company. The attribute 
GPS_coordinates contains the accurate location in GPS 
format. Condition1, condition2 and condition3 provide 
an opportunity to store information about the conditions 
of the location, e.g. if the sensor or the device is an 
indoor or outdoor gadget. 

The next connections were defined between the tables: 
 Each of the sensors has one and only one sensor type. In 

other words, there are sensor families, with some well-
defined general parameters in which we can define a 
concrete sensor, which belongs to the given sensor 
family. This connection is a one-to-many relationship, 
because one sensor family can contain more sensors and 
one sensor always belongs to only one family. 

 Each of the sensor types includes the unit and the type 
of the measurement. It is a one-to-many relationship, 
because a given sensor type measures only one thing, but 
one type of measurement can measure more than one 
sensor type. 

 The measured values are connected to the sensor which 
measured them. This is a one-to-many connection, 
because a measured value always belongs to only one 
given sensor, which measured it, but one sensor can 
measure more than one data. 

 All sensors belong to a device, which contains the given 
sensor. This connection is a one-to-many relationship, 

because a device can contain a lot of sensors, but one 
sensor is always in one device. 

 It is important to store the conditions, e.g. the place of 
the sensor. It is a one-to-many connection, because a 
given device is always in one place, but more than one 
device can be in one place. 

Our database is suited for storing any measured sensor data 
or storing the data, which are generated by the application’s 
second module, the data generator. Of course, in the future, if it 
is necessary or practical, we can replace our relational database 
with another type of database. 

B. The data generator 
This module supports the development and testing phase of 

the applications, which use sensitive data, because it generates 
artificial data according to the user-defined parameters. These 
artificial data are similar to the original but sensitive data. There 
are some solutions for generating synthetic or artificial data, but 
they usually have other, special goals with their solutions. For 
example, it is possible that they are made for a special task. 
Zimmering et al. [20] created a novel method for a generation 
process of data to compare the selected machine learning 
methods. Tam et al. [21] have developed an automatic process 
for creating input files (connected to building sensors) to a fire 
model simulation. Norgaard et al. [22] proposed a supervised 
generative adversarial network architecture to create synthetic 
sensor data connected to health monitoring.  

In some synthetic generation, tools need a sample of the real-
data as an input. They learn from the original dataset, and they 
generate the new clone datasets based on this information. 
CTGAN [23] is an open-source project from MIT which is a 
collection of Deep Learning-based Synthetic Data Generators. 
Synsys [24] is a system written in Python and it uses Hidden 
Markov Models to generate sensor event sequences and it 
accepts an existing dataset as input and generates a similar 
synthetic dataset.  

There are some solutions which do not need a sample dataset 
but need a schema to describe the real-data. We have taken to 
examples to show it. Log-synth [25] generates data in 
accordance with a given schema. It contains only two 
distributions which are the normal and random walk. The user 
can define starting time, frequency and the parameters of the 
given distribution in the schema file. Iosynth [26] is similar to 
log-synth, but it allows for more flexibility in terms of defining 
the type of data to be generated (in a schema file). Furthermore, 
it has more implementations of distributions to choose from. 
We can choose either fixed interval sampling, normal or 
exponential distributions. Both solutions can create JSON files 
as an output. 

The above-mentioned data generators are simple solutions, 
which implies that they do not have either an included database, 
user management or a web-based surface to handle the whole 
application. They do not give the opportunity to create artificial 
sensors and devices connected to the data synthetization. 

Our main aim is to generate artificial sensor data to support 
the testing phase of software and their functionalities which 
were developed to handle the original sensor data. It was an 
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important aspect of creating this application not to use real data 
in the generation method, only their, like Iosynth and log-synth. 

The main part of the generator module was implemented in 
Python language. A public Github project, which was 
developed by a Korean developer team, was integrated into our 
module to help us to create data. It is called Mandrova which 
means “make it” in English, but it means “make sensor data” in 
the context of sensors [27]. Developers can generate values 
with many kinds of distributions with the help of this project, 
but only three of them were used: 

 normal distribution with the mean (μ) and the standard 
deviation (σ) parameters: 

 

  𝑓𝑓(𝑥𝑥) = 1
𝜎𝜎√2𝜋𝜋 𝑒𝑒−(𝑥𝑥−𝜇𝜇)2

2𝜎𝜎2  (1) 
 

 exponential distribution with lambda parameter: 
 

 𝑓𝑓(𝑥𝑥) = {𝜆𝜆𝑒𝑒−𝜆𝜆𝜆𝜆, 𝑤𝑤ℎ𝑒𝑒𝑒𝑒𝑒𝑒 𝑥𝑥 ≥ 0
0, 𝑤𝑤ℎ𝑒𝑒𝑒𝑒𝑒𝑒 𝑥𝑥 < 0  (2) 

 
 gamma distribution with α and β parameters: 

 

 𝑓𝑓(𝑥𝑥) = {
𝛽𝛽𝛼𝛼𝜆𝜆𝛼𝛼−1𝑒𝑒−𝛽𝛽𝑥𝑥

Γ(𝛼𝛼) , 𝑤𝑤ℎ𝑒𝑒𝑒𝑒𝑒𝑒 𝑥𝑥 > 0
0,                       𝑤𝑤ℎ𝑒𝑒𝑒𝑒𝑒𝑒 𝑥𝑥 ≤ 0

 (3) 

 
These three types were chosen in our current solution, 

because they are among the most general distributions [28]. The 
surveyed data generators, which use the distribution of the 
data,use less or the same distributions as our application. Log-
synth [25] contains only normal distribution and random walk. 
Using Iosynth [26] we can choose normal or exponential 
distributions and fixed interval sampling. We are planning to 
build in other distributions in the future to extend the 
possibilities of this module. 

The generation of the values is based on four basic 
parameters. At first, an existing sensor must be chosen for 
which the values will be generated. All sensors (which are 
stored in the database, except for those that have not been 
connected to a sensor type) are listed and can be selected. The 
second criterion is the type of statistical distribution with 
appropriate parameters. The user also has to decide how much 
data should be generated. Finally, a timestamp has to be given, 
which is the date of the latest created data. Before the actual 
data generation process, some important information is 
automatically queried from the database. The table 
sensor_types guarantees the following attributes of the chosen 
sensor: measurement_accuracy, max_values and min_values. 
Measurement_accuracy defines the accuracy of the stored data. 
If this record is missing, the rounding value is one by default 
(as one decimal). When the generated value exceeds the 
max_values or it is less than the min_values parameters, the 
generated data’s new error indicator values are 9999 or -9999 
(it depends on whether the value is over the maximum or under 
the minimum). This notation helps us to determine and handle 
“measurements” which are certainly wrong. If both min_values 

and max_values fields are empty in the database, all incoming 
data are accepted. If only one of them is missing, all the 
generated values are correct which are under or over the 
existing limit. 

In accordance with the above-mentioned conditions, the 
generator module’s algorithm has three main steps. The first 
one is to generate the artificial data based on the user-defined 
distribution and connected parameters. The second one is the 
checking method, to decide whether the generated value is valid 
or not according to the parameters min_values and max_values. 
If it is necessary, the algorithm changes the generated values to 
the error indicator values. The last step is the data rounding on 
the basis of the parameter measurement_accuracy. After that, 
the module stores the new records in the database. 

C. Filtering and visualization 
Data filtering and visualization are the most important basic 

tasks of data handling and they are essential for further data 
analysis [28]. The third module’s visualization part is a 
JavaScript-based component and it gives the opportunity to 
handle and visualize the generated datasets and to analyse them 
later in Python language following further development. 
Currently, the module has two main functions: filtering data by 
different aspects, like timestamp, sensors, places etc. and 
visualizing and creating basic statistical properties of datasets. 
This second function allows a basic comparison between the 
generated and the original, real data. 

A user-friendly interface was created to filter and visualize 
the stored data. It was an important aim not to develop this 
module only for IT specialists. Therefore, a huge number of 
automatized solutions were built in to help users.  

Users can filter by devices, sensor types or sensors and enter 
a starting and an ending date. The device selection is optional, 
but if a device has been chosen, only those sensor types and 
sensors are available which are connected to the selected 
device. Otherwise, all stored sensor types are available to users. 
Sensor type selection is required because our goal was to 
visualize only those sensors which have the same type and for 
example the same unit. Obviously, the user must choose at least 
one sensor. The last two parameters, the timestamps are 
optional. After setting these parameters, the application queries 
all records from the database according to the selected 
parameters. Our aim was to visualize more than one sensor from 
one sensor type, but we had to handle the problem of different 
timestamps of different sensors. To solve it, an algorithm was 
created and implemented. For visualization, we had to use a 
two-dimensional table, which stores the values that the user 
wants to display. The first column stores timestamps after 
which there is one column for each sensor. This table is loaded 
up with data by the above-mentioned algorithm whose main 
task is to check if the selected sensors made measurements at a 
given time or not. The algorithm uses all the timestamps when 
any of the selected sensors (in the given time period) made a 
measurement. Timestamps are stored twice, in two arrays. In 
the first one, we store all the available dates in chronological 
order. All of them are stored in the second one too but they are 
grouped by sensors. The algorithm iterates over the first array 
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important aspect of creating this application not to use real data 
in the generation method, only their, like Iosynth and log-synth. 

The main part of the generator module was implemented in 
Python language. A public Github project, which was 
developed by a Korean developer team, was integrated into our 
module to help us to create data. It is called Mandrova which 
means “make it” in English, but it means “make sensor data” in 
the context of sensors [27]. Developers can generate values 
with many kinds of distributions with the help of this project, 
but only three of them were used: 

 normal distribution with the mean (μ) and the standard 
deviation (σ) parameters: 
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because they are among the most general distributions [28]. The 
surveyed data generators, which use the distribution of the 
data,use less or the same distributions as our application. Log-
synth [25] contains only normal distribution and random walk. 
Using Iosynth [26] we can choose normal or exponential 
distributions and fixed interval sampling. We are planning to 
build in other distributions in the future to extend the 
possibilities of this module. 

The generation of the values is based on four basic 
parameters. At first, an existing sensor must be chosen for 
which the values will be generated. All sensors (which are 
stored in the database, except for those that have not been 
connected to a sensor type) are listed and can be selected. The 
second criterion is the type of statistical distribution with 
appropriate parameters. The user also has to decide how much 
data should be generated. Finally, a timestamp has to be given, 
which is the date of the latest created data. Before the actual 
data generation process, some important information is 
automatically queried from the database. The table 
sensor_types guarantees the following attributes of the chosen 
sensor: measurement_accuracy, max_values and min_values. 
Measurement_accuracy defines the accuracy of the stored data. 
If this record is missing, the rounding value is one by default 
(as one decimal). When the generated value exceeds the 
max_values or it is less than the min_values parameters, the 
generated data’s new error indicator values are 9999 or -9999 
(it depends on whether the value is over the maximum or under 
the minimum). This notation helps us to determine and handle 
“measurements” which are certainly wrong. If both min_values 

and max_values fields are empty in the database, all incoming 
data are accepted. If only one of them is missing, all the 
generated values are correct which are under or over the 
existing limit. 

In accordance with the above-mentioned conditions, the 
generator module’s algorithm has three main steps. The first 
one is to generate the artificial data based on the user-defined 
distribution and connected parameters. The second one is the 
checking method, to decide whether the generated value is valid 
or not according to the parameters min_values and max_values. 
If it is necessary, the algorithm changes the generated values to 
the error indicator values. The last step is the data rounding on 
the basis of the parameter measurement_accuracy. After that, 
the module stores the new records in the database. 

C. Filtering and visualization 
Data filtering and visualization are the most important basic 

tasks of data handling and they are essential for further data 
analysis [28]. The third module’s visualization part is a 
JavaScript-based component and it gives the opportunity to 
handle and visualize the generated datasets and to analyse them 
later in Python language following further development. 
Currently, the module has two main functions: filtering data by 
different aspects, like timestamp, sensors, places etc. and 
visualizing and creating basic statistical properties of datasets. 
This second function allows a basic comparison between the 
generated and the original, real data. 

A user-friendly interface was created to filter and visualize 
the stored data. It was an important aim not to develop this 
module only for IT specialists. Therefore, a huge number of 
automatized solutions were built in to help users.  

Users can filter by devices, sensor types or sensors and enter 
a starting and an ending date. The device selection is optional, 
but if a device has been chosen, only those sensor types and 
sensors are available which are connected to the selected 
device. Otherwise, all stored sensor types are available to users. 
Sensor type selection is required because our goal was to 
visualize only those sensors which have the same type and for 
example the same unit. Obviously, the user must choose at least 
one sensor. The last two parameters, the timestamps are 
optional. After setting these parameters, the application queries 
all records from the database according to the selected 
parameters. Our aim was to visualize more than one sensor from 
one sensor type, but we had to handle the problem of different 
timestamps of different sensors. To solve it, an algorithm was 
created and implemented. For visualization, we had to use a 
two-dimensional table, which stores the values that the user 
wants to display. The first column stores timestamps after 
which there is one column for each sensor. This table is loaded 
up with data by the above-mentioned algorithm whose main 
task is to check if the selected sensors made measurements at a 
given time or not. The algorithm uses all the timestamps when 
any of the selected sensors (in the given time period) made a 
measurement. Timestamps are stored twice, in two arrays. In 
the first one, we store all the available dates in chronological 
order. All of them are stored in the second one too but they are 
grouped by sensors. The algorithm iterates over the first array 
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which the values will be generated. All sensors (which are 
stored in the database, except for those that have not been 
connected to a sensor type) are listed and can be selected. The 
second criterion is the type of statistical distribution with 
appropriate parameters. The user also has to decide how much 
data should be generated. Finally, a timestamp has to be given, 
which is the date of the latest created data. Before the actual 
data generation process, some important information is 
automatically queried from the database. The table 
sensor_types guarantees the following attributes of the chosen 
sensor: measurement_accuracy, max_values and min_values. 
Measurement_accuracy defines the accuracy of the stored data. 
If this record is missing, the rounding value is one by default 
(as one decimal). When the generated value exceeds the 
max_values or it is less than the min_values parameters, the 
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(it depends on whether the value is over the maximum or under 
the minimum). This notation helps us to determine and handle 
“measurements” which are certainly wrong. If both min_values 
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data are accepted. If only one of them is missing, all the 
generated values are correct which are under or over the 
existing limit. 

In accordance with the above-mentioned conditions, the 
generator module’s algorithm has three main steps. The first 
one is to generate the artificial data based on the user-defined 
distribution and connected parameters. The second one is the 
checking method, to decide whether the generated value is valid 
or not according to the parameters min_values and max_values. 
If it is necessary, the algorithm changes the generated values to 
the error indicator values. The last step is the data rounding on 
the basis of the parameter measurement_accuracy. After that, 
the module stores the new records in the database. 

C. Filtering and visualization 
Data filtering and visualization are the most important basic 

tasks of data handling and they are essential for further data 
analysis [28]. The third module’s visualization part is a 
JavaScript-based component and it gives the opportunity to 
handle and visualize the generated datasets and to analyse them 
later in Python language following further development. 
Currently, the module has two main functions: filtering data by 
different aspects, like timestamp, sensors, places etc. and 
visualizing and creating basic statistical properties of datasets. 
This second function allows a basic comparison between the 
generated and the original, real data. 

A user-friendly interface was created to filter and visualize 
the stored data. It was an important aim not to develop this 
module only for IT specialists. Therefore, a huge number of 
automatized solutions were built in to help users.  

Users can filter by devices, sensor types or sensors and enter 
a starting and an ending date. The device selection is optional, 
but if a device has been chosen, only those sensor types and 
sensors are available which are connected to the selected 
device. Otherwise, all stored sensor types are available to users. 
Sensor type selection is required because our goal was to 
visualize only those sensors which have the same type and for 
example the same unit. Obviously, the user must choose at least 
one sensor. The last two parameters, the timestamps are 
optional. After setting these parameters, the application queries 
all records from the database according to the selected 
parameters. Our aim was to visualize more than one sensor from 
one sensor type, but we had to handle the problem of different 
timestamps of different sensors. To solve it, an algorithm was 
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a starting and an ending date. The device selection is optional, 
but if a device has been chosen, only those sensor types and 
sensors are available which are connected to the selected 
device. Otherwise, all stored sensor types are available to users. 
Sensor type selection is required because our goal was to 
visualize only those sensors which have the same type and for 
example the same unit. Obviously, the user must choose at least 
one sensor. The last two parameters, the timestamps are 
optional. After setting these parameters, the application queries 
all records from the database according to the selected 
parameters. Our aim was to visualize more than one sensor from 
one sensor type, but we had to handle the problem of different 
timestamps of different sensors. To solve it, an algorithm was 
created and implemented. For visualization, we had to use a 
two-dimensional table, which stores the values that the user 
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task is to check if the selected sensors made measurements at a 
given time or not. The algorithm uses all the timestamps when 
any of the selected sensors (in the given time period) made a 
measurement. Timestamps are stored twice, in two arrays. In 
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order. All of them are stored in the second one too but they are 
grouped by sensors. The algorithm iterates over the first array 

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 6

and compares the elements to the other array’s timestamps. If 
they are equal, it means that a measurement was made at this 
time by the current sensor, and we store this measured value in 
the given sensor’s column. Otherwise, we insert a null value 
into the appropriate sensor in the given timestamp. Such a table 
can be seen below (Table I.). The timestamps are in the first 
column, and it can be seen in the others that the three sensors 
(named S1, S2, S3) did not make measurements at the same 
time, so there are null values in these fields.

TABLE I
AN EXAMPLE FOR THE UPLOADED TWO-DIMENSIONAL TABLE

date S1 S2 S3
2021-11-02 14:00:00 null 17.03 null
2021-11-02 14:05:00 20.17 null 10.58
2021-11-02 14:10:00 null 23.11 null
2021-11-02 14:15:00 22.05 null 9.87

For displaying the selected data, Google Charts was used 
which is an API that helps developers to display data on 
diagrams simply. The easiest way to use it is to load some 
libraries and embed a JavaScript code in the application [30].

The application has a user-friendly web-based interface to 
provide a uniform display for the using of all three main 
modules and their functionalities. The available application 
menus depend on the actual user’s authorities. This solution 
ensures that users can only use those functions which are 
available to them. To guarantee this, user management is an 
important part of the application.

III. USER ADMINISTRATION

Data security and the adequate user authorities are basic 
requirements for such an application [31]. According to this, 
our software can be used only by registered users. The attributes 
of the users are stored in an independent database. It consists of 
two tables. One is for the users and the other is for the different 
roles. A user can have more than one role (Fig. 3).

Four different roles are defined. These roles are separated 
from each other, and they are related to well-defined tasks. First 
is tool admin who manages the data of measurement types, 
sensors, sensor types, devices and locations. It is the tool 
admin’s responsibility to modify the attributes of a given 
element, e.g. the alarm boundaries of a sensor, the year of the 
production, the date of the calibration and the measurement 
frequency. 

Due to the relationship between the database tables, there 
may be anomalies after a modification or creation, and we have 

to handle them. A special menu was created for this. The 
application can identify and inform the tool admin about the 
next anomalies: 

 There is no measurement type connected to a sensor 
type,

 A sensor is not connected to a sensor type,
 A sensor is not connected to a device,
 A device does not have a location.

The application can identify these anomalies, and it creates a 

list about the problems for users to correct them. The interface 
of this menu is shown in Fig. 4.

The second type of user is data generator, who can generate 
the artificial sensor data by specifying various parameters. The 
details are in Section II B.

Data handler manages the visualization interface. This role 
gives the opportunity to give some filtering conditions.
Afterwards, the diagram, which is created by the program based 
on the given conditions, can be viewed by the user. 

The last user is the user admin, who manages the data of the 
users and registers new users. User admin can handle the 
personal data of the users, like name, e-mail address and it is 
his/her responsibility to set the authorities of the users. The 
current surface of the application corresponds to the logged 
user’s authorities. It means that a given user can reach only 
those functions that come under his or her authority. For 
example, a data generator user can only use the functions 
connected to artificial data generation, but not other functions, 
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like visualization, sensor and user management. Of course, a 
user can be assigned multiple roles who can reach and use all 
related functions in the application.

IV. A DEMONSTRATION USE-CASE

In this section, we would like to show the functionality of our 
application from the data generation to data filtering and 
visualization. To do this, different kinds of users were defined 
with the appropriate roles and authorities. At first, we generated 
some artificial values with our data generator module. Before 
generating, some test elements (sensors, sensor types etc.) were 
inserted into our database. In this test, one sensor, named 
Tempr2 was selected, which is a thermometer, and the other 
parameters were entered. We chose the normal distribution and 
1000 values were generated where the starting date was 2022. 
01. 07 23:00:00. (Fig. 5). At the end of the process, a message 
tells us if the generation was successful or not. We manually 
checked the generated data in the database.

After a huge number of values had been generated, we started 
to test the visualization component. As it can be seen in Fig. 6, 
humidity sensor type was selected and two sensors appeared in 
the box which means that there are two sensors in the database 
connected to the chosen sensor type. We also entered the 
starting and the ending date, and then the line diagram was 
created by the program as shown in Fig. 7. Besides, we tested 
the filter under the diagram that also worked properly as we 
could easily change the interval of the dates. In addition, some 
random values were selected from the diagram and we checked 
in the database if they matched, and we experienced that all of 
them were the same at the given times.

Fig. 5. Interface of a test data generation
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and compares the elements to the other array’s timestamps. If 
they are equal, it means that a measurement was made at this 
time by the current sensor, and we store this measured value in 
the given sensor’s column. Otherwise, we insert a null value 
into the appropriate sensor in the given timestamp. Such a table 
can be seen below (Table I.). The timestamps are in the first 
column, and it can be seen in the others that the three sensors 
(named S1, S2, S3) did not make measurements at the same 
time, so there are null values in these fields.

TABLE I
AN EXAMPLE FOR THE UPLOADED TWO-DIMENSIONAL TABLE

date S1 S2 S3
2021-11-02 14:00:00 null 17.03 null
2021-11-02 14:05:00 20.17 null 10.58
2021-11-02 14:10:00 null 23.11 null
2021-11-02 14:15:00 22.05 null 9.87

For displaying the selected data, Google Charts was used 
which is an API that helps developers to display data on 
diagrams simply. The easiest way to use it is to load some 
libraries and embed a JavaScript code in the application [30].

The application has a user-friendly web-based interface to 
provide a uniform display for the using of all three main 
modules and their functionalities. The available application 
menus depend on the actual user’s authorities. This solution 
ensures that users can only use those functions which are 
available to them. To guarantee this, user management is an 
important part of the application.

III. USER ADMINISTRATION

Data security and the adequate user authorities are basic 
requirements for such an application [31]. According to this, 
our software can be used only by registered users. The attributes 
of the users are stored in an independent database. It consists of 
two tables. One is for the users and the other is for the different 
roles. A user can have more than one role (Fig. 3).

Four different roles are defined. These roles are separated 
from each other, and they are related to well-defined tasks. First 
is tool admin who manages the data of measurement types, 
sensors, sensor types, devices and locations. It is the tool 
admin’s responsibility to modify the attributes of a given 
element, e.g. the alarm boundaries of a sensor, the year of the 
production, the date of the calibration and the measurement 
frequency. 

Due to the relationship between the database tables, there 
may be anomalies after a modification or creation, and we have 

to handle them. A special menu was created for this. The 
application can identify and inform the tool admin about the 
next anomalies: 

 There is no measurement type connected to a sensor 
type,

 A sensor is not connected to a sensor type,
 A sensor is not connected to a device,
 A device does not have a location.

The application can identify these anomalies, and it creates a 

list about the problems for users to correct them. The interface 
of this menu is shown in Fig. 4.

The second type of user is data generator, who can generate 
the artificial sensor data by specifying various parameters. The 
details are in Section II B.

Data handler manages the visualization interface. This role 
gives the opportunity to give some filtering conditions.
Afterwards, the diagram, which is created by the program based 
on the given conditions, can be viewed by the user. 

The last user is the user admin, who manages the data of the 
users and registers new users. User admin can handle the 
personal data of the users, like name, e-mail address and it is 
his/her responsibility to set the authorities of the users. The 
current surface of the application corresponds to the logged 
user’s authorities. It means that a given user can reach only 
those functions that come under his or her authority. For 
example, a data generator user can only use the functions 
connected to artificial data generation, but not other functions, 

Fig. 4. Anomalies

Fig. 3. Users and roles

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 6

and compares the elements to the other array’s timestamps. If 
they are equal, it means that a measurement was made at this 
time by the current sensor, and we store this measured value in 
the given sensor’s column. Otherwise, we insert a null value 
into the appropriate sensor in the given timestamp. Such a table 
can be seen below (Table I.). The timestamps are in the first 
column, and it can be seen in the others that the three sensors 
(named S1, S2, S3) did not make measurements at the same 
time, so there are null values in these fields.

TABLE I
AN EXAMPLE FOR THE UPLOADED TWO-DIMENSIONAL TABLE

date S1 S2 S3
2021-11-02 14:00:00 null 17.03 null
2021-11-02 14:05:00 20.17 null 10.58
2021-11-02 14:10:00 null 23.11 null
2021-11-02 14:15:00 22.05 null 9.87

For displaying the selected data, Google Charts was used 
which is an API that helps developers to display data on 
diagrams simply. The easiest way to use it is to load some 
libraries and embed a JavaScript code in the application [30].

The application has a user-friendly web-based interface to 
provide a uniform display for the using of all three main 
modules and their functionalities. The available application 
menus depend on the actual user’s authorities. This solution 
ensures that users can only use those functions which are 
available to them. To guarantee this, user management is an 
important part of the application.

III. USER ADMINISTRATION

Data security and the adequate user authorities are basic 
requirements for such an application [31]. According to this, 
our software can be used only by registered users. The attributes 
of the users are stored in an independent database. It consists of 
two tables. One is for the users and the other is for the different 
roles. A user can have more than one role (Fig. 3).

Four different roles are defined. These roles are separated 
from each other, and they are related to well-defined tasks. First 
is tool admin who manages the data of measurement types, 
sensors, sensor types, devices and locations. It is the tool 
admin’s responsibility to modify the attributes of a given 
element, e.g. the alarm boundaries of a sensor, the year of the 
production, the date of the calibration and the measurement 
frequency. 

Due to the relationship between the database tables, there 
may be anomalies after a modification or creation, and we have 

to handle them. A special menu was created for this. The 
application can identify and inform the tool admin about the 
next anomalies: 

 There is no measurement type connected to a sensor 
type,

 A sensor is not connected to a sensor type,
 A sensor is not connected to a device,
 A device does not have a location.

The application can identify these anomalies, and it creates a 

list about the problems for users to correct them. The interface 
of this menu is shown in Fig. 4.

The second type of user is data generator, who can generate 
the artificial sensor data by specifying various parameters. The 
details are in Section II B.

Data handler manages the visualization interface. This role 
gives the opportunity to give some filtering conditions.
Afterwards, the diagram, which is created by the program based 
on the given conditions, can be viewed by the user. 

The last user is the user admin, who manages the data of the 
users and registers new users. User admin can handle the 
personal data of the users, like name, e-mail address and it is 
his/her responsibility to set the authorities of the users. The 
current surface of the application corresponds to the logged 
user’s authorities. It means that a given user can reach only 
those functions that come under his or her authority. For 
example, a data generator user can only use the functions 
connected to artificial data generation, but not other functions, 
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and compares the elements to the other array’s timestamps. If 
they are equal, it means that a measurement was made at this 
time by the current sensor, and we store this measured value in 
the given sensor’s column. Otherwise, we insert a null value 
into the appropriate sensor in the given timestamp. Such a table 
can be seen below (Table I.). The timestamps are in the first 
column, and it can be seen in the others that the three sensors 
(named S1, S2, S3) did not make measurements at the same 
time, so there are null values in these fields.

TABLE I
AN EXAMPLE FOR THE UPLOADED TWO-DIMENSIONAL TABLE

date S1 S2 S3
2021-11-02 14:00:00 null 17.03 null
2021-11-02 14:05:00 20.17 null 10.58
2021-11-02 14:10:00 null 23.11 null
2021-11-02 14:15:00 22.05 null 9.87

For displaying the selected data, Google Charts was used 
which is an API that helps developers to display data on 
diagrams simply. The easiest way to use it is to load some 
libraries and embed a JavaScript code in the application [30].

The application has a user-friendly web-based interface to 
provide a uniform display for the using of all three main 
modules and their functionalities. The available application 
menus depend on the actual user’s authorities. This solution 
ensures that users can only use those functions which are 
available to them. To guarantee this, user management is an 
important part of the application.

III. USER ADMINISTRATION

Data security and the adequate user authorities are basic 
requirements for such an application [31]. According to this, 
our software can be used only by registered users. The attributes 
of the users are stored in an independent database. It consists of 
two tables. One is for the users and the other is for the different 
roles. A user can have more than one role (Fig. 3).

Four different roles are defined. These roles are separated 
from each other, and they are related to well-defined tasks. First 
is tool admin who manages the data of measurement types, 
sensors, sensor types, devices and locations. It is the tool 
admin’s responsibility to modify the attributes of a given 
element, e.g. the alarm boundaries of a sensor, the year of the 
production, the date of the calibration and the measurement 
frequency. 

Due to the relationship between the database tables, there 
may be anomalies after a modification or creation, and we have 

to handle them. A special menu was created for this. The 
application can identify and inform the tool admin about the 
next anomalies: 

 There is no measurement type connected to a sensor 
type,

 A sensor is not connected to a sensor type,
 A sensor is not connected to a device,
 A device does not have a location.

The application can identify these anomalies, and it creates a 

list about the problems for users to correct them. The interface 
of this menu is shown in Fig. 4.

The second type of user is data generator, who can generate 
the artificial sensor data by specifying various parameters. The 
details are in Section II B.

Data handler manages the visualization interface. This role 
gives the opportunity to give some filtering conditions.
Afterwards, the diagram, which is created by the program based 
on the given conditions, can be viewed by the user. 

The last user is the user admin, who manages the data of the 
users and registers new users. User admin can handle the 
personal data of the users, like name, e-mail address and it is 
his/her responsibility to set the authorities of the users. The 
current surface of the application corresponds to the logged 
user’s authorities. It means that a given user can reach only 
those functions that come under his or her authority. For 
example, a data generator user can only use the functions 
connected to artificial data generation, but not other functions, 
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and compares the elements to the other array’s timestamps. If 
they are equal, it means that a measurement was made at this 
time by the current sensor, and we store this measured value in 
the given sensor’s column. Otherwise, we insert a null value 
into the appropriate sensor in the given timestamp. Such a table 
can be seen below (Table I.). The timestamps are in the first 
column, and it can be seen in the others that the three sensors 
(named S1, S2, S3) did not make measurements at the same 
time, so there are null values in these fields.

TABLE I
AN EXAMPLE FOR THE UPLOADED TWO-DIMENSIONAL TABLE

date S1 S2 S3
2021-11-02 14:00:00 null 17.03 null
2021-11-02 14:05:00 20.17 null 10.58
2021-11-02 14:10:00 null 23.11 null
2021-11-02 14:15:00 22.05 null 9.87

For displaying the selected data, Google Charts was used 
which is an API that helps developers to display data on 
diagrams simply. The easiest way to use it is to load some 
libraries and embed a JavaScript code in the application [30].

The application has a user-friendly web-based interface to 
provide a uniform display for the using of all three main 
modules and their functionalities. The available application 
menus depend on the actual user’s authorities. This solution 
ensures that users can only use those functions which are 
available to them. To guarantee this, user management is an 
important part of the application.

III. USER ADMINISTRATION

Data security and the adequate user authorities are basic 
requirements for such an application [31]. According to this, 
our software can be used only by registered users. The attributes 
of the users are stored in an independent database. It consists of 
two tables. One is for the users and the other is for the different 
roles. A user can have more than one role (Fig. 3).

Four different roles are defined. These roles are separated 
from each other, and they are related to well-defined tasks. First 
is tool admin who manages the data of measurement types, 
sensors, sensor types, devices and locations. It is the tool 
admin’s responsibility to modify the attributes of a given 
element, e.g. the alarm boundaries of a sensor, the year of the 
production, the date of the calibration and the measurement 
frequency. 

Due to the relationship between the database tables, there 
may be anomalies after a modification or creation, and we have 

to handle them. A special menu was created for this. The 
application can identify and inform the tool admin about the 
next anomalies: 

 There is no measurement type connected to a sensor 
type,

 A sensor is not connected to a sensor type,
 A sensor is not connected to a device,
 A device does not have a location.

The application can identify these anomalies, and it creates a 

list about the problems for users to correct them. The interface 
of this menu is shown in Fig. 4.

The second type of user is data generator, who can generate 
the artificial sensor data by specifying various parameters. The 
details are in Section II B.

Data handler manages the visualization interface. This role 
gives the opportunity to give some filtering conditions.
Afterwards, the diagram, which is created by the program based 
on the given conditions, can be viewed by the user. 

The last user is the user admin, who manages the data of the 
users and registers new users. User admin can handle the 
personal data of the users, like name, e-mail address and it is 
his/her responsibility to set the authorities of the users. The 
current surface of the application corresponds to the logged 
user’s authorities. It means that a given user can reach only 
those functions that come under his or her authority. For 
example, a data generator user can only use the functions 
connected to artificial data generation, but not other functions, 
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and compares the elements to the other array’s timestamps. If 
they are equal, it means that a measurement was made at this 
time by the current sensor, and we store this measured value in 
the given sensor’s column. Otherwise, we insert a null value 
into the appropriate sensor in the given timestamp. Such a table 
can be seen below (Table I.). The timestamps are in the first 
column, and it can be seen in the others that the three sensors 
(named S1, S2, S3) did not make measurements at the same 
time, so there are null values in these fields.

TABLE I
AN EXAMPLE FOR THE UPLOADED TWO-DIMENSIONAL TABLE

date S1 S2 S3
2021-11-02 14:00:00 null 17.03 null
2021-11-02 14:05:00 20.17 null 10.58
2021-11-02 14:10:00 null 23.11 null
2021-11-02 14:15:00 22.05 null 9.87

For displaying the selected data, Google Charts was used 
which is an API that helps developers to display data on 
diagrams simply. The easiest way to use it is to load some 
libraries and embed a JavaScript code in the application [30].

The application has a user-friendly web-based interface to 
provide a uniform display for the using of all three main 
modules and their functionalities. The available application 
menus depend on the actual user’s authorities. This solution 
ensures that users can only use those functions which are 
available to them. To guarantee this, user management is an 
important part of the application.

III. USER ADMINISTRATION

Data security and the adequate user authorities are basic 
requirements for such an application [31]. According to this, 
our software can be used only by registered users. The attributes 
of the users are stored in an independent database. It consists of 
two tables. One is for the users and the other is for the different 
roles. A user can have more than one role (Fig. 3).

Four different roles are defined. These roles are separated 
from each other, and they are related to well-defined tasks. First 
is tool admin who manages the data of measurement types, 
sensors, sensor types, devices and locations. It is the tool 
admin’s responsibility to modify the attributes of a given 
element, e.g. the alarm boundaries of a sensor, the year of the 
production, the date of the calibration and the measurement 
frequency. 

Due to the relationship between the database tables, there 
may be anomalies after a modification or creation, and we have 

to handle them. A special menu was created for this. The 
application can identify and inform the tool admin about the 
next anomalies: 

 There is no measurement type connected to a sensor 
type,

 A sensor is not connected to a sensor type,
 A sensor is not connected to a device,
 A device does not have a location.

The application can identify these anomalies, and it creates a 

list about the problems for users to correct them. The interface 
of this menu is shown in Fig. 4.

The second type of user is data generator, who can generate 
the artificial sensor data by specifying various parameters. The 
details are in Section II B.

Data handler manages the visualization interface. This role 
gives the opportunity to give some filtering conditions.
Afterwards, the diagram, which is created by the program based 
on the given conditions, can be viewed by the user. 

The last user is the user admin, who manages the data of the 
users and registers new users. User admin can handle the 
personal data of the users, like name, e-mail address and it is 
his/her responsibility to set the authorities of the users. The 
current surface of the application corresponds to the logged 
user’s authorities. It means that a given user can reach only 
those functions that come under his or her authority. For 
example, a data generator user can only use the functions 
connected to artificial data generation, but not other functions, 
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and compares the elements to the other array’s timestamps. If 
they are equal, it means that a measurement was made at this 
time by the current sensor, and we store this measured value in 
the given sensor’s column. Otherwise, we insert a null value 
into the appropriate sensor in the given timestamp. Such a table 
can be seen below (Table I.). The timestamps are in the first 
column, and it can be seen in the others that the three sensors 
(named S1, S2, S3) did not make measurements at the same 
time, so there are null values in these fields.

TABLE I
AN EXAMPLE FOR THE UPLOADED TWO-DIMENSIONAL TABLE

date S1 S2 S3
2021-11-02 14:00:00 null 17.03 null
2021-11-02 14:05:00 20.17 null 10.58
2021-11-02 14:10:00 null 23.11 null
2021-11-02 14:15:00 22.05 null 9.87

For displaying the selected data, Google Charts was used 
which is an API that helps developers to display data on 
diagrams simply. The easiest way to use it is to load some 
libraries and embed a JavaScript code in the application [30].

The application has a user-friendly web-based interface to 
provide a uniform display for the using of all three main 
modules and their functionalities. The available application 
menus depend on the actual user’s authorities. This solution 
ensures that users can only use those functions which are 
available to them. To guarantee this, user management is an 
important part of the application.

III. USER ADMINISTRATION

Data security and the adequate user authorities are basic 
requirements for such an application [31]. According to this, 
our software can be used only by registered users. The attributes 
of the users are stored in an independent database. It consists of 
two tables. One is for the users and the other is for the different 
roles. A user can have more than one role (Fig. 3).

Four different roles are defined. These roles are separated 
from each other, and they are related to well-defined tasks. First 
is tool admin who manages the data of measurement types, 
sensors, sensor types, devices and locations. It is the tool 
admin’s responsibility to modify the attributes of a given 
element, e.g. the alarm boundaries of a sensor, the year of the 
production, the date of the calibration and the measurement 
frequency. 

Due to the relationship between the database tables, there 
may be anomalies after a modification or creation, and we have 

to handle them. A special menu was created for this. The 
application can identify and inform the tool admin about the 
next anomalies: 

 There is no measurement type connected to a sensor 
type,

 A sensor is not connected to a sensor type,
 A sensor is not connected to a device,
 A device does not have a location.

The application can identify these anomalies, and it creates a 

list about the problems for users to correct them. The interface 
of this menu is shown in Fig. 4.

The second type of user is data generator, who can generate 
the artificial sensor data by specifying various parameters. The 
details are in Section II B.

Data handler manages the visualization interface. This role 
gives the opportunity to give some filtering conditions.
Afterwards, the diagram, which is created by the program based 
on the given conditions, can be viewed by the user. 

The last user is the user admin, who manages the data of the 
users and registers new users. User admin can handle the 
personal data of the users, like name, e-mail address and it is 
his/her responsibility to set the authorities of the users. The 
current surface of the application corresponds to the logged 
user’s authorities. It means that a given user can reach only 
those functions that come under his or her authority. For 
example, a data generator user can only use the functions 
connected to artificial data generation, but not other functions, 
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and compares the elements to the other array’s timestamps. If 
they are equal, it means that a measurement was made at this 
time by the current sensor, and we store this measured value in 
the given sensor’s column. Otherwise, we insert a null value 
into the appropriate sensor in the given timestamp. Such a table 
can be seen below (Table I.). The timestamps are in the first 
column, and it can be seen in the others that the three sensors 
(named S1, S2, S3) did not make measurements at the same 
time, so there are null values in these fields.

TABLE I
AN EXAMPLE FOR THE UPLOADED TWO-DIMENSIONAL TABLE

date S1 S2 S3
2021-11-02 14:00:00 null 17.03 null
2021-11-02 14:05:00 20.17 null 10.58
2021-11-02 14:10:00 null 23.11 null
2021-11-02 14:15:00 22.05 null 9.87

For displaying the selected data, Google Charts was used 
which is an API that helps developers to display data on 
diagrams simply. The easiest way to use it is to load some 
libraries and embed a JavaScript code in the application [30].

The application has a user-friendly web-based interface to 
provide a uniform display for the using of all three main 
modules and their functionalities. The available application 
menus depend on the actual user’s authorities. This solution 
ensures that users can only use those functions which are 
available to them. To guarantee this, user management is an 
important part of the application.

III. USER ADMINISTRATION

Data security and the adequate user authorities are basic 
requirements for such an application [31]. According to this, 
our software can be used only by registered users. The attributes 
of the users are stored in an independent database. It consists of 
two tables. One is for the users and the other is for the different 
roles. A user can have more than one role (Fig. 3).

Four different roles are defined. These roles are separated 
from each other, and they are related to well-defined tasks. First 
is tool admin who manages the data of measurement types, 
sensors, sensor types, devices and locations. It is the tool 
admin’s responsibility to modify the attributes of a given 
element, e.g. the alarm boundaries of a sensor, the year of the 
production, the date of the calibration and the measurement 
frequency. 

Due to the relationship between the database tables, there 
may be anomalies after a modification or creation, and we have 

to handle them. A special menu was created for this. The 
application can identify and inform the tool admin about the 
next anomalies: 

 There is no measurement type connected to a sensor 
type,

 A sensor is not connected to a sensor type,
 A sensor is not connected to a device,
 A device does not have a location.

The application can identify these anomalies, and it creates a 

list about the problems for users to correct them. The interface 
of this menu is shown in Fig. 4.

The second type of user is data generator, who can generate 
the artificial sensor data by specifying various parameters. The 
details are in Section II B.

Data handler manages the visualization interface. This role 
gives the opportunity to give some filtering conditions.
Afterwards, the diagram, which is created by the program based 
on the given conditions, can be viewed by the user. 

The last user is the user admin, who manages the data of the 
users and registers new users. User admin can handle the 
personal data of the users, like name, e-mail address and it is 
his/her responsibility to set the authorities of the users. The 
current surface of the application corresponds to the logged 
user’s authorities. It means that a given user can reach only 
those functions that come under his or her authority. For 
example, a data generator user can only use the functions 
connected to artificial data generation, but not other functions, 
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and compares the elements to the other array’s timestamps. If 
they are equal, it means that a measurement was made at this 
time by the current sensor, and we store this measured value in 
the given sensor’s column. Otherwise, we insert a null value 
into the appropriate sensor in the given timestamp. Such a table 
can be seen below (Table I.). The timestamps are in the first 
column, and it can be seen in the others that the three sensors 
(named S1, S2, S3) did not make measurements at the same 
time, so there are null values in these fields.

TABLE I
AN EXAMPLE FOR THE UPLOADED TWO-DIMENSIONAL TABLE

date S1 S2 S3
2021-11-02 14:00:00 null 17.03 null
2021-11-02 14:05:00 20.17 null 10.58
2021-11-02 14:10:00 null 23.11 null
2021-11-02 14:15:00 22.05 null 9.87

For displaying the selected data, Google Charts was used 
which is an API that helps developers to display data on 
diagrams simply. The easiest way to use it is to load some 
libraries and embed a JavaScript code in the application [30].

The application has a user-friendly web-based interface to 
provide a uniform display for the using of all three main 
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menus depend on the actual user’s authorities. This solution 
ensures that users can only use those functions which are 
available to them. To guarantee this, user management is an 
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of the users are stored in an independent database. It consists of 
two tables. One is for the users and the other is for the different 
roles. A user can have more than one role (Fig. 3).
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is tool admin who manages the data of measurement types, 
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production, the date of the calibration and the measurement 
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Due to the relationship between the database tables, there 
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to handle them. A special menu was created for this. The 
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 There is no measurement type connected to a sensor 
type,
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 A sensor is not connected to a device,
 A device does not have a location.

The application can identify these anomalies, and it creates a 

list about the problems for users to correct them. The interface 
of this menu is shown in Fig. 4.

The second type of user is data generator, who can generate 
the artificial sensor data by specifying various parameters. The 
details are in Section II B.

Data handler manages the visualization interface. This role 
gives the opportunity to give some filtering conditions.
Afterwards, the diagram, which is created by the program based 
on the given conditions, can be viewed by the user. 

The last user is the user admin, who manages the data of the 
users and registers new users. User admin can handle the 
personal data of the users, like name, e-mail address and it is 
his/her responsibility to set the authorities of the users. The 
current surface of the application corresponds to the logged 
user’s authorities. It means that a given user can reach only 
those functions that come under his or her authority. For 
example, a data generator user can only use the functions 
connected to artificial data generation, but not other functions, 

Fig. 4. Anomalies

Fig. 3. Users and roles
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like visualization, sensor and user management. Of course, a 
user can be assigned multiple roles who can reach and use all 
related functions in the application.

IV. A DEMONSTRATION USE-CASE

In this section, we would like to show the functionality of our 
application from the data generation to data filtering and 
visualization. To do this, different kinds of users were defined 
with the appropriate roles and authorities. At first, we generated 
some artificial values with our data generator module. Before 
generating, some test elements (sensors, sensor types etc.) were 
inserted into our database. In this test, one sensor, named 
Tempr2 was selected, which is a thermometer, and the other 
parameters were entered. We chose the normal distribution and 
1000 values were generated where the starting date was 2022. 
01. 07 23:00:00. (Fig. 5). At the end of the process, a message 
tells us if the generation was successful or not. We manually 
checked the generated data in the database.

After a huge number of values had been generated, we started 
to test the visualization component. As it can be seen in Fig. 6, 
humidity sensor type was selected and two sensors appeared in 
the box which means that there are two sensors in the database 
connected to the chosen sensor type. We also entered the 
starting and the ending date, and then the line diagram was 
created by the program as shown in Fig. 7. Besides, we tested 
the filter under the diagram that also worked properly as we 
could easily change the interval of the dates. In addition, some 
random values were selected from the diagram and we checked 
in the database if they matched, and we experienced that all of 
them were the same at the given times.

Fig. 5. Interface of a test data generation
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V. CONCLUSION

In this paper we created and implemented an artificial sensor 
data generator as part of a complex sensor data handling 
application. The application includes a flexible database 
structure (designed by us) to store the data, the above-
mentioned data generator module and a visualization module to 
filter and visualize the selected data. The main idea behind the 
generator module is that there are a huge number of applications 
which are developed to handle sensitive, industrial sensor data. 
This module is able to create artificial sensor data sample to 

support the development and testing phase of the software and 
their functionalities. A common web-interface guarantees 
access to the whole application.

User management was an important part of the software. 
Accordingly, the four defined roles and the connected
authorities define the available application interface and 
functions for a given user. The connected data is stored in a 
separated database.

The examined similar data generators are simple solutions 
since they do not have included database and user-friendly 
surface. The parametrization and the use of them is possible 
only in command line or in special environment. User
administration is the other specialty of our solution that defines 

Fig. 6. Filtering before visualization

Fig. 7. Line diagram of measured values
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V. CONCLUSION

In this paper we created and implemented an artificial sensor 
data generator as part of a complex sensor data handling 
application. The application includes a flexible database 
structure (designed by us) to store the data, the above-
mentioned data generator module and a visualization module to 
filter and visualize the selected data. The main idea behind the 
generator module is that there are a huge number of applications 
which are developed to handle sensitive, industrial sensor data. 
This module is able to create artificial sensor data sample to 

support the development and testing phase of the software and 
their functionalities. A common web-interface guarantees 
access to the whole application.

User management was an important part of the software. 
Accordingly, the four defined roles and the connected
authorities define the available application interface and 
functions for a given user. The connected data is stored in a 
separated database.

The examined similar data generators are simple solutions 
since they do not have included database and user-friendly 
surface. The parametrization and the use of them is possible 
only in command line or in special environment. User
administration is the other specialty of our solution that defines 
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the access to the artificial devices, to the sensor, and to the 
generated data. 

The architecture and the module-based design of the 
application allows for later expandability and further steps of 
development. There are three possible distributions in our 
current generator module, but we can expand this circle with 
other important distributions to broaden the range of 
possibilities of this module. The visualization module currently 
contains simple analytic functions to create some basic 
statistical parameters and we are planning the expansion in this 
direction. The range of the user roles can be expanded too in the 
future. The current version of our framework – thanks to the 
well based database structure, user administration and module 
structure - is a good basis for the future making it possible for 
us to extend the sphere of the modules and their functionalities. 
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possibilities of this module. The visualization module currently 
contains simple analytic functions to create some basic 
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future. The current version of our framework – thanks to the 
well based database structure, user administration and module 
structure - is a good basis for the future making it possible for 
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Abstract—The turn of the decade introduced a new era
of global pandemics to the world through the appearance of
COVID-19, which is still an active crisis at the time of this paper.
As a countermeasure, the phenomena of home office and online
education became not only widely available, but also mandatory
in many countries. However, the performance, reliability and
general usability of such real-time activities may be severely
affected by unfavorable network conditions. In both contexts,
content sharing is now a common practice, and the success of the
related use cases may fundamentally depend on it. In this paper,
we present our surveys and subjective studies on the Quality
of Experience of content sharing in online education and online
meetings. A total of 6 surveys and 5 experiments are detailed,
addressing topics of student experience, user interface settings,
sharing options of lecturers and employees of the private sector,
the perceivable effects of network impairments and the related
long-term adaptation, the rubber band effect of slide sharing,
the overall perceived quality and the separate quality aspects of
media loading times, and the preference between visual quality,
average frame rate and frame rate uniformity. The findings of
the subjective studies do not characterize the use cases of the
investigated topics on a general, widely-applicable level, as only
a single online platform is involved throughout the experiments.
However, their experimental configurations are reinforced by
comprehensive surveys and many results indicate statistically
significant differences between the selected test conditions.

Index Terms—Quality of Experience, Quality of Service, online
meeting, online education, video quality, video resolution, loading
time.

I. INTRODUCTION

DUE to the ongoing global pandemic SARS-CoV-2 – also
known as COVID-19 – the employees of more and more

companies and institutions perform their daily occupation-
related activities from the safety of their homes. Similarly, as
the virus appeared in every corner of the world – threatening
the lives of millions – education suddenly shifted towards
its online variations, as an attempt to battle this crisis. In
numerous countries, online education is still the only rea-
sonable option in 2021, since even at the time of writing
this paper, although vaccines are already available, yet the
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disease remains to be dealt with – particularly due to the
continuously evolving variants. Additionally, new threats are
on the rise, such as the 2022 human monkeypox outbreak, and
other pandemics may emerge as well.

Remote education via modern technology is far from being
a completely novel phenomenon. In fact, media (i.e., radio
and educational films) was already utilized for educational
purposes more than a hundred years ago [1]–[3]. In the age of
the Internet, we have a vast array of techniques to choose from.
There are multiple types of self-learn, self-study software,
pre-recorded lectures are available online – either publicly or
solely to the students of the institution – and classes, lectures
are interactively held via online communication platforms.
However, the latter is a real-time educational service, and
therefore, its perceived quality highly depends on network
conditions. Of course, quality in this context refers to media
quality, yet unfavorable network conditions may indeed affect
the educational quality of such online classes. Unfortunately,
there are so many factors that can degrade network conditions
during real-time online education. It only makes matters worse
when resource-demanding dynamic multimedia – and not just
static slides – is being shared, such as the introduction of
the usage of certain technical tools via a camera. Network
impairments during the different types of content sharing may
have a severe effect on online education. Yet, throughout
longer portions of online lectures with shared multimedia,
students may adapt to smaller extents of such impairments.

In the context of home office, a notable percentage of online
activities happen in real time. Probably the most commonly
known form of such real-time activities is the online meeting.
In online meetings, content sharing is relatively frequent. In
most cases, the shared content is a sequence of slides, but
other contents may be shared as well, such as a video or the
window of a specific application, or even the entire screen.
However, when such action is started, the content is not nec-
essarily available instantaneously to the other participants of
the meeting. The amount of this delay may depend on a variety
of factors, like the type of the content and the associated
bandwidth requirements. The initial delay of content sharing
may not only affect user experience, but in a professional
context, it may also cause further undesirable effects – for
example, missing important information related to the subject
at hand. Moreover, when a video is shared, playback may be
subject to the rubber band effect (i.e., playback is not uniform
in terms of frame speed), especially right after it becomes
available to the observers.
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continuously evolving variants. Additionally, new threats are
on the rise, such as the 2022 human monkeypox outbreak, and
other pandemics may emerge as well.

Remote education via modern technology is far from being
a completely novel phenomenon. In fact, media (i.e., radio
and educational films) was already utilized for educational
purposes more than a hundred years ago [1]–[3]. In the age of
the Internet, we have a vast array of techniques to choose from.
There are multiple types of self-learn, self-study software,
pre-recorded lectures are available online – either publicly or
solely to the students of the institution – and classes, lectures
are interactively held via online communication platforms.
However, the latter is a real-time educational service, and
therefore, its perceived quality highly depends on network
conditions. Of course, quality in this context refers to media
quality, yet unfavorable network conditions may indeed affect
the educational quality of such online classes. Unfortunately,
there are so many factors that can degrade network conditions
during real-time online education. It only makes matters worse
when resource-demanding dynamic multimedia – and not just
static slides – is being shared, such as the introduction of
the usage of certain technical tools via a camera. Network
impairments during the different types of content sharing may
have a severe effect on online education. Yet, throughout
longer portions of online lectures with shared multimedia,
students may adapt to smaller extents of such impairments.

In the context of home office, a notable percentage of online
activities happen in real time. Probably the most commonly
known form of such real-time activities is the online meeting.
In online meetings, content sharing is relatively frequent. In
most cases, the shared content is a sequence of slides, but
other contents may be shared as well, such as a video or the
window of a specific application, or even the entire screen.
However, when such action is started, the content is not nec-
essarily available instantaneously to the other participants of
the meeting. The amount of this delay may depend on a variety
of factors, like the type of the content and the associated
bandwidth requirements. The initial delay of content sharing
may not only affect user experience, but in a professional
context, it may also cause further undesirable effects – for
example, missing important information related to the subject
at hand. Moreover, when a video is shared, playback may be
subject to the rubber band effect (i.e., playback is not uniform
in terms of frame speed), especially right after it becomes
available to the observers.
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the educational quality of such online classes. Unfortunately,
there are so many factors that can degrade network conditions
during real-time online education. It only makes matters worse
when resource-demanding dynamic multimedia – and not just
static slides – is being shared, such as the introduction of
the usage of certain technical tools via a camera. Network
impairments during the different types of content sharing may
have a severe effect on online education. Yet, throughout
longer portions of online lectures with shared multimedia,
students may adapt to smaller extents of such impairments.

In the context of home office, a notable percentage of online
activities happen in real time. Probably the most commonly
known form of such real-time activities is the online meeting.
In online meetings, content sharing is relatively frequent. In
most cases, the shared content is a sequence of slides, but
other contents may be shared as well, such as a video or the
window of a specific application, or even the entire screen.
However, when such action is started, the content is not nec-
essarily available instantaneously to the other participants of
the meeting. The amount of this delay may depend on a variety
of factors, like the type of the content and the associated
bandwidth requirements. The initial delay of content sharing
may not only affect user experience, but in a professional
context, it may also cause further undesirable effects – for
example, missing important information related to the subject
at hand. Moreover, when a video is shared, playback may be
subject to the rubber band effect (i.e., playback is not uniform
in terms of frame speed), especially right after it becomes
available to the observers.
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Therefore, the Quality of Experience (QoE) of online ed-
ucation and online meeting platforms in general has become
more relevant than ever. In this paper, we address the contexts
of online education and online meetings through a series of
surveys and subjective studies. The work we carried out over
the past two years covers various topics that are relevant to
the phenomena mentioned above. We particularly focused on
the degradation of video content sharing QoE via network
impairments, the rubber band effect, initial loading delay and
frame rate variation. The surveys not only provide useful
insights into the investigated topics, but also supported the
experimental configurations of the subjective studies.

Regarding the online meeting platform of choice, one could
repeat a certain experiment over the most commonly used
platforms to carry out an exhaustive performance comparison.
Instead, we used a single platform for all the tests, and the
surveys were designed for that specific platform as well.
Hence, the primary focus of the work was on the investigated
research questions of the QoE-related phenomena and not on
the capabilities of various meeting platforms. For our surveys
and tests, we selected Microsoft Teams, since it is the default
meeting platform of the institutions of all the authors of this
paper.

As for the methodology of the subjective tests, the experi-
ments were always implemented as a Teams meeting between
the test participant and the conductor of the test. Having
multiple test participants simultaneously is typical in online
education and meetings; however, in order to avoid any issue
or irregularity that may originate from such circumstance and
thus distort the obtained results, in the scope of this paper,
multi-participant scenarios are not addressed. Additionally, our
approach of having only a single test participant in a call
enabled test stimulus randomization; each test participant was
provided a unique sequence to assess.

The students, lecturers and employees of the private sector
who completed our surveys and participated in our tests
reside in many different countries, including (but not limited
to) Austria, China, France, Germany, Hungary, Italy, Jordan,
Poland and the United Kingdom. Information on demographics
(age and gender) is provided in the Results subsection of
each subjective study. A total number of 303 individuals
completed our surveys and 88 individuals participated in our
studies. As there were 4 subjective studies, the results of
each study were based on the ratings of either 20 or 24
test participants. While this may be perceived as a limitation
of the work, statistically significant rating differences were
achieved for multiple experiments nonetheless. Although the
same statement is not applicable to other tests, the collected
data initiates novel research questions for future scientific
efforts in the field of QoE.

The remainder of this paper is structured as follows:
Section II reviews the scientific literature related to both
primary topics. Sections III and IV present our surveys and
subjective studies on online education and on online meetings,
respectively. Section V concludes the paper and highlights the
potential continuations of the addressed topics.

II. RELATED WORK

Studies related to online education have boosted their rel-
evance significantly during the past years due to the ongoing
global pandemic. Many works particularly address online
education separately from the perspectives of students and
teachers [4]–[6], compare the most frequently used online plat-
forms [7]–[10], and investigate the phenomenon of e-learning
[11]–[13]. The work of Husniyah et al. [4] concludes that
numerous teachers avoid real-time online engagements in or-
der to elude the effects of unfavorable network conditions, and
that alternative solutions are often preferred (e.g., pre-recorded
lectures). On the other hand, the publications of Mukhtar et
al. [14] and Dhawan [15] call attention to educational issues
caused by the lack of immediate feedback – applicable to
both real-time and asynchronous education. Yet the results of
Barbour et al. [11] indicate that students are likely to prefer
evading real-time communication (i.e., via microphone and/or
camera) and communicate via chat instead. The research of
Coman et al. [5] states that the most significant challenge
regarding online education is the threat of potential technical
issues – which may impose particular learning problems in
the context of early childhood education [16] – and urges
institutions to develop training sessions for teachers. Scarlat
et al. [17] also emphasize this redirection of efforts. The
recent papers of Chen et al. [18], [19] highlight that students
focus more on the quality of real-time interaction since the
outbreak of the pandemic, and that personal factors do not
directly influence satisfaction. However, personal factors do
correlate with motivations connected to learning under the
circumstances of the current era, as signified by the work
of Nurhopipah et al. [20]. While the “sense of presence” in
cutting-edge research is primarily applied to novel glasses-
free 3D technologies [21], [22], the paper of Chessa et al.
[23] addresses this topic in the contexts of conventional online
education and virtual-reality-assisted training, the findings of
which correlate with the theoretical framework of Shea et al.
[24]. On a more general level, Bao [25] concludes the essential
need for the five principles of appropriate relevance, effec-
tive delivery, sufficient support, high-quality participation and
contingency plan preparation in large-scale online education;
and Prasetyo et al. [26] characterize the relevant constructs
of system quality, information quality, perceived usefulness,
perceived ease of use, user interface, behavioral intentions and
actual use. Finally, as education in many parts of the world is
now slowly reverting back from virtual to presential formats,
post-lockdown studies are continuously emerging, such as the
work of Kassahun [27].

The performance of video conferencing platforms [28]–[35]
– regardless of their usage – is relevant to the investigated
contexts. Multimedia QoE, in general, is fundamentally based
on image quality, resolution and frame rate [36]–[38], but it
is also affected by a plateau of other aspects, phenomena and
effects, such as the memory effect [39], the contrast effect [40]
and the labeling effect [41]. The effect of the initial delay
on the QoE of real-time video streaming [42]–[44] can be
looked at as one of the major motivators for modern adaptive
streaming solutions. However, it is not only the system that
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is adaptive, but the users as well, since works on the topic
of QoE over time [45]–[47] indicate that personal tolerance
may evolve against quality degradation – if the extent of
degradation is not severe enough to render the specific use case
useless, of course. Thus far, according to the best knowledge
of the authors, the adaptation to quality degradation caused by
network impairments has not been studied in the contexts of
online meeting platforms yet, especially in the context of real-
time educational multimedia. The same is applicable to the
rubber band effect of slide sharing, the initial loading times of
multimedia contents, and the frame rate values and fluctuations
of such videos.

III. SURVEYS AND SUBJECTIVE STUDIES ON
ONLINE EDUCATION

A. Survey on Student Experience

The survey focused on the subjective perception of online
education via Teams. The questions utilized a 7-point symmet-
ric rating scale [48] to assess satisfaction regarding the investi-
gated aspects (very unsatisfied, unsatisfied, slightly unsatisfied,
neutral, slightly satisfied, satisfied and very satisfied).

1) Questions: The questions of the survey were related
to performance, addressing both delay-sensitive (i.e., real-
time) and delay-tolerant (i.e., downloading), short-term (e.g.,
taking part in an oral exam) and long-term (e.g., participating
in a lecture) tasks. The students who completed our survey
had to assess the following: (Q1) reliability of downloading
study-related materials, (Q2) speed of downloading study-
related materials, (Q3) reliability of uploading study-related
materials, (Q4) speed of uploading study-related materials,
(Q5) taking part in oral exams, (Q6) being updated by lecturers
regarding tasks and deadlines (i.e., information sharing outside
the lectures), (Q7) sharing content during real-time activities
(e.g., a student presentation during lecture), (Q8) taking part
in lectures and (Q9) the comparison of online education to
contact classes (e.g., the rating very satisfied indicates that
online classes are much better from the perspective of the
student). We also asked students about the weekly number of
disconnections they suffer during online lectures.

2) Results: The survey was completed by 46 university
students (25 B.Sc., 19 M.Sc. and 2 Ph.D. students). 80.4%
of the students connects to the real-time lectures via laptops,
and 93.5% uses wireless Internet connection. The results are
shown in Table I, using the numerical equivalent of the scale
(e.g., 3 corresponds to very satisfied). The questions related
to downloading and uploading (Q1–Q4) received favorable
ratings, and similar observations are applicable to information
sharing outside lectures (Q6). The short-term activity of taking
part in oral exams (Q5) obtained comparably lower ratings,
and content sharing (Q7) and lectures (Q8) received the lowest
ratings, particularly the latter. This may be connected to the
fact that the students who completed this survey suffer from
disconnections during lectures nearly 2 times per week on
average. As for the preference (Q9), 58.7% of the students
prefer online education – despite the potential issues – and
only 13.04% chose regular contact classes. Generally, the
results are indeed favorable, but the pitfalls of real-time

TABLE I
RESULTS (IN %) OF THE SURVEY ON STUDENT EXPERIENCE.

-3 -2 -1 0 +1 +2 +3

Q1 0 4.35 2.17 19.57 21.74 32.61 19.57
Q2 0 2.17 2.17 19.57 15.22 41.3 19.57
Q3 0 0 2.17 32.61 13.04 41.3 10.87
Q4 0 0 2.17 26.09 21.74 43.78 15.22
Q5 0 2.17 8.7 30.43 10.87 36.96 10.87
Q6 2.17 0 6.52 26.09 15.22 34.78 15.22
Q7 0 2.17 4.35 34.78 30.43 19.57 8.7
Q8 0 4.35 13.04 30.43 26.09 13.04 13.04
Q9 4.35 4.35 4.35 28.26 23.91 19.57 15.22

activities – particularly lectures, which are the heart and soul
of online education – are notable.

B. Survey on User Interface Settings

The survey enquired about the user interface settings of
Teams during lectures, particularly whether students have the
list of participants or the chat open.

1) Question: The survey included a single multiple-choice
question, asking about the preferred state of the right side of
the application screen during lectures where the lecturer shares
educational content. The students had to choose either list of
participants, chat or none. In this context, the answer should
reflect the state that is personally preferred, without special
events. A special event can be that at one point of the lecture,
the lecturer posts the link of a website or the title of a paper
on the chat, which can prompt students to temporarily open
the chat if it is not open by default.

2) Results: The survey was completed by 33 university
students (16 B.Sc., 14 M.Sc. and 3 Ph.D. students). The
dominant preference was the list of participants (18), followed
by chat (14), and only a single student stated that none of
these is preferred. We considered extending the survey with
more test participants, however, the obtained results already
provided sufficient evidence to support the experimental setup
of the subjective studies, particularly the one on the effects of
network impairments.

C. Survey on General Content Sharing Options

The survey addressed the personal preference of lecturers
regarding the different possible options for general content
sharing via Teams.

1) Question: The survey included a single multiple-choice
question, asking about the preferred method of content (any
educational content) sharing via Teams. The possible answers
were the following: Desktop sharing (fullscreen); Window
sharing; Presentation sharing directly via Teams; MS White-
board; Freehand; Webcam; Audio only.

2) Results: The survey was completed by 74 university
lecturers from institutions where Teams is the default platform
for online education. The dominant preference was window
sharing (38), followed by fullscreen desktop sharing (26).
Sharing directly via Teams (1), MS Whiteboard (2), webcam
(7) and audio-only (1) methods were also preferred by some,
while no preference was registered for Freehand. However, this
survey covers all intents of content sharing in online education.
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Therefore, the Quality of Experience (QoE) of online ed-
ucation and online meeting platforms in general has become
more relevant than ever. In this paper, we address the contexts
of online education and online meetings through a series of
surveys and subjective studies. The work we carried out over
the past two years covers various topics that are relevant to
the phenomena mentioned above. We particularly focused on
the degradation of video content sharing QoE via network
impairments, the rubber band effect, initial loading delay and
frame rate variation. The surveys not only provide useful
insights into the investigated topics, but also supported the
experimental configurations of the subjective studies.

Regarding the online meeting platform of choice, one could
repeat a certain experiment over the most commonly used
platforms to carry out an exhaustive performance comparison.
Instead, we used a single platform for all the tests, and the
surveys were designed for that specific platform as well.
Hence, the primary focus of the work was on the investigated
research questions of the QoE-related phenomena and not on
the capabilities of various meeting platforms. For our surveys
and tests, we selected Microsoft Teams, since it is the default
meeting platform of the institutions of all the authors of this
paper.

As for the methodology of the subjective tests, the experi-
ments were always implemented as a Teams meeting between
the test participant and the conductor of the test. Having
multiple test participants simultaneously is typical in online
education and meetings; however, in order to avoid any issue
or irregularity that may originate from such circumstance and
thus distort the obtained results, in the scope of this paper,
multi-participant scenarios are not addressed. Additionally, our
approach of having only a single test participant in a call
enabled test stimulus randomization; each test participant was
provided a unique sequence to assess.

The students, lecturers and employees of the private sector
who completed our surveys and participated in our tests
reside in many different countries, including (but not limited
to) Austria, China, France, Germany, Hungary, Italy, Jordan,
Poland and the United Kingdom. Information on demographics
(age and gender) is provided in the Results subsection of
each subjective study. A total number of 303 individuals
completed our surveys and 88 individuals participated in our
studies. As there were 4 subjective studies, the results of
each study were based on the ratings of either 20 or 24
test participants. While this may be perceived as a limitation
of the work, statistically significant rating differences were
achieved for multiple experiments nonetheless. Although the
same statement is not applicable to other tests, the collected
data initiates novel research questions for future scientific
efforts in the field of QoE.

The remainder of this paper is structured as follows:
Section II reviews the scientific literature related to both
primary topics. Sections III and IV present our surveys and
subjective studies on online education and on online meetings,
respectively. Section V concludes the paper and highlights the
potential continuations of the addressed topics.

II. RELATED WORK

Studies related to online education have boosted their rel-
evance significantly during the past years due to the ongoing
global pandemic. Many works particularly address online
education separately from the perspectives of students and
teachers [4]–[6], compare the most frequently used online plat-
forms [7]–[10], and investigate the phenomenon of e-learning
[11]–[13]. The work of Husniyah et al. [4] concludes that
numerous teachers avoid real-time online engagements in or-
der to elude the effects of unfavorable network conditions, and
that alternative solutions are often preferred (e.g., pre-recorded
lectures). On the other hand, the publications of Mukhtar et
al. [14] and Dhawan [15] call attention to educational issues
caused by the lack of immediate feedback – applicable to
both real-time and asynchronous education. Yet the results of
Barbour et al. [11] indicate that students are likely to prefer
evading real-time communication (i.e., via microphone and/or
camera) and communicate via chat instead. The research of
Coman et al. [5] states that the most significant challenge
regarding online education is the threat of potential technical
issues – which may impose particular learning problems in
the context of early childhood education [16] – and urges
institutions to develop training sessions for teachers. Scarlat
et al. [17] also emphasize this redirection of efforts. The
recent papers of Chen et al. [18], [19] highlight that students
focus more on the quality of real-time interaction since the
outbreak of the pandemic, and that personal factors do not
directly influence satisfaction. However, personal factors do
correlate with motivations connected to learning under the
circumstances of the current era, as signified by the work
of Nurhopipah et al. [20]. While the “sense of presence” in
cutting-edge research is primarily applied to novel glasses-
free 3D technologies [21], [22], the paper of Chessa et al.
[23] addresses this topic in the contexts of conventional online
education and virtual-reality-assisted training, the findings of
which correlate with the theoretical framework of Shea et al.
[24]. On a more general level, Bao [25] concludes the essential
need for the five principles of appropriate relevance, effec-
tive delivery, sufficient support, high-quality participation and
contingency plan preparation in large-scale online education;
and Prasetyo et al. [26] characterize the relevant constructs
of system quality, information quality, perceived usefulness,
perceived ease of use, user interface, behavioral intentions and
actual use. Finally, as education in many parts of the world is
now slowly reverting back from virtual to presential formats,
post-lockdown studies are continuously emerging, such as the
work of Kassahun [27].

The performance of video conferencing platforms [28]–[35]
– regardless of their usage – is relevant to the investigated
contexts. Multimedia QoE, in general, is fundamentally based
on image quality, resolution and frame rate [36]–[38], but it
is also affected by a plateau of other aspects, phenomena and
effects, such as the memory effect [39], the contrast effect [40]
and the labeling effect [41]. The effect of the initial delay
on the QoE of real-time video streaming [42]–[44] can be
looked at as one of the major motivators for modern adaptive
streaming solutions. However, it is not only the system that
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Fig. 1. Source video sequences of the study on the effects of network
impairments.

Therefore, in order to have results more focused on video
sharing – which is the topic of the subjective studies – we
repeated the survey with the appropriate alterations.

D. Survey on Video Content Sharing Options

The survey addressed the personal preference of lecturers re-
garding different options for video content sharing via Teams.

1) Question: The survey included a single binary question,
asking about the preferred method of video sharing (i.e.,
sharing the playback of a video file) via Teams. The possible
answers were the following: Desktop sharing (fullscreen);
Window sharing.

2) Results: The survey was completed by 48 university
lecturers from institutions where Teams is the default platform
for online education. The dominant preference was window
sharing (33), followed by fullscreen desktop sharing (15).
Therefore, in the subjective studies, we utilized the option of
window sharing.

E. Subjective Study on the Effects of Network Impairments

The task of the test participants was to assess the quality of
content sharing, comparing the perceived audiovisual quality
of artificially degraded test cases (with added delay and packet
loss values) to reference videos (i.e., where the transmission
was not degraded additionally).

1) Experimental Setup: Based on the answers collected
by the survey on content sharing options, the content was
shared via application window (i.e., a video player running
in fullscreen mode). This was also very convenient for using
the same computer for setting the parameters of network con-
ditions, without the test participants noticing it (which could
have been an issue during single-screen fullscreen sharing).

For the pair comparison, a 5-point Degradation Category
Rating (DCR) scale [49] was used, which registers both
perceptibly and annoyance. The scores were recorded on the
meeting chat. It was deemed a life-like scenario to have the
chat open while viewing the shared content, since according to
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Fig. 2. Average of the DCR scores obtained for the study on the effects of
network impairments.
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Fig. 3. Rating distribution of the study on the effects of network impairments.

the survey on user interface settings, the majority of students
have either the participant list or the chat open during lectures.

The test sequences were separated by 5-second grey sepa-
ration screens. After a stimulus pair, the test participant had to
register the score during the separation screen. The network
conditions were also changed during this period, according to
the values defined by the test conditions.

The degradation of Quality of Service (QoS) parameters –
the impacts of which are relevant to all forms of transmission
contexts [50] – were simulated via Clumsy1. For both delay
and packet loss, 4 values were chosen: 0 ms, 100 ms, 200 ms
and 300 ms; 0%, 0.1%, 0.2% and 0.3%, respectively. There
was a total of 16 test cases, as every single combination was
included. Evidently, the condition with 0 ms delay and 0%
packet loss was the reference. As in all our studies, the test
condition order was uniquely randomized for each and every
test participant, and the test conditions were applied to every
single source sequence.

The 6 source video sequences were provided by the aca-
demic co-authors (i.e., university lecturers) of the paper. They
are all 30-second long, 30-fps, 720p (1280×720 pixels) videos.
As for the contained educational material itself, they were
selected with the aim of content diversity. Sequence A and
B were recorded by a hand-held device (i.e., smart phone), C
and D were captured by a desktop recording software – the
entire desktop was recorded – and E and F were rendered. In
all of these videos, the lecturer continuously talks throughout

1http://jagt.github.io/clumsy/index.html
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the entire duration. In sequence A, the lecturer introduces a
specific device connected to a laptop, while holding the camera
in a given position and angle (with minimal hand tremor)
with one hand, and making hand gestures (i.e., pointing at
certain devices) with the other. In sequence B, the camera is
moved around in a laboratory, and it automatically refocuses
when necessary. In sequence C, a piece of program code in a
command terminal is explained, and some lines are highlighted
by the lecturer. In sequence D, the lecturer navigates between
different folder windows on the computer, and a program is
launched. In sequence E, a fullscreen slideshow is presented,
containing a single change between the slides. In sequence
F, the same slide is shown throughout the entire video. A
demonstrative screenshot of each source video sequence is
shown on Figure 1.

2) Results: A total of 24 test participants completed the
subjective tests (16m, 8f, avg. age 23). All of them were active
university students (11 B.Sc., 11 M.Sc. and 2 Ph.D. students).
23 used wireless Internet connection and only 1 used a wired
connection. Regarding devices, 19 students used laptops, 3 of
them connected via a desktop computer, 1 participated through
a tablet and 1 through a smart phone.

Figures 2 and 3 show the average and the distribution of
the obtained scores, respectively. In the latter, the same rating
options are connected over the series of test conditions to
increase the quality of data communication. This approach is
applicable to all the other cases of data series visualization
in this paper as well. For every test condition, 144 ratings
were collected, as a single test condition was rated by 24 test
participants over 6 source contents. From the 144 ratings, even
in the case of 0 ms delay and 0.1% packet loss, only 54 did
not report perceivable differences, and the same was 46 for
100 ms delay and 0% packet loss. Regarding toleration, 32.6%
reported annoyance to a given extent, but the rest indicated
the total lack of irritation caused by quality degradation. In
general, the results obtained for the test conditions do not
differ significantly; the only statistically significant difference
was between 0 ms delay with 0.1% and 0.3% packet loss
values and between 300 ms delay and 0% packet loss. As for
the source contents, the difference in scene dynamics is well-
reflected in the results, as the two videos with slides (E and F)
achieved the highest average ratings, 3.99 and 4, respectively.
These are followed by the desktop recordings (C and D), at
3.89 and 3.85, respectively, and then by the camera captures
(A and B), at 3.71 and 3.73, respectively.

The network parameter values in this experiment were
added artificially to the already existing conditions as extra
load, and almost every single test participant used wireless
connection to take part in the study. Hence, variation over time
regarding the real network conditions was possible, which can
significantly affect the actual performance. However, this was
an intentional decision within the experimental setup, in order
to investigate realistic conditions. As for the added packet loss,
it was not implemented in a strictly uniform manner (i.e., every
nth packet is dropped), thus its effect on content sharing was
not deterministic, unlike the straightforward additional delay.
The values were selected based on conclusions of the scientific
literature [47], [51]–[55] and preliminary testing regarding
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just-noticeable differences (JNDs). Furthermore, no error cor-
rection was simulated. Finally, the experiment combined the
assessment of the perceived video and audio quality. Based
on the consistency of the ratings achieved by the different
content types, we can assume that visual quality played a more
significant role in the evaluation of the overall quality.

F. Subjective Study on the Adaptation to Network Impairments

Similarly to the previously introduced subjective study, the
task of the test participants was to assess the quality of
content sharing. However, in this study, we addressed the
effect of content length and variation as well. Through such,
the students’ adaptation to suboptimal network conditions was
investigated.

1) Experimental Setup: In the tests, the number of test
conditions was limited to 3: 100 ms delay with 0.1% packet
loss; 200 ms delay with 0.2% packet loss; 300 ms delay with
0.3% packet loss. These 3 test conditions were assessed in 2
test scenarios. In one, only a single 120-second-long video
was played. In the other one, 4 30-second-long sequences
were shown, separated by 5-second-long separation screens.
The overall quality of the stimuli was to be evaluated via a
single 5-point Absolute Category Rating (ACR) score [49].
This means that the 4 videos in the second scenario were not
to be rated separately, but as a whole; perceived quality was
to be averaged. The rationale behind the choice of ACR was
that from the perspective of the test participants, DCR ratings
are less straightforward to average out.
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Fig. 1. Source video sequences of the study on the effects of network
impairments.

Therefore, in order to have results more focused on video
sharing – which is the topic of the subjective studies – we
repeated the survey with the appropriate alterations.

D. Survey on Video Content Sharing Options

The survey addressed the personal preference of lecturers re-
garding different options for video content sharing via Teams.

1) Question: The survey included a single binary question,
asking about the preferred method of video sharing (i.e.,
sharing the playback of a video file) via Teams. The possible
answers were the following: Desktop sharing (fullscreen);
Window sharing.

2) Results: The survey was completed by 48 university
lecturers from institutions where Teams is the default platform
for online education. The dominant preference was window
sharing (33), followed by fullscreen desktop sharing (15).
Therefore, in the subjective studies, we utilized the option of
window sharing.

E. Subjective Study on the Effects of Network Impairments

The task of the test participants was to assess the quality of
content sharing, comparing the perceived audiovisual quality
of artificially degraded test cases (with added delay and packet
loss values) to reference videos (i.e., where the transmission
was not degraded additionally).

1) Experimental Setup: Based on the answers collected
by the survey on content sharing options, the content was
shared via application window (i.e., a video player running
in fullscreen mode). This was also very convenient for using
the same computer for setting the parameters of network con-
ditions, without the test participants noticing it (which could
have been an issue during single-screen fullscreen sharing).

For the pair comparison, a 5-point Degradation Category
Rating (DCR) scale [49] was used, which registers both
perceptibly and annoyance. The scores were recorded on the
meeting chat. It was deemed a life-like scenario to have the
chat open while viewing the shared content, since according to
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Fig. 3. Rating distribution of the study on the effects of network impairments.

the survey on user interface settings, the majority of students
have either the participant list or the chat open during lectures.

The test sequences were separated by 5-second grey sepa-
ration screens. After a stimulus pair, the test participant had to
register the score during the separation screen. The network
conditions were also changed during this period, according to
the values defined by the test conditions.

The degradation of Quality of Service (QoS) parameters –
the impacts of which are relevant to all forms of transmission
contexts [50] – were simulated via Clumsy1. For both delay
and packet loss, 4 values were chosen: 0 ms, 100 ms, 200 ms
and 300 ms; 0%, 0.1%, 0.2% and 0.3%, respectively. There
was a total of 16 test cases, as every single combination was
included. Evidently, the condition with 0 ms delay and 0%
packet loss was the reference. As in all our studies, the test
condition order was uniquely randomized for each and every
test participant, and the test conditions were applied to every
single source sequence.

The 6 source video sequences were provided by the aca-
demic co-authors (i.e., university lecturers) of the paper. They
are all 30-second long, 30-fps, 720p (1280×720 pixels) videos.
As for the contained educational material itself, they were
selected with the aim of content diversity. Sequence A and
B were recorded by a hand-held device (i.e., smart phone), C
and D were captured by a desktop recording software – the
entire desktop was recorded – and E and F were rendered. In
all of these videos, the lecturer continuously talks throughout

1http://jagt.github.io/clumsy/index.html
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The study used the same source video sequences as the pre-
vious study on the effects of network impairments. However,
longer cuts were taken from the same contents in order to
satisfy the requirements of the first scenario (i.e., to have 120-
second-long videos). Additionally, sequences E and F were
not included in the study due to their low variations in visual
information. Therefore, we used 4 source contents in total, and
thus, the stimuli of the second scenario were always composed
of the same 4 videos, in randomized order.

2) Results: A total of 24 test participants completed the
subjective tests (14m, 10f, avg. age 23.3). All of them were
active university students (12 B.Sc., 9 M.Sc. and 3 Ph.D.
students). 23 used wireless Internet connection and only 1
used a wired connection. Regarding devices, 9 students used
laptops, 4 of them connected via a desktop computer, 3
participated through a tablet and 8 through a smart phone.

Figures 4 and 5 show the Mean Opinion Score (MOS) and
the distribution of the obtained scores, respectively. For the
120-second-long stimuli, the MOS is consistent across all test
conditions, signifying adaptation. In fact, all of these values
based on the ratings of the 24 test participants are 4.46.
Furthermore, there is no deviation at all between the rating
distribution of the two test conditions with higher levels of
degradation. On the other hand, the results on the 30-second-
stimuli indicate the impact of the artificially added delay
and packet loss. Although there is no statistically significant
difference between the obtained ratings, there is a shift of 0.33
between means, and 0.42 when compared to the results of the
120-second-long stimuli. Furthermore, the rating distribution
of the subjective study on the effects of network impairments
signifies the perceivable differences for the shorter stimuli,
which, in the case of the current study, does not directly
translate to ACR ratings. This is due to the fundamental
dissimilarities between the scales themselves: the DCR scale
serves a dual purpose, while the ACR scale of the same size
has uniformly distributed options. Therefore, while differences
are, in fact, perceivable, they hardly reach a quality threshold
for shorter stimuli, and for longer stimuli, the selected test con-
ditions did not cause any difference whatsoever, accentuating
adaptation.

IV. SURVEYS AND SUBJECTIVE STUDIES ON
ONLINE MEETINGS

A. Survey on Content Sharing in the Private Sector

The survey addressed the personal preference of employ-
ees within the private sector regarding the different possible
options for content sharing via Teams.

1) Question: Similarly to the survey on content sharing
options in the context of online education, this survey included
a single multiple-choice question, asking about the preferred
method of content sharing via Teams. However, this question
was more focused on presentations (i.e., slide sharing), and
thus, accordingly, the possible answers were the following:
Desktop sharing (fullscreen); Window sharing; Presentation
sharing directly via Teams.
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Fig. 6. Results of the study on the rubber band effect of slide sharing. The
4 data series represent the different transition times in seconds.

2) Results: The survey was completed by 61 employees
from companies where Teams is the default meeting platform.
The dominant preference was window sharing (42), followed
by fullscreen desktop sharing (19), while no preference was
registered for sharing directly via Teams. These results pro-
vided additional support to the experimental configurations;
the studies on online meeting utilized application window
sharing as well.

B. Preliminary Study on the Rubber Band Effect of Slide
Sharing on Online Platforms

Prior to the subjective study on the perceived quality of
media (i.e., video) loading times, we carried out an experiment
using slides to address the rubber band effect.

1) Experimental Setup: We created 21 slides in total. Every
slide had a high-resolution image (equivalent of a 720p video
frame) as background – greatly varying with regard to spatial
complexity – and a large number in the middle of the slide,
going from 0 to 20. The experiment was to share the slides
between two clients (i.e., computers) in an online meeting –
using Teams as in all of the tests – in order to measure the
potential rubber band effect. For this, timed slideshows were
used with 5-second, 2-second, 1-second and 500-millisecond
transition times.

At first glance, the selected transition times may seem
unrealistic in practice. Indeed, changing rapidly between slides
during a university lecture or a presentation in the private
sector is definitely not the most common practice. However,
it does make sense and may serve various purposes. For
example, it can be used as a tool to make a point, having only
one large image per slide; it is not vital to carefully examine
the images themselves. This may be appropriate to emphasize
that there are so many examples or use cases to a specific topic;
the presenter or lecturer only speaks one word or technical
term per slide (1 or 2 seconds per slide is easily realistic
in such case). Another example is a “manual” animation, in
which the slides behave as frames (even 0.5 seconds per slide
may be realistic, depending on the content). Such approach
is more than adequate to exhibit the progress related to the
content, and the presenter may easily revert the direction of
progress (i.e., moving back and forth between slides).

As a first step, both computers were validated in terms of
performance. Both passed the validation, as during the local
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playbacks, the slides were transitioned with the correct time
slots (with negligible deviations).

2) Results: Figure 6 shows the results. The test was re-
peated and similar data was obtained. Beside the apparent
rubber band effect, the total time needed to reach the end of the
slideshow was sometimes longer as well: instead of 105, 42,
21 and 10.5 seconds, it needed 107.03, 42.16, 27.57 and 19.43
seconds, respectively. Technically, the more frequent the tran-
sition was, the longer the total duration became. Furthermore,
certain patterns are detectable among the transition duration
trends, which are due to the differences in spatial information
between adjacent slide backgrounds. Moreover, less-frequent,
higher-duration transitions resulted higher jitter, as exhibited
by Figure 6. Yet, it needs to be noted that positive alterations
(i.e., more time is needed for the transition) are subsequently
balanced out by negative alterations better, which issued the
lower deviation regarding the total time. Moreover, while
the absolute value of the jitter measured for higher-duration
transitions may be greater (e.g., more than 8.5 seconds for
a five-second transition), the percentage-wise fluctuation for
lower-duration transitions is notably higher (e.g., more than 2
seconds for a half-second transition). A more in-depth analysis
of the phenomenon is required to adequately address the open
questions related to the topic.

C. Subjective Study on the Overall Perceived Quality of Media
Loading Times

The task of the test participants was to report the amount
of initial content delay (i.e., how much they missed from the
beginning of the video) and to rate the overall quality.

1) Experimental Setup: Following the concept of the previ-
ously introduced study, in every single video, a large number
in the middle of the frame counted the seconds passed since
the video was started. The videos were 21 seconds long, as
the counter went from 0 to 20. The task of the test participant
was to report the number first visible when the video image
became available and to evaluate the overall quality. Again,
during the test, the participant had to report 2 numbers: (i) the
first perceivable number when the video content appeared on
the screen and (ii) the subjective score of the overall quality,
rated via a 5-point ACR scale. Hence, 2 numbers were reported
per test stimulus. The data was reported verbally, via Teams.
The first number was provided by the test participant when the
content became visible, and the second one was registered at
the end of the stimulus. It needs to be noted that reporting the
scores verbally was quite viable as the stimuli contained no
audio. Furthermore, the test participant was instructed to take
everything into account, including the behavior of counter (i.e.,
uniformity of counter progression) when assessing the overall
quality.

The test conditions of the experiment were the combinations
of different video resolutions and content structures. As there
were 5 content structures displayed at 3 resolutions, the total
number of test conditions was 15. The 3 resolutions were
480p, 720p and 1080p. We considered using 2160p as well, but
according to a small one-question survey on 2160p in online
education (a binary question whether the individual uses 2160p

TABLE II
FIRST VISIBLE NUMBER IN THE TESTS WITH OVERALL QUALITY

480p 720p 1080p a b c d e

0 11 7 3 7 4 3 2 5
1 85 92 95 52 56 55 56 53
2 3 1 2 1 0 2 1 2
6 1 0 0 0 0 0 1 0
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Fig. 7. MOS for overall quality.

resolution for content sharing via Teams or not), less than 5%
of the respondents use such high resolution. Therefore, we
considered it to be unrealistic in the scope of the experiment.
Some may argue that 480p might also be deemed irrelevant
in this day of age, yet certain older but relevant professional
materials may not be available in higher resolution.

The 5 content structures (i.e., the alternations of the back-
ground behind the counter) of the experiment were the fol-
lowing: (a) static black screen, (b) a single video sequence
without cuts, (c) sequences change every 3 seconds, (d)
sequences change every 2 seconds and (e) sequences change
every second. The adjacent sequences were selected in a
manner to have as much difference as possible, with regards
to Spatial Information (SI) and Temporal Information (TI),
scene dynamics, camera motions, content types (i.e., camera-
captured or rendered), etc.

The source video contents were selected from the Xiph.org
Test Media2 collection. The sequences typically alternated
between rendered (e.g., Big Buck Bunny) and camera-captured
(e.g., Netflix’s El Fuente) scenes, but the aforementioned
parameters were taken into consideration as well.

2) Results: The experiment involved 20 test participants
(9m, 11f, avg. age 21.6). 15 used wireless connection to access
the Internet and 5 connected via Ethernet cable. 14 used the
Teams desktop application, 3 used the mobile application and
3 used a web browser. Table II shows the results for the
initial loading times (i.e., how many times test participants
perceived a given counter number first). At first glance, the
results for each category seem pretty much the same, with 1
being dominant. However, Pearson’s chi-squared test indicates
statistically significant differences: for resolution categories,
in the case of 480p and 1080p (p < 0.01); for structure
categories, in the cases of a and b (p = 0.04), a and c
(p = 0.03), a and d (p < 0.01), b and c (p = 0.03), b

2https://media.xiph.org/
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The study used the same source video sequences as the pre-
vious study on the effects of network impairments. However,
longer cuts were taken from the same contents in order to
satisfy the requirements of the first scenario (i.e., to have 120-
second-long videos). Additionally, sequences E and F were
not included in the study due to their low variations in visual
information. Therefore, we used 4 source contents in total, and
thus, the stimuli of the second scenario were always composed
of the same 4 videos, in randomized order.

2) Results: A total of 24 test participants completed the
subjective tests (14m, 10f, avg. age 23.3). All of them were
active university students (12 B.Sc., 9 M.Sc. and 3 Ph.D.
students). 23 used wireless Internet connection and only 1
used a wired connection. Regarding devices, 9 students used
laptops, 4 of them connected via a desktop computer, 3
participated through a tablet and 8 through a smart phone.

Figures 4 and 5 show the Mean Opinion Score (MOS) and
the distribution of the obtained scores, respectively. For the
120-second-long stimuli, the MOS is consistent across all test
conditions, signifying adaptation. In fact, all of these values
based on the ratings of the 24 test participants are 4.46.
Furthermore, there is no deviation at all between the rating
distribution of the two test conditions with higher levels of
degradation. On the other hand, the results on the 30-second-
stimuli indicate the impact of the artificially added delay
and packet loss. Although there is no statistically significant
difference between the obtained ratings, there is a shift of 0.33
between means, and 0.42 when compared to the results of the
120-second-long stimuli. Furthermore, the rating distribution
of the subjective study on the effects of network impairments
signifies the perceivable differences for the shorter stimuli,
which, in the case of the current study, does not directly
translate to ACR ratings. This is due to the fundamental
dissimilarities between the scales themselves: the DCR scale
serves a dual purpose, while the ACR scale of the same size
has uniformly distributed options. Therefore, while differences
are, in fact, perceivable, they hardly reach a quality threshold
for shorter stimuli, and for longer stimuli, the selected test con-
ditions did not cause any difference whatsoever, accentuating
adaptation.

IV. SURVEYS AND SUBJECTIVE STUDIES ON
ONLINE MEETINGS

A. Survey on Content Sharing in the Private Sector

The survey addressed the personal preference of employ-
ees within the private sector regarding the different possible
options for content sharing via Teams.

1) Question: Similarly to the survey on content sharing
options in the context of online education, this survey included
a single multiple-choice question, asking about the preferred
method of content sharing via Teams. However, this question
was more focused on presentations (i.e., slide sharing), and
thus, accordingly, the possible answers were the following:
Desktop sharing (fullscreen); Window sharing; Presentation
sharing directly via Teams.
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Fig. 6. Results of the study on the rubber band effect of slide sharing. The
4 data series represent the different transition times in seconds.

2) Results: The survey was completed by 61 employees
from companies where Teams is the default meeting platform.
The dominant preference was window sharing (42), followed
by fullscreen desktop sharing (19), while no preference was
registered for sharing directly via Teams. These results pro-
vided additional support to the experimental configurations;
the studies on online meeting utilized application window
sharing as well.

B. Preliminary Study on the Rubber Band Effect of Slide
Sharing on Online Platforms

Prior to the subjective study on the perceived quality of
media (i.e., video) loading times, we carried out an experiment
using slides to address the rubber band effect.

1) Experimental Setup: We created 21 slides in total. Every
slide had a high-resolution image (equivalent of a 720p video
frame) as background – greatly varying with regard to spatial
complexity – and a large number in the middle of the slide,
going from 0 to 20. The experiment was to share the slides
between two clients (i.e., computers) in an online meeting –
using Teams as in all of the tests – in order to measure the
potential rubber band effect. For this, timed slideshows were
used with 5-second, 2-second, 1-second and 500-millisecond
transition times.

At first glance, the selected transition times may seem
unrealistic in practice. Indeed, changing rapidly between slides
during a university lecture or a presentation in the private
sector is definitely not the most common practice. However,
it does make sense and may serve various purposes. For
example, it can be used as a tool to make a point, having only
one large image per slide; it is not vital to carefully examine
the images themselves. This may be appropriate to emphasize
that there are so many examples or use cases to a specific topic;
the presenter or lecturer only speaks one word or technical
term per slide (1 or 2 seconds per slide is easily realistic
in such case). Another example is a “manual” animation, in
which the slides behave as frames (even 0.5 seconds per slide
may be realistic, depending on the content). Such approach
is more than adequate to exhibit the progress related to the
content, and the presenter may easily revert the direction of
progress (i.e., moving back and forth between slides).

As a first step, both computers were validated in terms of
performance. Both passed the validation, as during the local
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and d (p = 0.03), b and e (p = 0.03), d and e (p = 0.03).
A clear conclusion that can be drawn here is that higher
resolutions result in higher initial media loading times – which
is, of course, expected – and thus, greater differences in
resolution result in greater differences between such values.
While the adjacent resolutions do not differ on a statistically
significant level, the lowest and the highest do. Furthermore,
the variations in the spatial and temporal complexities of the
transmitted multimedia content may also have a significant
impact on the loading times.

Figure 7 shows the MOS values of the tests. Resolutions
720p and 1080p performed similarly across every content
structure; although there was a clear preference towards 1080p,
the differences were not statistically significant. Regarding the
480p stimuli, the ratings were significantly worse. In order to
investigate the cause of the obtained results, the experiment
was repeated with the same number of test participants, but
with individual quality aspects.

D. Subjective Study on the Separate Quality Aspects of Media
Loading Times

The aim of this study was to address the separate quality
aspects of the previous experiment.

1) Experimental Setup: In this study, the overall quality
was separated into 3 aspects: (i) the visual quality of the video,
(ii) the frame rate and (iii) the uniformity, the behavior of
the counter. These were all rated via the same ACR scale.
Evidently, in the these tests, 4 numbers were reported per test
stimulus.

2) Results: The experiment involved 20 test participants
(12m, 8f, avg. age 21). 15 used wireless connection to access
the Internet, 5 connected via Ethernet cable. 11 used the Teams
desktop application, 5 used the mobile application and 4 used a
web browser. Table III shows the results for the initial loading
times. Although the categories follow a similar pattern, there
are, in fact, statistically significant differences: similarly to the
results of the previous experiment, for resolution categories,
in the case of 480p and 1080p (p < 0.01); for structure
categories, in the cases of a and b (p = 0.01), a and c
(p < 0.01), a and d (p < 0.01), b and c (p < 0.01), b and d
(p < 0.01), b and e (p < 0.01), d and e (p < 0.01). This is
extended by a and e (p < 0.01), c and d (p < 0.01), c and e
(p < 0.01). Technically speaking, this means that the results of
every single structure category is significantly different from
the results of every other structure category. The conclusions
that can be drawn from these results – particularly regarding
resolution – are analogous to the findings presented earlier.

Figure 8 shows the MOS values of the tests. Compared
to the ratings obtained on overall quality, visual quality was
assessed in a similar manner, but there were statistically
significant differences between 720p and 1080p as well.

In the case of perceived frame rate, content structures
a and b were not distinguished with respect to resolution;
the plain-black and the single-scene stimuli caused either no
degradations in frame rate or applied to every resolution at
a similar extent. However, for the other videos with content
switches (i.e., cuts), higher resolutions were penalized more,
especially in the case of structures d and e.

TABLE III
FIRST VISIBLE NUMBER IN THE TESTS WITH QUALITY ASPECTS

480p 720p 1080p a b c d e

0 16 13 9 9 6 13 9 1
1 73 74 76 46 45 42 40 50
2 9 11 10 4 8 2 9 7
3 0 2 4 0 0 2 2 2
5 0 0 1 1 0 0 0 0
6 1 0 0 0 0 1 0 0
10 1 0 0 0 1 0 0 0
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Fig. 8. MOS for visual quality (top), frame rate (middle) and counter
assessment (bottom).

The subjective assessment of the counter was analogous
to the evaluation of the frame rate, clearly indicating the
connection between the two. It is important to note that
it is technically possible to have video content sharing on
an online meeting platform where the frame rate fluctuates
but the behavior of the counter remains mostly uniform. In
our experiment, the uniformity of the counter was affected
similarly to the frame rate.

The topic of this study is additionally investigated by the
following survey. While these results already signify that
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Fig. 9. Preference point distribution between visual quality, average frame
rate and frame rate uniformity.

visual quality contributes the most to the overall perceived
quality of content sharing in online meetings, these aspects
were directly assessed on the level of personal preference.

E. Survey on Visual Quality, Average Frame Rate and Frame
Rate Uniformity

The survey addressed the personal priorities and preferences
between visual quality, average frame rate and frame rate
uniformity.

1) Questions: The first task within the survey was to dis-
tribute 10 points among visual quality, average frame rate and
frame rate uniformity. Higher points reflected higher personal
preferences. Any combination was permitted (including giving
10 points to one aspect and 0 to the others), and only integers
were to be used. The two other questions directly addressed
the investigated preferences with 3 options each. One asked
about visual quality and frame rate (better visual quality but
lower average frame rate and frame rate uniformity; worse
visual quality but higher average frame rate and frame rate
uniformity; equal preference) and the other one asked about
average frame rate and frame rate uniformity (higher average
frame rate but lower frame rate uniformity; lower average
frame rate but higher frame rate uniformity; equal preference).

2) Results: The survey was completed by 41 individuals.
The average preference points for visual quality, frame rate and
frame rate uniformity was 4.2, 2.85 and 2.95, respectively. The
distribution of the points for each individual who answered the
survey is shown on Figure 9. These results are analogous to
the findings shown on Figure 8; visual quality contributes the
most to the overall quality, while average frame rate and frame
rate uniformity are equally lower priority. The most common
distribution is 4/3/3, which applies to the preference of 20 out
of the 41 individuals.

Regarding the two other questions, the results are the
following: 21 voted for better visual quality, 6 preferred frame
rate and the preference was equal for 14 individuals; 9 voted
for higher average frame rate, 19 preferred higher frame rate
uniformity and the preference was equal for 13 individuals.

While the results of first question are somewhat analogous
to the preference point distribution, the second question seems
to contradict the distribution at first glance. In the distribution,
points on average frame rate and frame rate uniformity were

balanced, yet the results of the second question clearly favor
frame rate uniformity over average frame rate. However, the
point distribution task covered visual quality as well, and it
was not necessarily a simple task to correctly indicate the
relations between all 3 aspect at the same time, taking into
consideration the assigned priority proportions. On the other
hand, the questions did not take the magnitude, the weight
of preference into consideration, enabling smaller differences
with regard to personal priorities to be indicated.

Additionally, note that in the subjective study on the in-
vestigated aspects, the test participants provided ratings based
on what they experienced in the scope of the experiment,
while in the survey, responses were solely based on existing
prior experience. Of course, in the subjective study, the test
participants were fundamentally influenced by prior experience
as well. The effect of such influence is also worth studying in
the future.

V. CONCLUSION

In this paper, we presented our surveys and studies on the
QoE of content sharing in online education and on online
meeting platforms. The results of the individual surveys and
studies support each other in terms of experimental config-
uration and aid the deeper understanding of the investigated
phenomena. Furthermore, the obtained ratings for the different
subjective studies on the same topic of interest draw similar
conclusion.

The quality ratings in the context of online education indi-
cate an excellent level of adaptation to impairments. However,
as the degradation was set to be around the extent of JND, such
adaptation may not be applicable to more severe impairments.
Nonetheless, the topic of QoE over time is greatly relevant to
online education – due to the potentially longer contents of
educational multimedia – and further research may benefit the
modeling of adaptation.

We conclude that the personal preference related to the
visual quality and frame rate on content sharing via online
meetings is the opposite of the trends of modern real-time
Video-on-Demand (VoD) services. In the recent years, the
majority of VoD platforms started utilizing Dynamic Adaptive
Streaming over HTTP (DASH) – also known as MPEG-DASH
– which may sacrifice visual quality by using lower-quality
segments to ensure playback fluency. Our results gathered by
both the subjective study and the survey indicate that DASH-
like trade-offs (i.e., compromise regarding visual quality) are
not necessarily beneficial to content sharing via online meeting
platforms.

The results presented in the paper also highlight that there
are statistically significant differences between resolutions
(480p and 1080p) with regard to initial delay, and this is
also applicable to the different content structures. Practically,
as expected, contents with lower resolution initiate playback
faster while being shared via an online meeting platform.
Regarding the video content itself, higher TI values (i.e.,
greater differences between adjacent video frames) – particu-
larly in the beginning of the video – may result higher initial
delays. The obtained ratings also indicate notable differences
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and d (p = 0.03), b and e (p = 0.03), d and e (p = 0.03).
A clear conclusion that can be drawn here is that higher
resolutions result in higher initial media loading times – which
is, of course, expected – and thus, greater differences in
resolution result in greater differences between such values.
While the adjacent resolutions do not differ on a statistically
significant level, the lowest and the highest do. Furthermore,
the variations in the spatial and temporal complexities of the
transmitted multimedia content may also have a significant
impact on the loading times.

Figure 7 shows the MOS values of the tests. Resolutions
720p and 1080p performed similarly across every content
structure; although there was a clear preference towards 1080p,
the differences were not statistically significant. Regarding the
480p stimuli, the ratings were significantly worse. In order to
investigate the cause of the obtained results, the experiment
was repeated with the same number of test participants, but
with individual quality aspects.

D. Subjective Study on the Separate Quality Aspects of Media
Loading Times

The aim of this study was to address the separate quality
aspects of the previous experiment.

1) Experimental Setup: In this study, the overall quality
was separated into 3 aspects: (i) the visual quality of the video,
(ii) the frame rate and (iii) the uniformity, the behavior of
the counter. These were all rated via the same ACR scale.
Evidently, in the these tests, 4 numbers were reported per test
stimulus.

2) Results: The experiment involved 20 test participants
(12m, 8f, avg. age 21). 15 used wireless connection to access
the Internet, 5 connected via Ethernet cable. 11 used the Teams
desktop application, 5 used the mobile application and 4 used a
web browser. Table III shows the results for the initial loading
times. Although the categories follow a similar pattern, there
are, in fact, statistically significant differences: similarly to the
results of the previous experiment, for resolution categories,
in the case of 480p and 1080p (p < 0.01); for structure
categories, in the cases of a and b (p = 0.01), a and c
(p < 0.01), a and d (p < 0.01), b and c (p < 0.01), b and d
(p < 0.01), b and e (p < 0.01), d and e (p < 0.01). This is
extended by a and e (p < 0.01), c and d (p < 0.01), c and e
(p < 0.01). Technically speaking, this means that the results of
every single structure category is significantly different from
the results of every other structure category. The conclusions
that can be drawn from these results – particularly regarding
resolution – are analogous to the findings presented earlier.

Figure 8 shows the MOS values of the tests. Compared
to the ratings obtained on overall quality, visual quality was
assessed in a similar manner, but there were statistically
significant differences between 720p and 1080p as well.

In the case of perceived frame rate, content structures
a and b were not distinguished with respect to resolution;
the plain-black and the single-scene stimuli caused either no
degradations in frame rate or applied to every resolution at
a similar extent. However, for the other videos with content
switches (i.e., cuts), higher resolutions were penalized more,
especially in the case of structures d and e.

TABLE III
FIRST VISIBLE NUMBER IN THE TESTS WITH QUALITY ASPECTS

480p 720p 1080p a b c d e

0 16 13 9 9 6 13 9 1
1 73 74 76 46 45 42 40 50
2 9 11 10 4 8 2 9 7
3 0 2 4 0 0 2 2 2
5 0 0 1 1 0 0 0 0
6 1 0 0 0 0 1 0 0

10 1 0 0 0 1 0 0 0
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Fig. 8. MOS for visual quality (top), frame rate (middle) and counter
assessment (bottom).

The subjective assessment of the counter was analogous
to the evaluation of the frame rate, clearly indicating the
connection between the two. It is important to note that
it is technically possible to have video content sharing on
an online meeting platform where the frame rate fluctuates
but the behavior of the counter remains mostly uniform. In
our experiment, the uniformity of the counter was affected
similarly to the frame rate.

The topic of this study is additionally investigated by the
following survey. While these results already signify that
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with regard to frame rate uniformity on the basis of content
structure, some of which are statistically significant.

While the paper did introduce a generous amount of re-
search effort, there is still quite a lot of additional work to be
done. First of all, the content characteristics of educational
multimedia fundamentally affect the perception of quality
impairments – as also indicated by the obtained consistent
results. Our studies were limited to 3 archetypes, but there are
many more to investigate, such as writing and drawing on a
board. The work on adaptation should include wider varieties
of content duration, and repeated impairment patters [47]
should be addressed as well. Future research efforts should
directly consider the SI and TI values of the investigated
contents when studying the impacts of the rubber band effect
(i.e., the stimuli should be created along a fine-grained SI/TI
matrix). Additionally, the phenomenon of frame freezing in
the contexts of both online education and online meetings
is a relevant, yet underinvestigated issue, the addressing of
which could benefit the understanding of both single-event
scenarios and QoE over time. Finally, related studies should
separately address the various technical options for connecting
to the Internet while participating in such experiments, and
data clustering based on the capabilities of the user endpoints
is also advised, as online meeting platforms may optimize
differently for different devices.

A particular limitation of this work is the number of
test participants. Although a total of 391 individuals were
recruited for the research efforts, this total was spread among
4 subjective studies and 6 surveys. Each of the experiments in
the context of online education involved 24 test participants,
and this number was 20 for online meetings. The ITU and
the VQEG recommend a minimum of 15 [48] and 24 [56]
test participants, respectively. Accordingly, many published
QoE experiments are of this scale. However, having more test
participants may greatly contribute to the statistical strength
of the results (e.g., the same rating deviation would result a
smaller confidence interval). As Brunnström and Barkowsky
conclude [57], going below 24 test participants relies on
low rating deviation. In the future, extensive studies of the
investigated topics should aim to recruit more test participants.
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Abstract—Sentiment analysis is the process of recognizing and 

categorizing the emotions being expressed in a textual source. 
Tweets are commonly used to generate a large amount of 
sentiment data after they are analyzed. These feelings data help to 
learn about people's thoughts on a various range of topics. People 
are typically attracted for researching positive and negative 
reviews, which contain dislikes and likes, shared by the consumers 
concerning the features of a certain service or product. Therefore, 
the aspects or features of the product/service play an important 
role in opinion mining. Furthermore to enough work being carried 
out in text mining, feature extraction in opinion mining is 
presently becoming a hot research field. In this paper, we focus on 
the study of feature extractors because of their importance in 
classification performance. The feature extraction is the most 
critical aspect of opinion classification since classification 
efficiency can be degraded if features are not properly chosen. A 
few scientific researchers have addressed the issue of feature 
extraction. And we found in the literature that almost every article 
deals with one or two feature extractors. For that, we decided in 
this paper to cover all the most popular feature extractors which 
are BOW, N-grams, TF-IDF, Word2vec, GloVe and FastText. In 
general, this paper will discuss the existing feature extractors in 
the opinion mining domain. Also, it will present the advantages 
and the inconveniences of each extractor. Moreover, a 
comparative study is performed for determining the most efficient 
combination CNN/extractor in terms of accuracy, precision, recall, 
and F1 measure.   
 

Index Terms—Opinion mining, Extractors of features, 
BigData, Sentiment analysis, text analysis. 

I. INTRODUCTION 
ith the emergence of the internet and the social 
networking revolution, a large number of individuals can 

express freely their views and feelings about entities, products, 
people, etc. [1, 2]. This growth is accompanied by a huge 
volume of opinion data available on the web. Indeed, 2.5 billion 
bytes of data are created every day. In recent years, 90% of the 
world's data has been generated.  

   Opinion analysis, in the computer domain, is concerned with 
the automatic processing of opinions, feelings, and subjectivity 
expressed or conveyed in textual and audiovisual statements 
[3]. Opinions concern entities that can be products, services, 
themes, public persons, organizations, etc. Textual statements 
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can be presented in different formats/types: article in a 
newspaper, comment/critique in a website post/comment in 
social networks (Facebook, Twitter, etc.). Oral statements, 
presented in audiovisual documents, are also presented in 
different formats: news, radio programs, YouTube videos, etc. 
This paper focuses on textual statements on Twitter [4]. 

Twitter is a microblogging service that allows its users to 
send and read short messages of up to 140 characters [5]. These 
messages, called "tweets" can be received and sent from your 
computer or mobile phone. Twitter has only been in existence 
for five years but has already become a major actor in the social 
media industry. It is a way of expression of internauts because 
it permits to exchange in real-time, on all subjects, points of 
view or needs. These tweets are well suited to the dissemination 
and propagation of information because they can be republished 
and also contain hash-tags, that is, tags assigned by the authors 
of the tweets to briefly characterize the subject of the tweet [6, 
7]. Tweets are provided with meta-data as well as information 
about their location, language, keyword, sentiments expressed, 
etc. 

  Several works have been carried out in order to solve the 
problem of opinion analysis with different methods (linguistic 
and/or numerical). These works can therefore be classified 
according to three approaches. The first is symbolic, using 
lexicons and linguistic rules [8]. The second is a numerical 
approach based on machine learning methods. Finally, there is 
a hybrid approach that is a combination of the two previous 
ones: it uses both lexicons and machine learning algorithms. All 
these approaches consist in training a classifier based on 
descriptors, also called features, specific to the opinion analysis 
task. These features allow us to infer the polarity of a new tweet. 
Thus, the good performances of the classifiers are conditioned 
on the one hand by the quantity of training data and on the other 
hand by the quality of the features. Indeed, the size of the 
training corpus must be sufficient for training the classifier, and 
the features must be specific to the task [9, 10]. 

In general, the opinion process consists of several phases which 
are the pre-processing stage, the feature extraction stage, the 
feature selection stage and the classification stage. Feature 
extraction is considered the most critical step because the 
performance of the classification depends on the set of extracted 
features. The choice of features is very important in the 
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Abstract—Sentiment analysis is the process of recognizing 
and categorizing the emotions being expressed in a textual 
source. Tweets are commonly used to generate a large amount 
of sentiment data after they are analyzed. These feelings data 
help to learn about people's thoughts on a various range of 
topics. People are typically attracted for researching positive 
and negative reviews, which contain dislikes and likes, shared 
by the consumers concerning the features of a certain service 
or product. Therefore, the aspects or features of the product/
service play an important role in opinion mining. Furthermore to 
enough work being carried out in text mining, feature extraction 
in opinion mining is presently becoming a hot research field. In 
this paper, we focus on the study of feature extractors because 
of their importance in classification performance. The feature 
extraction is the most critical aspect of opinion classification 
since classification efficiency can be degraded if features are not 
properly chosen. A few scientific researchers have addressed the 
issue of feature extraction. And we found in the literature that 
almost every article deals with one or two feature extractors. 
For that, we decided in this paper to cover all the most popular 
feature extractors which are BOW, N-grams, TF-IDF, Word2vec, 
GloVe and FastText. In general, this paper will discuss the 
existing feature extractors in the opinion mining domain. Also, 
it will present the advantages and the inconveniences of each 
extractor. Moreover, a comparative study is performed for 
determining the most efficient combination CNN/extractor in 
terms of accuracy, precision, recall, and F1 measure.
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performance of the learning model. Generally, the identification 
of relevant features is done by feature extraction and selection 
algorithms. Classifier performance varies from one set of 
features to another. These features require good conception and 
real thinking to define or guess the right features for the 
classification task. 

Therefore, feature extraction addresses the issue of identifying 
the most distinguishing, informational, and minimized set of 
features to enhance the effectiveness of the data treatment. 
Relevant feature vectors are still the most popular and suitable 
way of representing the sample for classification issues. Many 
scientists from various fields, who are focused on data analysis 
and classification, are working together to address feature 
extraction challenges. Today's developments in both sentiment 
analysis and feature extraction algorithms have allowed us to 
design the identification tools that can accomplish tasks that 
were previously impossible to do. Feature extraction is at the 
core of these advancements with applications in sentiment 
analysis, as well as numerous other developing applications. 

For an efficient classification, it is essential to employ an 
accurate feature extraction approach to retrieve a set of 
distinguishing and informational features from the input data. 
In essence, if the retrieved features do not accurately identify 
the employed signals and are not meaningful, a classification 
technique employing such set of features may have issues in 
finding  the feature classes labels. Therefore, the classification 
accuracy may be reduced. Due to the importance of feature 
extractors, in this paper, we will detail the principle of the most 
commonly used extractors. The main points of this paper can 
be summarized as follows: 

 The discussion of the existing feature extractors in the 
opinion mining domain.  

 The description of the advantages and the 
inconveniences of each extractor 

 The used dataset is the Sentiment140 dataset contains 
approximately 1.6 million tweets that were 
automatically retrieved with the Twitter API. 

 Application of multiple feature extractors and 
determination of the most effective extractor in the 
case of Sentiment140. 

 Implementation of the convolutional neural network, 
NB, SVM, ID3 and C4.5 as a classifier. 

 Setting up the Hadoop framework for the parallel 
implementation of our proposal 

 

II. RELATED WORKS 
  Most conventional research papers on sentiment analysis has 
employed supervised machine learning approaches as the 
primary module for classification or clustering [11]. These 
approaches typically exploit the Bag-Of-Words, Word2vec, 
GloVe, FastText, N-Gram and TF-IDF models to extract the 
essential features of the text containing user-generated 
sentiments [12]. 
 

A. Baseline feature extraction methods 
 
  The authors of the paper [13] evaluated the performance of 
the feature extractor N-gram in opinion mining field. They 
proposed to combine the approach based lexicon with the N-
gram method for performing the sentiment classification. And 
their proposed Senti-N-Gram lexicon based approach 
outperforms well-known unigram-lexicon based method 
employing the VADER lexicon and an n-gram opinion mining 
method SO-CAL. 
 
  The paper [14] provides an introduction to BoW, its 
importance, how it operates, its implementations, and the 
challenges of utilizing it.  This review is helpful in terms of 
introducing the BoW methodology to new researchers and 
providing a good context with related work to researchers 
working on this model. 
 
  In [15], the authors have analyzed the effect of TF-IDF 
feature level on the SS-Tweet dataset for opinion extraction. 
They found that by employing the TF-IDF feature extractor, the 
sentiment analysis performance is 3-4% higher than by 
employing the N-gram feature. 
 
  The authors of the paper [16], introduce a Word2vec pattern 
that provides additional linguistic features to accommodate 
short Chinese dataset. It is compared with the Internet content-
based pattern for long dataset. The empirical findings 
demonstrate that our pattern can effectively improve the 
performance of opinion classification using six different classes 
on Weibo. 
  
   In the work [17] a hybrid pattern of embedding glove 
words, contextual and string similarity measures are applied on 
the large dataset for key sentence retrieval and classification. 
The empirical findings demonstrate that the GloVe extraction 
pattern is better than existing metrics for key sentence and 
string similarity in large datasets. 
 
  In [18], the authors have studied the fastText feature 
extractor and the experimental results show that the FastText 
achieves 0.97 area under the ROC curve, 94.2% F-measure, and 
74.8 ms inference times for CPU. 
 

B. The state-of-the-art feature extractors 
 

The authors of the paper [19] proposed an attention-
bidirectional algorithm based on the both deep neural networks 
CNN and RNN as feature extractor for opinion mining. Their 
approaches extracted past and future features by taking in 
consideration the temporal data stream in both senses.  In 
addition, the attention layer mechanism is implemented on the 
outputs of the bidirectional LSTM layers to emphasize different 
extracted features to a greater or lesser extent. They also applied 
the convolution and pooling layers of the CNN in order to 
reduce the dimensionality of the extracted features. The results 
of the comparison of their approach and six more recently 
suggested DNNs for opinion mining indicate that their 
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Abstract—Sentiment analysis is the process of recognizing and 

categorizing the emotions being expressed in a textual source. 
Tweets are commonly used to generate a large amount of 
sentiment data after they are analyzed. These feelings data help to 
learn about people's thoughts on a various range of topics. People 
are typically attracted for researching positive and negative 
reviews, which contain dislikes and likes, shared by the consumers 
concerning the features of a certain service or product. Therefore, 
the aspects or features of the product/service play an important 
role in opinion mining. Furthermore to enough work being carried 
out in text mining, feature extraction in opinion mining is 
presently becoming a hot research field. In this paper, we focus on 
the study of feature extractors because of their importance in 
classification performance. The feature extraction is the most 
critical aspect of opinion classification since classification 
efficiency can be degraded if features are not properly chosen. A 
few scientific researchers have addressed the issue of feature 
extraction. And we found in the literature that almost every article 
deals with one or two feature extractors. For that, we decided in 
this paper to cover all the most popular feature extractors which 
are BOW, N-grams, TF-IDF, Word2vec, GloVe and FastText. In 
general, this paper will discuss the existing feature extractors in 
the opinion mining domain. Also, it will present the advantages 
and the inconveniences of each extractor. Moreover, a 
comparative study is performed for determining the most efficient 
combination CNN/extractor in terms of accuracy, precision, recall, 
and F1 measure.   
 

Index Terms—Opinion mining, Extractors of features, 
BigData, Sentiment analysis, text analysis. 

I. INTRODUCTION 
ith the emergence of the internet and the social 
networking revolution, a large number of individuals can 

express freely their views and feelings about entities, products, 
people, etc. [1, 2]. This growth is accompanied by a huge 
volume of opinion data available on the web. Indeed, 2.5 billion 
bytes of data are created every day. In recent years, 90% of the 
world's data has been generated.  

   Opinion analysis, in the computer domain, is concerned with 
the automatic processing of opinions, feelings, and subjectivity 
expressed or conveyed in textual and audiovisual statements 
[3]. Opinions concern entities that can be products, services, 
themes, public persons, organizations, etc. Textual statements 
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can be presented in different formats/types: article in a 
newspaper, comment/critique in a website post/comment in 
social networks (Facebook, Twitter, etc.). Oral statements, 
presented in audiovisual documents, are also presented in 
different formats: news, radio programs, YouTube videos, etc. 
This paper focuses on textual statements on Twitter [4]. 

Twitter is a microblogging service that allows its users to 
send and read short messages of up to 140 characters [5]. These 
messages, called "tweets" can be received and sent from your 
computer or mobile phone. Twitter has only been in existence 
for five years but has already become a major actor in the social 
media industry. It is a way of expression of internauts because 
it permits to exchange in real-time, on all subjects, points of 
view or needs. These tweets are well suited to the dissemination 
and propagation of information because they can be republished 
and also contain hash-tags, that is, tags assigned by the authors 
of the tweets to briefly characterize the subject of the tweet [6, 
7]. Tweets are provided with meta-data as well as information 
about their location, language, keyword, sentiments expressed, 
etc. 

  Several works have been carried out in order to solve the 
problem of opinion analysis with different methods (linguistic 
and/or numerical). These works can therefore be classified 
according to three approaches. The first is symbolic, using 
lexicons and linguistic rules [8]. The second is a numerical 
approach based on machine learning methods. Finally, there is 
a hybrid approach that is a combination of the two previous 
ones: it uses both lexicons and machine learning algorithms. All 
these approaches consist in training a classifier based on 
descriptors, also called features, specific to the opinion analysis 
task. These features allow us to infer the polarity of a new tweet. 
Thus, the good performances of the classifiers are conditioned 
on the one hand by the quantity of training data and on the other 
hand by the quality of the features. Indeed, the size of the 
training corpus must be sufficient for training the classifier, and 
the features must be specific to the task [9, 10]. 

In general, the opinion process consists of several phases which 
are the pre-processing stage, the feature extraction stage, the 
feature selection stage and the classification stage. Feature 
extraction is considered the most critical step because the 
performance of the classification depends on the set of extracted 
features. The choice of features is very important in the 
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performance of the learning model. Generally, the identification 
of relevant features is done by feature extraction and selection 
algorithms. Classifier performance varies from one set of 
features to another. These features require good conception and 
real thinking to define or guess the right features for the 
classification task. 

Therefore, feature extraction addresses the issue of identifying 
the most distinguishing, informational, and minimized set of 
features to enhance the effectiveness of the data treatment. 
Relevant feature vectors are still the most popular and suitable 
way of representing the sample for classification issues. Many 
scientists from various fields, who are focused on data analysis 
and classification, are working together to address feature 
extraction challenges. Today's developments in both sentiment 
analysis and feature extraction algorithms have allowed us to 
design the identification tools that can accomplish tasks that 
were previously impossible to do. Feature extraction is at the 
core of these advancements with applications in sentiment 
analysis, as well as numerous other developing applications. 

For an efficient classification, it is essential to employ an 
accurate feature extraction approach to retrieve a set of 
distinguishing and informational features from the input data. 
In essence, if the retrieved features do not accurately identify 
the employed signals and are not meaningful, a classification 
technique employing such set of features may have issues in 
finding  the feature classes labels. Therefore, the classification 
accuracy may be reduced. Due to the importance of feature 
extractors, in this paper, we will detail the principle of the most 
commonly used extractors. The main points of this paper can 
be summarized as follows: 

 The discussion of the existing feature extractors in the 
opinion mining domain.  

 The description of the advantages and the 
inconveniences of each extractor 

 The used dataset is the Sentiment140 dataset contains 
approximately 1.6 million tweets that were 
automatically retrieved with the Twitter API. 

 Application of multiple feature extractors and 
determination of the most effective extractor in the 
case of Sentiment140. 

 Implementation of the convolutional neural network, 
NB, SVM, ID3 and C4.5 as a classifier. 

 Setting up the Hadoop framework for the parallel 
implementation of our proposal 

 

II. RELATED WORKS 
  Most conventional research papers on sentiment analysis has 
employed supervised machine learning approaches as the 
primary module for classification or clustering [11]. These 
approaches typically exploit the Bag-Of-Words, Word2vec, 
GloVe, FastText, N-Gram and TF-IDF models to extract the 
essential features of the text containing user-generated 
sentiments [12]. 
 

A. Baseline feature extraction methods 
 
  The authors of the paper [13] evaluated the performance of 
the feature extractor N-gram in opinion mining field. They 
proposed to combine the approach based lexicon with the N-
gram method for performing the sentiment classification. And 
their proposed Senti-N-Gram lexicon based approach 
outperforms well-known unigram-lexicon based method 
employing the VADER lexicon and an n-gram opinion mining 
method SO-CAL. 
 
  The paper [14] provides an introduction to BoW, its 
importance, how it operates, its implementations, and the 
challenges of utilizing it.  This review is helpful in terms of 
introducing the BoW methodology to new researchers and 
providing a good context with related work to researchers 
working on this model. 
 
  In [15], the authors have analyzed the effect of TF-IDF 
feature level on the SS-Tweet dataset for opinion extraction. 
They found that by employing the TF-IDF feature extractor, the 
sentiment analysis performance is 3-4% higher than by 
employing the N-gram feature. 
 
  The authors of the paper [16], introduce a Word2vec pattern 
that provides additional linguistic features to accommodate 
short Chinese dataset. It is compared with the Internet content-
based pattern for long dataset. The empirical findings 
demonstrate that our pattern can effectively improve the 
performance of opinion classification using six different classes 
on Weibo. 
  
   In the work [17] a hybrid pattern of embedding glove 
words, contextual and string similarity measures are applied on 
the large dataset for key sentence retrieval and classification. 
The empirical findings demonstrate that the GloVe extraction 
pattern is better than existing metrics for key sentence and 
string similarity in large datasets. 
 
  In [18], the authors have studied the fastText feature 
extractor and the experimental results show that the FastText 
achieves 0.97 area under the ROC curve, 94.2% F-measure, and 
74.8 ms inference times for CPU. 
 

B. The state-of-the-art feature extractors 
 

The authors of the paper [19] proposed an attention-
bidirectional algorithm based on the both deep neural networks 
CNN and RNN as feature extractor for opinion mining. Their 
approaches extracted past and future features by taking in 
consideration the temporal data stream in both senses.  In 
addition, the attention layer mechanism is implemented on the 
outputs of the bidirectional LSTM layers to emphasize different 
extracted features to a greater or lesser extent. They also applied 
the convolution and pooling layers of the CNN in order to 
reduce the dimensionality of the extracted features. The results 
of the comparison of their approach and six more recently 
suggested DNNs for opinion mining indicate that their 
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approach accomplishes the best performance on both short 
tweet and long review polarities detection.  

 
In the paper [20] a novel efficient method for sentiment 

classification employing machine learning techniques is 
suggested. The process of this novel approach is carried out in 
three phases. In the first phase, the dataset is gathered and 
pretreated, in the second phase the dataset is tuned by extracting 
the relevant characteristics, and in the third phase the trained 
dataset is classified into three classes (negative, neutral, and 
positive) by implementing several machine learning 
techniques. Every machine learning algorithms yield distinct 
results. It is observed that the suggested approach i.e., selective 
algorithm combined with decision tree provides a high accuracy 
of 89.47% in comparison to other machine learning techniques 

 
The authors of the paper [21] evaluate different combinations 

of features in Twitter opinion mining. In addition, they assess 
and study the effect of combining these separate kinds of 
characteristics to detect of which aggregation yield crucial 
insights in the polarity classification task in Twitter opinion 
mining.  

In the paper [22], a comparative study of two extractors (TF-
IDF, and Doc2vec) is carried out.  The authors of this paper 
implement these two extractors on three datasets such as 
Stanford movie review, UCI sentiment, and Cornell movie 
review datasets. Also, they applied several preprocessing tasks 
such as removing stop words, eliminating the special 
characters, stemming and tokenization which increases the 
accuracy of sentiment classification and reduce the execution 
of time of used classifier. The pertinent features extracted after 
the extraction step are tested and trained using various machine 
learning algorithms like support vector machine, Bernoulli 
naïve bayes, k-nearest neighbors, decision tree, and logistic 
regression.  

The authors of the paper [23], carried out an experimental 
analyze of different techniques of feature extraction in Twitter 
sentiments analysis. Their comparative study is performed in 
four steps, the first one is the data gathering task which has been 
carried out from readily available sources. The second phase is 
the application of several preprocessing tasks utilizing the tool 
POS. In the third step, various feature selector and extractor are 
implemented over the collected tweets. Finally, the 
experimental study is performed for detecting the opinion 
polarity with different extractors.  

Zainuddin et al. [24] proposed a hybrid model for classifying 
the tweets aspect-based opinion mining.  They carried out a 
comparative analyze in terms of classification rate of three 
features selectors such as latent semantic analysis, principal 
component analysis, and random projection. In addition the 
hybrid model was evaluated employing Twitter datasets to 
represent various areas, and the evaluation with several 
machine learning algorithms also proved that the novel hybrid 
model achieved goods results. Their experimental results 
showed that the proposed hybrid opinion classification model 
was capable to increase the classification rate from the existing 
conventional opinion mining approaches by 76.55%, 71.62% 

and 74.24 %, respectively.  
Pandian suggested in its paper [25], a comparative study of 

sentiment classification by employing various deep learning 
models. Its proposed paper has incorporated a feature-
extraction with a deep learning model. Furthermore, its research 
work has three major phases: The first phase is the design of 
opinion classifiers based on deep learning models. This step is 
succeeded by the utilization of ensemble techniques and 
merging of information to get the final ensemble of data 
sources. As the third phase, an aggregation of ensembles the 
information is proposed to classify several algorithms along 
with the suggested algorithm. 

III. EXTRACTORS OF FEATURES 
Concerning machine learning approaches, many efforts have 

been performed in the literature on Twitter opinion mining to 
obtain an efficient vectorization of tweets. In this context, 
various kinds of features extractors have been suggested 
already, ranging from simple n-gram based vectorization to 
meta-level features to word embeddings. 
 

A. N-gram extractor 
  The N-gram feature extractor is commonly being employed 
in text based-classification [26]. After applied this extractor, the 
sentence can be broken down into features of character n-grams 
and word n-grams. So, an N-gram is a series of “characters or 
words " picked up, in order, from a body of sentence. N-gram 
may be unigram (n-gram = 1), bigram (n-gram = 2), trigram (n-
gram = 3), and so on. 

   Usually we pick every word in a sentence to compute the 
sentiment of the sentence, but there can be a case in which the 
word is formerly employed in a positive sense, but now it is 
employed in a negative sense; for example, “what an awesome 
product, totally waste of money,” if we take only the word 
“awesome” the sentence will be positive but if we take in 
consideration the whole sentence, it is indicating the negative. 
It is because of these types of problems that the N-gram is being 
developed. 

B. TF_IDF extractor 
  TF_IDF means term frequency - inverse document 
frequency, which is widely recognized and it is utilized as a 
weighting procedure and its performance is also still very 
comparable with new approaches [27]. It is a statistical value 
that is meant to reflect how much weight a given word has to a 
certain document in a corpus or a collection. The TF-IDF rate 
boosts proportionally to the number of occurrences of each term 
in the document, but is compensated by the occurrence of the 
term in the corpus, which aids to adapt for the fact that a certain 
terms occur more frequently in overall. The standardization TF-
IDF rates for any document in the corpus via the Euclidean 
measure are used. The calculations of TF-IDF are presented in 
the following equation: 

             (TF_IDF) 𝑖𝑖𝑖𝑖 =  (TF)𝑖𝑖𝑖𝑖 ∗  log (IDF)𝑖𝑖                    (1)  

Where   TF =  𝑘𝑘𝑖𝑖𝑖𝑖
𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜 𝑡𝑡ℎ𝑁𝑁 𝑤𝑤𝑜𝑜𝑁𝑁𝑤𝑤𝑤𝑤 𝑖𝑖𝑖𝑖 𝑡𝑡ℎ𝑁𝑁 𝑤𝑤𝑁𝑁𝑖𝑖𝑡𝑡𝑁𝑁𝑖𝑖𝑠𝑠𝑁𝑁   with k is the 

number of times the word i appears in the sentence j. 
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performance of the learning model. Generally, the identification 
of relevant features is done by feature extraction and selection 
algorithms. Classifier performance varies from one set of 
features to another. These features require good conception and 
real thinking to define or guess the right features for the 
classification task. 

Therefore, feature extraction addresses the issue of identifying 
the most distinguishing, informational, and minimized set of 
features to enhance the effectiveness of the data treatment. 
Relevant feature vectors are still the most popular and suitable 
way of representing the sample for classification issues. Many 
scientists from various fields, who are focused on data analysis 
and classification, are working together to address feature 
extraction challenges. Today's developments in both sentiment 
analysis and feature extraction algorithms have allowed us to 
design the identification tools that can accomplish tasks that 
were previously impossible to do. Feature extraction is at the 
core of these advancements with applications in sentiment 
analysis, as well as numerous other developing applications. 

For an efficient classification, it is essential to employ an 
accurate feature extraction approach to retrieve a set of 
distinguishing and informational features from the input data. 
In essence, if the retrieved features do not accurately identify 
the employed signals and are not meaningful, a classification 
technique employing such set of features may have issues in 
finding  the feature classes labels. Therefore, the classification 
accuracy may be reduced. Due to the importance of feature 
extractors, in this paper, we will detail the principle of the most 
commonly used extractors. The main points of this paper can 
be summarized as follows: 

 The discussion of the existing feature extractors in the 
opinion mining domain.  

 The description of the advantages and the 
inconveniences of each extractor 

 The used dataset is the Sentiment140 dataset contains 
approximately 1.6 million tweets that were 
automatically retrieved with the Twitter API. 

 Application of multiple feature extractors and 
determination of the most effective extractor in the 
case of Sentiment140. 

 Implementation of the convolutional neural network, 
NB, SVM, ID3 and C4.5 as a classifier. 

 Setting up the Hadoop framework for the parallel 
implementation of our proposal 

 

II. RELATED WORKS 
  Most conventional research papers on sentiment analysis has 
employed supervised machine learning approaches as the 
primary module for classification or clustering [11]. These 
approaches typically exploit the Bag-Of-Words, Word2vec, 
GloVe, FastText, N-Gram and TF-IDF models to extract the 
essential features of the text containing user-generated 
sentiments [12]. 
 

A. Baseline feature extraction methods 
 
  The authors of the paper [13] evaluated the performance of 
the feature extractor N-gram in opinion mining field. They 
proposed to combine the approach based lexicon with the N-
gram method for performing the sentiment classification. And 
their proposed Senti-N-Gram lexicon based approach 
outperforms well-known unigram-lexicon based method 
employing the VADER lexicon and an n-gram opinion mining 
method SO-CAL. 
 
  The paper [14] provides an introduction to BoW, its 
importance, how it operates, its implementations, and the 
challenges of utilizing it.  This review is helpful in terms of 
introducing the BoW methodology to new researchers and 
providing a good context with related work to researchers 
working on this model. 
 
  In [15], the authors have analyzed the effect of TF-IDF 
feature level on the SS-Tweet dataset for opinion extraction. 
They found that by employing the TF-IDF feature extractor, the 
sentiment analysis performance is 3-4% higher than by 
employing the N-gram feature. 
 
  The authors of the paper [16], introduce a Word2vec pattern 
that provides additional linguistic features to accommodate 
short Chinese dataset. It is compared with the Internet content-
based pattern for long dataset. The empirical findings 
demonstrate that our pattern can effectively improve the 
performance of opinion classification using six different classes 
on Weibo. 
  
   In the work [17] a hybrid pattern of embedding glove 
words, contextual and string similarity measures are applied on 
the large dataset for key sentence retrieval and classification. 
The empirical findings demonstrate that the GloVe extraction 
pattern is better than existing metrics for key sentence and 
string similarity in large datasets. 
 
  In [18], the authors have studied the fastText feature 
extractor and the experimental results show that the FastText 
achieves 0.97 area under the ROC curve, 94.2% F-measure, and 
74.8 ms inference times for CPU. 
 

B. The state-of-the-art feature extractors 
 

The authors of the paper [19] proposed an attention-
bidirectional algorithm based on the both deep neural networks 
CNN and RNN as feature extractor for opinion mining. Their 
approaches extracted past and future features by taking in 
consideration the temporal data stream in both senses.  In 
addition, the attention layer mechanism is implemented on the 
outputs of the bidirectional LSTM layers to emphasize different 
extracted features to a greater or lesser extent. They also applied 
the convolution and pooling layers of the CNN in order to 
reduce the dimensionality of the extracted features. The results 
of the comparison of their approach and six more recently 
suggested DNNs for opinion mining indicate that their 
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performance of the learning model. Generally, the identification 
of relevant features is done by feature extraction and selection 
algorithms. Classifier performance varies from one set of 
features to another. These features require good conception and 
real thinking to define or guess the right features for the 
classification task. 

Therefore, feature extraction addresses the issue of identifying 
the most distinguishing, informational, and minimized set of 
features to enhance the effectiveness of the data treatment. 
Relevant feature vectors are still the most popular and suitable 
way of representing the sample for classification issues. Many 
scientists from various fields, who are focused on data analysis 
and classification, are working together to address feature 
extraction challenges. Today's developments in both sentiment 
analysis and feature extraction algorithms have allowed us to 
design the identification tools that can accomplish tasks that 
were previously impossible to do. Feature extraction is at the 
core of these advancements with applications in sentiment 
analysis, as well as numerous other developing applications. 

For an efficient classification, it is essential to employ an 
accurate feature extraction approach to retrieve a set of 
distinguishing and informational features from the input data. 
In essence, if the retrieved features do not accurately identify 
the employed signals and are not meaningful, a classification 
technique employing such set of features may have issues in 
finding  the feature classes labels. Therefore, the classification 
accuracy may be reduced. Due to the importance of feature 
extractors, in this paper, we will detail the principle of the most 
commonly used extractors. The main points of this paper can 
be summarized as follows: 

 The discussion of the existing feature extractors in the 
opinion mining domain.  

 The description of the advantages and the 
inconveniences of each extractor 

 The used dataset is the Sentiment140 dataset contains 
approximately 1.6 million tweets that were 
automatically retrieved with the Twitter API. 

 Application of multiple feature extractors and 
determination of the most effective extractor in the 
case of Sentiment140. 

 Implementation of the convolutional neural network, 
NB, SVM, ID3 and C4.5 as a classifier. 

 Setting up the Hadoop framework for the parallel 
implementation of our proposal 
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essential features of the text containing user-generated 
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  The authors of the paper [13] evaluated the performance of 
the feature extractor N-gram in opinion mining field. They 
proposed to combine the approach based lexicon with the N-
gram method for performing the sentiment classification. And 
their proposed Senti-N-Gram lexicon based approach 
outperforms well-known unigram-lexicon based method 
employing the VADER lexicon and an n-gram opinion mining 
method SO-CAL. 
 
  The paper [14] provides an introduction to BoW, its 
importance, how it operates, its implementations, and the 
challenges of utilizing it.  This review is helpful in terms of 
introducing the BoW methodology to new researchers and 
providing a good context with related work to researchers 
working on this model. 
 
  In [15], the authors have analyzed the effect of TF-IDF 
feature level on the SS-Tweet dataset for opinion extraction. 
They found that by employing the TF-IDF feature extractor, the 
sentiment analysis performance is 3-4% higher than by 
employing the N-gram feature. 
 
  The authors of the paper [16], introduce a Word2vec pattern 
that provides additional linguistic features to accommodate 
short Chinese dataset. It is compared with the Internet content-
based pattern for long dataset. The empirical findings 
demonstrate that our pattern can effectively improve the 
performance of opinion classification using six different classes 
on Weibo. 
  
   In the work [17] a hybrid pattern of embedding glove 
words, contextual and string similarity measures are applied on 
the large dataset for key sentence retrieval and classification. 
The empirical findings demonstrate that the GloVe extraction 
pattern is better than existing metrics for key sentence and 
string similarity in large datasets. 
 
  In [18], the authors have studied the fastText feature 
extractor and the experimental results show that the FastText 
achieves 0.97 area under the ROC curve, 94.2% F-measure, and 
74.8 ms inference times for CPU. 
 

B. The state-of-the-art feature extractors 
 

The authors of the paper [19] proposed an attention-
bidirectional algorithm based on the both deep neural networks 
CNN and RNN as feature extractor for opinion mining. Their 
approaches extracted past and future features by taking in 
consideration the temporal data stream in both senses.  In 
addition, the attention layer mechanism is implemented on the 
outputs of the bidirectional LSTM layers to emphasize different 
extracted features to a greater or lesser extent. They also applied 
the convolution and pooling layers of the CNN in order to 
reduce the dimensionality of the extracted features. The results 
of the comparison of their approach and six more recently 
suggested DNNs for opinion mining indicate that their 
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performance of the learning model. Generally, the identification 
of relevant features is done by feature extraction and selection 
algorithms. Classifier performance varies from one set of 
features to another. These features require good conception and 
real thinking to define or guess the right features for the 
classification task. 

Therefore, feature extraction addresses the issue of identifying 
the most distinguishing, informational, and minimized set of 
features to enhance the effectiveness of the data treatment. 
Relevant feature vectors are still the most popular and suitable 
way of representing the sample for classification issues. Many 
scientists from various fields, who are focused on data analysis 
and classification, are working together to address feature 
extraction challenges. Today's developments in both sentiment 
analysis and feature extraction algorithms have allowed us to 
design the identification tools that can accomplish tasks that 
were previously impossible to do. Feature extraction is at the 
core of these advancements with applications in sentiment 
analysis, as well as numerous other developing applications. 

For an efficient classification, it is essential to employ an 
accurate feature extraction approach to retrieve a set of 
distinguishing and informational features from the input data. 
In essence, if the retrieved features do not accurately identify 
the employed signals and are not meaningful, a classification 
technique employing such set of features may have issues in 
finding  the feature classes labels. Therefore, the classification 
accuracy may be reduced. Due to the importance of feature 
extractors, in this paper, we will detail the principle of the most 
commonly used extractors. The main points of this paper can 
be summarized as follows: 

 The discussion of the existing feature extractors in the 
opinion mining domain.  

 The description of the advantages and the 
inconveniences of each extractor 

 The used dataset is the Sentiment140 dataset contains 
approximately 1.6 million tweets that were 
automatically retrieved with the Twitter API. 

 Application of multiple feature extractors and 
determination of the most effective extractor in the 
case of Sentiment140. 

 Implementation of the convolutional neural network, 
NB, SVM, ID3 and C4.5 as a classifier. 

 Setting up the Hadoop framework for the parallel 
implementation of our proposal 

 

II. RELATED WORKS 
  Most conventional research papers on sentiment analysis has 
employed supervised machine learning approaches as the 
primary module for classification or clustering [11]. These 
approaches typically exploit the Bag-Of-Words, Word2vec, 
GloVe, FastText, N-Gram and TF-IDF models to extract the 
essential features of the text containing user-generated 
sentiments [12]. 
 

A. Baseline feature extraction methods 
 
  The authors of the paper [13] evaluated the performance of 
the feature extractor N-gram in opinion mining field. They 
proposed to combine the approach based lexicon with the N-
gram method for performing the sentiment classification. And 
their proposed Senti-N-Gram lexicon based approach 
outperforms well-known unigram-lexicon based method 
employing the VADER lexicon and an n-gram opinion mining 
method SO-CAL. 
 
  The paper [14] provides an introduction to BoW, its 
importance, how it operates, its implementations, and the 
challenges of utilizing it.  This review is helpful in terms of 
introducing the BoW methodology to new researchers and 
providing a good context with related work to researchers 
working on this model. 
 
  In [15], the authors have analyzed the effect of TF-IDF 
feature level on the SS-Tweet dataset for opinion extraction. 
They found that by employing the TF-IDF feature extractor, the 
sentiment analysis performance is 3-4% higher than by 
employing the N-gram feature. 
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based pattern for long dataset. The empirical findings 
demonstrate that our pattern can effectively improve the 
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features to enhance the effectiveness of the data treatment. 
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real thinking to define or guess the right features for the 
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Therefore, feature extraction addresses the issue of identifying 
the most distinguishing, informational, and minimized set of 
features to enhance the effectiveness of the data treatment. 
Relevant feature vectors are still the most popular and suitable 
way of representing the sample for classification issues. Many 
scientists from various fields, who are focused on data analysis 
and classification, are working together to address feature 
extraction challenges. Today's developments in both sentiment 
analysis and feature extraction algorithms have allowed us to 
design the identification tools that can accomplish tasks that 
were previously impossible to do. Feature extraction is at the 
core of these advancements with applications in sentiment 
analysis, as well as numerous other developing applications. 

For an efficient classification, it is essential to employ an 
accurate feature extraction approach to retrieve a set of 
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In essence, if the retrieved features do not accurately identify 
the employed signals and are not meaningful, a classification 
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accuracy may be reduced. Due to the importance of feature 
extractors, in this paper, we will detail the principle of the most 
commonly used extractors. The main points of this paper can 
be summarized as follows: 

 The discussion of the existing feature extractors in the 
opinion mining domain.  

 The description of the advantages and the 
inconveniences of each extractor 

 The used dataset is the Sentiment140 dataset contains 
approximately 1.6 million tweets that were 
automatically retrieved with the Twitter API. 

 Application of multiple feature extractors and 
determination of the most effective extractor in the 
case of Sentiment140. 

 Implementation of the convolutional neural network, 
NB, SVM, ID3 and C4.5 as a classifier. 

 Setting up the Hadoop framework for the parallel 
implementation of our proposal 

 

II. RELATED WORKS 
  Most conventional research papers on sentiment analysis has 
employed supervised machine learning approaches as the 
primary module for classification or clustering [11]. These 
approaches typically exploit the Bag-Of-Words, Word2vec, 
GloVe, FastText, N-Gram and TF-IDF models to extract the 
essential features of the text containing user-generated 
sentiments [12]. 
 

A. Baseline feature extraction methods 
 
  The authors of the paper [13] evaluated the performance of 
the feature extractor N-gram in opinion mining field. They 
proposed to combine the approach based lexicon with the N-
gram method for performing the sentiment classification. And 
their proposed Senti-N-Gram lexicon based approach 
outperforms well-known unigram-lexicon based method 
employing the VADER lexicon and an n-gram opinion mining 
method SO-CAL. 
 
  The paper [14] provides an introduction to BoW, its 
importance, how it operates, its implementations, and the 
challenges of utilizing it.  This review is helpful in terms of 
introducing the BoW methodology to new researchers and 
providing a good context with related work to researchers 
working on this model. 
 
  In [15], the authors have analyzed the effect of TF-IDF 
feature level on the SS-Tweet dataset for opinion extraction. 
They found that by employing the TF-IDF feature extractor, the 
sentiment analysis performance is 3-4% higher than by 
employing the N-gram feature. 
 
  The authors of the paper [16], introduce a Word2vec pattern 
that provides additional linguistic features to accommodate 
short Chinese dataset. It is compared with the Internet content-
based pattern for long dataset. The empirical findings 
demonstrate that our pattern can effectively improve the 
performance of opinion classification using six different classes 
on Weibo. 
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consideration the temporal data stream in both senses.  In 
addition, the attention layer mechanism is implemented on the 
outputs of the bidirectional LSTM layers to emphasize different 
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the convolution and pooling layers of the CNN in order to 
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performance of the learning model. Generally, the identification 
of relevant features is done by feature extraction and selection 
algorithms. Classifier performance varies from one set of 
features to another. These features require good conception and 
real thinking to define or guess the right features for the 
classification task. 

Therefore, feature extraction addresses the issue of identifying 
the most distinguishing, informational, and minimized set of 
features to enhance the effectiveness of the data treatment. 
Relevant feature vectors are still the most popular and suitable 
way of representing the sample for classification issues. Many 
scientists from various fields, who are focused on data analysis 
and classification, are working together to address feature 
extraction challenges. Today's developments in both sentiment 
analysis and feature extraction algorithms have allowed us to 
design the identification tools that can accomplish tasks that 
were previously impossible to do. Feature extraction is at the 
core of these advancements with applications in sentiment 
analysis, as well as numerous other developing applications. 

For an efficient classification, it is essential to employ an 
accurate feature extraction approach to retrieve a set of 
distinguishing and informational features from the input data. 
In essence, if the retrieved features do not accurately identify 
the employed signals and are not meaningful, a classification 
technique employing such set of features may have issues in 
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that provides additional linguistic features to accommodate 
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demonstrate that our pattern can effectively improve the 
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   In the work [17] a hybrid pattern of embedding glove 
words, contextual and string similarity measures are applied on 
the large dataset for key sentence retrieval and classification. 
The empirical findings demonstrate that the GloVe extraction 
pattern is better than existing metrics for key sentence and 
string similarity in large datasets. 
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extractor and the experimental results show that the FastText 
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approaches extracted past and future features by taking in 
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addition, the attention layer mechanism is implemented on the 
outputs of the bidirectional LSTM layers to emphasize different 
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approach accomplishes the best performance on both short 
tweet and long review polarities detection.  

 
In the paper [20] a novel efficient method for sentiment 

classification employing machine learning techniques is 
suggested. The process of this novel approach is carried out in 
three phases. In the first phase, the dataset is gathered and 
pretreated, in the second phase the dataset is tuned by extracting 
the relevant characteristics, and in the third phase the trained 
dataset is classified into three classes (negative, neutral, and 
positive) by implementing several machine learning 
techniques. Every machine learning algorithms yield distinct 
results. It is observed that the suggested approach i.e., selective 
algorithm combined with decision tree provides a high accuracy 
of 89.47% in comparison to other machine learning techniques 

 
The authors of the paper [21] evaluate different combinations 

of features in Twitter opinion mining. In addition, they assess 
and study the effect of combining these separate kinds of 
characteristics to detect of which aggregation yield crucial 
insights in the polarity classification task in Twitter opinion 
mining.  

In the paper [22], a comparative study of two extractors (TF-
IDF, and Doc2vec) is carried out.  The authors of this paper 
implement these two extractors on three datasets such as 
Stanford movie review, UCI sentiment, and Cornell movie 
review datasets. Also, they applied several preprocessing tasks 
such as removing stop words, eliminating the special 
characters, stemming and tokenization which increases the 
accuracy of sentiment classification and reduce the execution 
of time of used classifier. The pertinent features extracted after 
the extraction step are tested and trained using various machine 
learning algorithms like support vector machine, Bernoulli 
naïve bayes, k-nearest neighbors, decision tree, and logistic 
regression.  

The authors of the paper [23], carried out an experimental 
analyze of different techniques of feature extraction in Twitter 
sentiments analysis. Their comparative study is performed in 
four steps, the first one is the data gathering task which has been 
carried out from readily available sources. The second phase is 
the application of several preprocessing tasks utilizing the tool 
POS. In the third step, various feature selector and extractor are 
implemented over the collected tweets. Finally, the 
experimental study is performed for detecting the opinion 
polarity with different extractors.  

Zainuddin et al. [24] proposed a hybrid model for classifying 
the tweets aspect-based opinion mining.  They carried out a 
comparative analyze in terms of classification rate of three 
features selectors such as latent semantic analysis, principal 
component analysis, and random projection. In addition the 
hybrid model was evaluated employing Twitter datasets to 
represent various areas, and the evaluation with several 
machine learning algorithms also proved that the novel hybrid 
model achieved goods results. Their experimental results 
showed that the proposed hybrid opinion classification model 
was capable to increase the classification rate from the existing 
conventional opinion mining approaches by 76.55%, 71.62% 

and 74.24 %, respectively.  
Pandian suggested in its paper [25], a comparative study of 

sentiment classification by employing various deep learning 
models. Its proposed paper has incorporated a feature-
extraction with a deep learning model. Furthermore, its research 
work has three major phases: The first phase is the design of 
opinion classifiers based on deep learning models. This step is 
succeeded by the utilization of ensemble techniques and 
merging of information to get the final ensemble of data 
sources. As the third phase, an aggregation of ensembles the 
information is proposed to classify several algorithms along 
with the suggested algorithm. 

III. EXTRACTORS OF FEATURES 
Concerning machine learning approaches, many efforts have 

been performed in the literature on Twitter opinion mining to 
obtain an efficient vectorization of tweets. In this context, 
various kinds of features extractors have been suggested 
already, ranging from simple n-gram based vectorization to 
meta-level features to word embeddings. 
 

A. N-gram extractor 
  The N-gram feature extractor is commonly being employed 
in text based-classification [26]. After applied this extractor, the 
sentence can be broken down into features of character n-grams 
and word n-grams. So, an N-gram is a series of “characters or 
words " picked up, in order, from a body of sentence. N-gram 
may be unigram (n-gram = 1), bigram (n-gram = 2), trigram (n-
gram = 3), and so on. 

   Usually we pick every word in a sentence to compute the 
sentiment of the sentence, but there can be a case in which the 
word is formerly employed in a positive sense, but now it is 
employed in a negative sense; for example, “what an awesome 
product, totally waste of money,” if we take only the word 
“awesome” the sentence will be positive but if we take in 
consideration the whole sentence, it is indicating the negative. 
It is because of these types of problems that the N-gram is being 
developed. 

B. TF_IDF extractor 
  TF_IDF means term frequency - inverse document 
frequency, which is widely recognized and it is utilized as a 
weighting procedure and its performance is also still very 
comparable with new approaches [27]. It is a statistical value 
that is meant to reflect how much weight a given word has to a 
certain document in a corpus or a collection. The TF-IDF rate 
boosts proportionally to the number of occurrences of each term 
in the document, but is compensated by the occurrence of the 
term in the corpus, which aids to adapt for the fact that a certain 
terms occur more frequently in overall. The standardization TF-
IDF rates for any document in the corpus via the Euclidean 
measure are used. The calculations of TF-IDF are presented in 
the following equation: 

             (TF_IDF) 𝑖𝑖𝑖𝑖 =  (TF)𝑖𝑖𝑖𝑖 ∗  log (IDF)𝑖𝑖                    (1)  

Where   TF =  𝑘𝑘𝑖𝑖𝑖𝑖
𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜 𝑡𝑡ℎ𝑁𝑁 𝑤𝑤𝑜𝑜𝑁𝑁𝑤𝑤𝑤𝑤 𝑖𝑖𝑖𝑖 𝑡𝑡ℎ𝑁𝑁 𝑤𝑤𝑁𝑁𝑖𝑖𝑡𝑡𝑁𝑁𝑖𝑖𝑠𝑠𝑁𝑁   with k is the 

number of times the word i appears in the sentence j. 
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performance of the learning model. Generally, the identification 
of relevant features is done by feature extraction and selection 
algorithms. Classifier performance varies from one set of 
features to another. These features require good conception and 
real thinking to define or guess the right features for the 
classification task. 

Therefore, feature extraction addresses the issue of identifying 
the most distinguishing, informational, and minimized set of 
features to enhance the effectiveness of the data treatment. 
Relevant feature vectors are still the most popular and suitable 
way of representing the sample for classification issues. Many 
scientists from various fields, who are focused on data analysis 
and classification, are working together to address feature 
extraction challenges. Today's developments in both sentiment 
analysis and feature extraction algorithms have allowed us to 
design the identification tools that can accomplish tasks that 
were previously impossible to do. Feature extraction is at the 
core of these advancements with applications in sentiment 
analysis, as well as numerous other developing applications. 
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accurate feature extraction approach to retrieve a set of 
distinguishing and informational features from the input data. 
In essence, if the retrieved features do not accurately identify 
the employed signals and are not meaningful, a classification 
technique employing such set of features may have issues in 
finding  the feature classes labels. Therefore, the classification 
accuracy may be reduced. Due to the importance of feature 
extractors, in this paper, we will detail the principle of the most 
commonly used extractors. The main points of this paper can 
be summarized as follows: 

 The discussion of the existing feature extractors in the 
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 The description of the advantages and the 
inconveniences of each extractor 
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approximately 1.6 million tweets that were 
automatically retrieved with the Twitter API. 
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gram method for performing the sentiment classification. And 
their proposed Senti-N-Gram lexicon based approach 
outperforms well-known unigram-lexicon based method 
employing the VADER lexicon and an n-gram opinion mining 
method SO-CAL. 
 
  The paper [14] provides an introduction to BoW, its 
importance, how it operates, its implementations, and the 
challenges of utilizing it.  This review is helpful in terms of 
introducing the BoW methodology to new researchers and 
providing a good context with related work to researchers 
working on this model. 
 
  In [15], the authors have analyzed the effect of TF-IDF 
feature level on the SS-Tweet dataset for opinion extraction. 
They found that by employing the TF-IDF feature extractor, the 
sentiment analysis performance is 3-4% higher than by 
employing the N-gram feature. 
 
  The authors of the paper [16], introduce a Word2vec pattern 
that provides additional linguistic features to accommodate 
short Chinese dataset. It is compared with the Internet content-
based pattern for long dataset. The empirical findings 
demonstrate that our pattern can effectively improve the 
performance of opinion classification using six different classes 
on Weibo. 
  
   In the work [17] a hybrid pattern of embedding glove 
words, contextual and string similarity measures are applied on 
the large dataset for key sentence retrieval and classification. 
The empirical findings demonstrate that the GloVe extraction 
pattern is better than existing metrics for key sentence and 
string similarity in large datasets. 
 
  In [18], the authors have studied the fastText feature 
extractor and the experimental results show that the FastText 
achieves 0.97 area under the ROC curve, 94.2% F-measure, and 
74.8 ms inference times for CPU. 
 

B. The state-of-the-art feature extractors 
 

The authors of the paper [19] proposed an attention-
bidirectional algorithm based on the both deep neural networks 
CNN and RNN as feature extractor for opinion mining. Their 
approaches extracted past and future features by taking in 
consideration the temporal data stream in both senses.  In 
addition, the attention layer mechanism is implemented on the 
outputs of the bidirectional LSTM layers to emphasize different 
extracted features to a greater or lesser extent. They also applied 
the convolution and pooling layers of the CNN in order to 
reduce the dimensionality of the extracted features. The results 
of the comparison of their approach and six more recently 
suggested DNNs for opinion mining indicate that their 
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approach accomplishes the best performance on both short 
tweet and long review polarities detection.  

 
In the paper [20] a novel efficient method for sentiment 

classification employing machine learning techniques is 
suggested. The process of this novel approach is carried out in 
three phases. In the first phase, the dataset is gathered and 
pretreated, in the second phase the dataset is tuned by extracting 
the relevant characteristics, and in the third phase the trained 
dataset is classified into three classes (negative, neutral, and 
positive) by implementing several machine learning 
techniques. Every machine learning algorithms yield distinct 
results. It is observed that the suggested approach i.e., selective 
algorithm combined with decision tree provides a high accuracy 
of 89.47% in comparison to other machine learning techniques 

 
The authors of the paper [21] evaluate different combinations 

of features in Twitter opinion mining. In addition, they assess 
and study the effect of combining these separate kinds of 
characteristics to detect of which aggregation yield crucial 
insights in the polarity classification task in Twitter opinion 
mining.  

In the paper [22], a comparative study of two extractors (TF-
IDF, and Doc2vec) is carried out.  The authors of this paper 
implement these two extractors on three datasets such as 
Stanford movie review, UCI sentiment, and Cornell movie 
review datasets. Also, they applied several preprocessing tasks 
such as removing stop words, eliminating the special 
characters, stemming and tokenization which increases the 
accuracy of sentiment classification and reduce the execution 
of time of used classifier. The pertinent features extracted after 
the extraction step are tested and trained using various machine 
learning algorithms like support vector machine, Bernoulli 
naïve bayes, k-nearest neighbors, decision tree, and logistic 
regression.  

The authors of the paper [23], carried out an experimental 
analyze of different techniques of feature extraction in Twitter 
sentiments analysis. Their comparative study is performed in 
four steps, the first one is the data gathering task which has been 
carried out from readily available sources. The second phase is 
the application of several preprocessing tasks utilizing the tool 
POS. In the third step, various feature selector and extractor are 
implemented over the collected tweets. Finally, the 
experimental study is performed for detecting the opinion 
polarity with different extractors.  

Zainuddin et al. [24] proposed a hybrid model for classifying 
the tweets aspect-based opinion mining.  They carried out a 
comparative analyze in terms of classification rate of three 
features selectors such as latent semantic analysis, principal 
component analysis, and random projection. In addition the 
hybrid model was evaluated employing Twitter datasets to 
represent various areas, and the evaluation with several 
machine learning algorithms also proved that the novel hybrid 
model achieved goods results. Their experimental results 
showed that the proposed hybrid opinion classification model 
was capable to increase the classification rate from the existing 
conventional opinion mining approaches by 76.55%, 71.62% 

and 74.24 %, respectively.  
Pandian suggested in its paper [25], a comparative study of 

sentiment classification by employing various deep learning 
models. Its proposed paper has incorporated a feature-
extraction with a deep learning model. Furthermore, its research 
work has three major phases: The first phase is the design of 
opinion classifiers based on deep learning models. This step is 
succeeded by the utilization of ensemble techniques and 
merging of information to get the final ensemble of data 
sources. As the third phase, an aggregation of ensembles the 
information is proposed to classify several algorithms along 
with the suggested algorithm. 

III. EXTRACTORS OF FEATURES 
Concerning machine learning approaches, many efforts have 

been performed in the literature on Twitter opinion mining to 
obtain an efficient vectorization of tweets. In this context, 
various kinds of features extractors have been suggested 
already, ranging from simple n-gram based vectorization to 
meta-level features to word embeddings. 
 

A. N-gram extractor 
  The N-gram feature extractor is commonly being employed 
in text based-classification [26]. After applied this extractor, the 
sentence can be broken down into features of character n-grams 
and word n-grams. So, an N-gram is a series of “characters or 
words " picked up, in order, from a body of sentence. N-gram 
may be unigram (n-gram = 1), bigram (n-gram = 2), trigram (n-
gram = 3), and so on. 

   Usually we pick every word in a sentence to compute the 
sentiment of the sentence, but there can be a case in which the 
word is formerly employed in a positive sense, but now it is 
employed in a negative sense; for example, “what an awesome 
product, totally waste of money,” if we take only the word 
“awesome” the sentence will be positive but if we take in 
consideration the whole sentence, it is indicating the negative. 
It is because of these types of problems that the N-gram is being 
developed. 

B. TF_IDF extractor 
  TF_IDF means term frequency - inverse document 
frequency, which is widely recognized and it is utilized as a 
weighting procedure and its performance is also still very 
comparable with new approaches [27]. It is a statistical value 
that is meant to reflect how much weight a given word has to a 
certain document in a corpus or a collection. The TF-IDF rate 
boosts proportionally to the number of occurrences of each term 
in the document, but is compensated by the occurrence of the 
term in the corpus, which aids to adapt for the fact that a certain 
terms occur more frequently in overall. The standardization TF-
IDF rates for any document in the corpus via the Euclidean 
measure are used. The calculations of TF-IDF are presented in 
the following equation: 

             (TF_IDF) 𝑖𝑖𝑖𝑖 =  (TF)𝑖𝑖𝑖𝑖 ∗  log (IDF)𝑖𝑖                    (1)  

Where   TF =  𝑘𝑘𝑖𝑖𝑖𝑖
𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜 𝑡𝑡ℎ𝑁𝑁 𝑤𝑤𝑜𝑜𝑁𝑁𝑤𝑤𝑤𝑤 𝑖𝑖𝑖𝑖 𝑡𝑡ℎ𝑁𝑁 𝑤𝑤𝑁𝑁𝑖𝑖𝑡𝑡𝑁𝑁𝑖𝑖𝑠𝑠𝑁𝑁   with k is the 

number of times the word i appears in the sentence j. 
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performance of the learning model. Generally, the identification 
of relevant features is done by feature extraction and selection 
algorithms. Classifier performance varies from one set of 
features to another. These features require good conception and 
real thinking to define or guess the right features for the 
classification task. 

Therefore, feature extraction addresses the issue of identifying 
the most distinguishing, informational, and minimized set of 
features to enhance the effectiveness of the data treatment. 
Relevant feature vectors are still the most popular and suitable 
way of representing the sample for classification issues. Many 
scientists from various fields, who are focused on data analysis 
and classification, are working together to address feature 
extraction challenges. Today's developments in both sentiment 
analysis and feature extraction algorithms have allowed us to 
design the identification tools that can accomplish tasks that 
were previously impossible to do. Feature extraction is at the 
core of these advancements with applications in sentiment 
analysis, as well as numerous other developing applications. 

For an efficient classification, it is essential to employ an 
accurate feature extraction approach to retrieve a set of 
distinguishing and informational features from the input data. 
In essence, if the retrieved features do not accurately identify 
the employed signals and are not meaningful, a classification 
technique employing such set of features may have issues in 
finding  the feature classes labels. Therefore, the classification 
accuracy may be reduced. Due to the importance of feature 
extractors, in this paper, we will detail the principle of the most 
commonly used extractors. The main points of this paper can 
be summarized as follows: 

 The discussion of the existing feature extractors in the 
opinion mining domain.  

 The description of the advantages and the 
inconveniences of each extractor 

 The used dataset is the Sentiment140 dataset contains 
approximately 1.6 million tweets that were 
automatically retrieved with the Twitter API. 

 Application of multiple feature extractors and 
determination of the most effective extractor in the 
case of Sentiment140. 

 Implementation of the convolutional neural network, 
NB, SVM, ID3 and C4.5 as a classifier. 

 Setting up the Hadoop framework for the parallel 
implementation of our proposal 

 

II. RELATED WORKS 
  Most conventional research papers on sentiment analysis has 
employed supervised machine learning approaches as the 
primary module for classification or clustering [11]. These 
approaches typically exploit the Bag-Of-Words, Word2vec, 
GloVe, FastText, N-Gram and TF-IDF models to extract the 
essential features of the text containing user-generated 
sentiments [12]. 
 

A. Baseline feature extraction methods 
 
  The authors of the paper [13] evaluated the performance of 
the feature extractor N-gram in opinion mining field. They 
proposed to combine the approach based lexicon with the N-
gram method for performing the sentiment classification. And 
their proposed Senti-N-Gram lexicon based approach 
outperforms well-known unigram-lexicon based method 
employing the VADER lexicon and an n-gram opinion mining 
method SO-CAL. 
 
  The paper [14] provides an introduction to BoW, its 
importance, how it operates, its implementations, and the 
challenges of utilizing it.  This review is helpful in terms of 
introducing the BoW methodology to new researchers and 
providing a good context with related work to researchers 
working on this model. 
 
  In [15], the authors have analyzed the effect of TF-IDF 
feature level on the SS-Tweet dataset for opinion extraction. 
They found that by employing the TF-IDF feature extractor, the 
sentiment analysis performance is 3-4% higher than by 
employing the N-gram feature. 
 
  The authors of the paper [16], introduce a Word2vec pattern 
that provides additional linguistic features to accommodate 
short Chinese dataset. It is compared with the Internet content-
based pattern for long dataset. The empirical findings 
demonstrate that our pattern can effectively improve the 
performance of opinion classification using six different classes 
on Weibo. 
  
   In the work [17] a hybrid pattern of embedding glove 
words, contextual and string similarity measures are applied on 
the large dataset for key sentence retrieval and classification. 
The empirical findings demonstrate that the GloVe extraction 
pattern is better than existing metrics for key sentence and 
string similarity in large datasets. 
 
  In [18], the authors have studied the fastText feature 
extractor and the experimental results show that the FastText 
achieves 0.97 area under the ROC curve, 94.2% F-measure, and 
74.8 ms inference times for CPU. 
 

B. The state-of-the-art feature extractors 
 

The authors of the paper [19] proposed an attention-
bidirectional algorithm based on the both deep neural networks 
CNN and RNN as feature extractor for opinion mining. Their 
approaches extracted past and future features by taking in 
consideration the temporal data stream in both senses.  In 
addition, the attention layer mechanism is implemented on the 
outputs of the bidirectional LSTM layers to emphasize different 
extracted features to a greater or lesser extent. They also applied 
the convolution and pooling layers of the CNN in order to 
reduce the dimensionality of the extracted features. The results 
of the comparison of their approach and six more recently 
suggested DNNs for opinion mining indicate that their 
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performance of the learning model. Generally, the identification 
of relevant features is done by feature extraction and selection 
algorithms. Classifier performance varies from one set of 
features to another. These features require good conception and 
real thinking to define or guess the right features for the 
classification task. 

Therefore, feature extraction addresses the issue of identifying 
the most distinguishing, informational, and minimized set of 
features to enhance the effectiveness of the data treatment. 
Relevant feature vectors are still the most popular and suitable 
way of representing the sample for classification issues. Many 
scientists from various fields, who are focused on data analysis 
and classification, are working together to address feature 
extraction challenges. Today's developments in both sentiment 
analysis and feature extraction algorithms have allowed us to 
design the identification tools that can accomplish tasks that 
were previously impossible to do. Feature extraction is at the 
core of these advancements with applications in sentiment 
analysis, as well as numerous other developing applications. 

For an efficient classification, it is essential to employ an 
accurate feature extraction approach to retrieve a set of 
distinguishing and informational features from the input data. 
In essence, if the retrieved features do not accurately identify 
the employed signals and are not meaningful, a classification 
technique employing such set of features may have issues in 
finding  the feature classes labels. Therefore, the classification 
accuracy may be reduced. Due to the importance of feature 
extractors, in this paper, we will detail the principle of the most 
commonly used extractors. The main points of this paper can 
be summarized as follows: 

 The discussion of the existing feature extractors in the 
opinion mining domain.  

 The description of the advantages and the 
inconveniences of each extractor 

 The used dataset is the Sentiment140 dataset contains 
approximately 1.6 million tweets that were 
automatically retrieved with the Twitter API. 

 Application of multiple feature extractors and 
determination of the most effective extractor in the 
case of Sentiment140. 

 Implementation of the convolutional neural network, 
NB, SVM, ID3 and C4.5 as a classifier. 

 Setting up the Hadoop framework for the parallel 
implementation of our proposal 

 

II. RELATED WORKS 
  Most conventional research papers on sentiment analysis has 
employed supervised machine learning approaches as the 
primary module for classification or clustering [11]. These 
approaches typically exploit the Bag-Of-Words, Word2vec, 
GloVe, FastText, N-Gram and TF-IDF models to extract the 
essential features of the text containing user-generated 
sentiments [12]. 
 

A. Baseline feature extraction methods 
 
  The authors of the paper [13] evaluated the performance of 
the feature extractor N-gram in opinion mining field. They 
proposed to combine the approach based lexicon with the N-
gram method for performing the sentiment classification. And 
their proposed Senti-N-Gram lexicon based approach 
outperforms well-known unigram-lexicon based method 
employing the VADER lexicon and an n-gram opinion mining 
method SO-CAL. 
 
  The paper [14] provides an introduction to BoW, its 
importance, how it operates, its implementations, and the 
challenges of utilizing it.  This review is helpful in terms of 
introducing the BoW methodology to new researchers and 
providing a good context with related work to researchers 
working on this model. 
 
  In [15], the authors have analyzed the effect of TF-IDF 
feature level on the SS-Tweet dataset for opinion extraction. 
They found that by employing the TF-IDF feature extractor, the 
sentiment analysis performance is 3-4% higher than by 
employing the N-gram feature. 
 
  The authors of the paper [16], introduce a Word2vec pattern 
that provides additional linguistic features to accommodate 
short Chinese dataset. It is compared with the Internet content-
based pattern for long dataset. The empirical findings 
demonstrate that our pattern can effectively improve the 
performance of opinion classification using six different classes 
on Weibo. 
  
   In the work [17] a hybrid pattern of embedding glove 
words, contextual and string similarity measures are applied on 
the large dataset for key sentence retrieval and classification. 
The empirical findings demonstrate that the GloVe extraction 
pattern is better than existing metrics for key sentence and 
string similarity in large datasets. 
 
  In [18], the authors have studied the fastText feature 
extractor and the experimental results show that the FastText 
achieves 0.97 area under the ROC curve, 94.2% F-measure, and 
74.8 ms inference times for CPU. 
 

B. The state-of-the-art feature extractors 
 

The authors of the paper [19] proposed an attention-
bidirectional algorithm based on the both deep neural networks 
CNN and RNN as feature extractor for opinion mining. Their 
approaches extracted past and future features by taking in 
consideration the temporal data stream in both senses.  In 
addition, the attention layer mechanism is implemented on the 
outputs of the bidirectional LSTM layers to emphasize different 
extracted features to a greater or lesser extent. They also applied 
the convolution and pooling layers of the CNN in order to 
reduce the dimensionality of the extracted features. The results 
of the comparison of their approach and six more recently 
suggested DNNs for opinion mining indicate that their 

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 

3 

approach accomplishes the best performance on both short 
tweet and long review polarities detection.  

 
In the paper [20] a novel efficient method for sentiment 

classification employing machine learning techniques is 
suggested. The process of this novel approach is carried out in 
three phases. In the first phase, the dataset is gathered and 
pretreated, in the second phase the dataset is tuned by extracting 
the relevant characteristics, and in the third phase the trained 
dataset is classified into three classes (negative, neutral, and 
positive) by implementing several machine learning 
techniques. Every machine learning algorithms yield distinct 
results. It is observed that the suggested approach i.e., selective 
algorithm combined with decision tree provides a high accuracy 
of 89.47% in comparison to other machine learning techniques 

 
The authors of the paper [21] evaluate different combinations 

of features in Twitter opinion mining. In addition, they assess 
and study the effect of combining these separate kinds of 
characteristics to detect of which aggregation yield crucial 
insights in the polarity classification task in Twitter opinion 
mining.  

In the paper [22], a comparative study of two extractors (TF-
IDF, and Doc2vec) is carried out.  The authors of this paper 
implement these two extractors on three datasets such as 
Stanford movie review, UCI sentiment, and Cornell movie 
review datasets. Also, they applied several preprocessing tasks 
such as removing stop words, eliminating the special 
characters, stemming and tokenization which increases the 
accuracy of sentiment classification and reduce the execution 
of time of used classifier. The pertinent features extracted after 
the extraction step are tested and trained using various machine 
learning algorithms like support vector machine, Bernoulli 
naïve bayes, k-nearest neighbors, decision tree, and logistic 
regression.  

The authors of the paper [23], carried out an experimental 
analyze of different techniques of feature extraction in Twitter 
sentiments analysis. Their comparative study is performed in 
four steps, the first one is the data gathering task which has been 
carried out from readily available sources. The second phase is 
the application of several preprocessing tasks utilizing the tool 
POS. In the third step, various feature selector and extractor are 
implemented over the collected tweets. Finally, the 
experimental study is performed for detecting the opinion 
polarity with different extractors.  

Zainuddin et al. [24] proposed a hybrid model for classifying 
the tweets aspect-based opinion mining.  They carried out a 
comparative analyze in terms of classification rate of three 
features selectors such as latent semantic analysis, principal 
component analysis, and random projection. In addition the 
hybrid model was evaluated employing Twitter datasets to 
represent various areas, and the evaluation with several 
machine learning algorithms also proved that the novel hybrid 
model achieved goods results. Their experimental results 
showed that the proposed hybrid opinion classification model 
was capable to increase the classification rate from the existing 
conventional opinion mining approaches by 76.55%, 71.62% 

and 74.24 %, respectively.  
Pandian suggested in its paper [25], a comparative study of 

sentiment classification by employing various deep learning 
models. Its proposed paper has incorporated a feature-
extraction with a deep learning model. Furthermore, its research 
work has three major phases: The first phase is the design of 
opinion classifiers based on deep learning models. This step is 
succeeded by the utilization of ensemble techniques and 
merging of information to get the final ensemble of data 
sources. As the third phase, an aggregation of ensembles the 
information is proposed to classify several algorithms along 
with the suggested algorithm. 

III. EXTRACTORS OF FEATURES 
Concerning machine learning approaches, many efforts have 

been performed in the literature on Twitter opinion mining to 
obtain an efficient vectorization of tweets. In this context, 
various kinds of features extractors have been suggested 
already, ranging from simple n-gram based vectorization to 
meta-level features to word embeddings. 
 

A. N-gram extractor 
  The N-gram feature extractor is commonly being employed 
in text based-classification [26]. After applied this extractor, the 
sentence can be broken down into features of character n-grams 
and word n-grams. So, an N-gram is a series of “characters or 
words " picked up, in order, from a body of sentence. N-gram 
may be unigram (n-gram = 1), bigram (n-gram = 2), trigram (n-
gram = 3), and so on. 

   Usually we pick every word in a sentence to compute the 
sentiment of the sentence, but there can be a case in which the 
word is formerly employed in a positive sense, but now it is 
employed in a negative sense; for example, “what an awesome 
product, totally waste of money,” if we take only the word 
“awesome” the sentence will be positive but if we take in 
consideration the whole sentence, it is indicating the negative. 
It is because of these types of problems that the N-gram is being 
developed. 

B. TF_IDF extractor 
  TF_IDF means term frequency - inverse document 
frequency, which is widely recognized and it is utilized as a 
weighting procedure and its performance is also still very 
comparable with new approaches [27]. It is a statistical value 
that is meant to reflect how much weight a given word has to a 
certain document in a corpus or a collection. The TF-IDF rate 
boosts proportionally to the number of occurrences of each term 
in the document, but is compensated by the occurrence of the 
term in the corpus, which aids to adapt for the fact that a certain 
terms occur more frequently in overall. The standardization TF-
IDF rates for any document in the corpus via the Euclidean 
measure are used. The calculations of TF-IDF are presented in 
the following equation: 

             (TF_IDF) 𝑖𝑖𝑖𝑖 =  (TF)𝑖𝑖𝑖𝑖 ∗  log (IDF)𝑖𝑖                    (1)  

Where   TF =  𝑘𝑘𝑖𝑖𝑖𝑖
𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜 𝑡𝑡ℎ𝑁𝑁 𝑤𝑤𝑜𝑜𝑁𝑁𝑤𝑤𝑤𝑤 𝑖𝑖𝑖𝑖 𝑡𝑡ℎ𝑁𝑁 𝑤𝑤𝑁𝑁𝑖𝑖𝑡𝑡𝑁𝑁𝑖𝑖𝑠𝑠𝑁𝑁   with k is the 

number of times the word i appears in the sentence j. 
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approach accomplishes the best performance on both short 
tweet and long review polarities detection.  

 
In the paper [20] a novel efficient method for sentiment 

classification employing machine learning techniques is 
suggested. The process of this novel approach is carried out in 
three phases. In the first phase, the dataset is gathered and 
pretreated, in the second phase the dataset is tuned by extracting 
the relevant characteristics, and in the third phase the trained 
dataset is classified into three classes (negative, neutral, and 
positive) by implementing several machine learning 
techniques. Every machine learning algorithms yield distinct 
results. It is observed that the suggested approach i.e., selective 
algorithm combined with decision tree provides a high accuracy 
of 89.47% in comparison to other machine learning techniques 
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of features in Twitter opinion mining. In addition, they assess 
and study the effect of combining these separate kinds of 
characteristics to detect of which aggregation yield crucial 
insights in the polarity classification task in Twitter opinion 
mining.  

In the paper [22], a comparative study of two extractors (TF-
IDF, and Doc2vec) is carried out.  The authors of this paper 
implement these two extractors on three datasets such as 
Stanford movie review, UCI sentiment, and Cornell movie 
review datasets. Also, they applied several preprocessing tasks 
such as removing stop words, eliminating the special 
characters, stemming and tokenization which increases the 
accuracy of sentiment classification and reduce the execution 
of time of used classifier. The pertinent features extracted after 
the extraction step are tested and trained using various machine 
learning algorithms like support vector machine, Bernoulli 
naïve bayes, k-nearest neighbors, decision tree, and logistic 
regression.  

The authors of the paper [23], carried out an experimental 
analyze of different techniques of feature extraction in Twitter 
sentiments analysis. Their comparative study is performed in 
four steps, the first one is the data gathering task which has been 
carried out from readily available sources. The second phase is 
the application of several preprocessing tasks utilizing the tool 
POS. In the third step, various feature selector and extractor are 
implemented over the collected tweets. Finally, the 
experimental study is performed for detecting the opinion 
polarity with different extractors.  

Zainuddin et al. [24] proposed a hybrid model for classifying 
the tweets aspect-based opinion mining.  They carried out a 
comparative analyze in terms of classification rate of three 
features selectors such as latent semantic analysis, principal 
component analysis, and random projection. In addition the 
hybrid model was evaluated employing Twitter datasets to 
represent various areas, and the evaluation with several 
machine learning algorithms also proved that the novel hybrid 
model achieved goods results. Their experimental results 
showed that the proposed hybrid opinion classification model 
was capable to increase the classification rate from the existing 
conventional opinion mining approaches by 76.55%, 71.62% 

and 74.24 %, respectively.  
Pandian suggested in its paper [25], a comparative study of 

sentiment classification by employing various deep learning 
models. Its proposed paper has incorporated a feature-
extraction with a deep learning model. Furthermore, its research 
work has three major phases: The first phase is the design of 
opinion classifiers based on deep learning models. This step is 
succeeded by the utilization of ensemble techniques and 
merging of information to get the final ensemble of data 
sources. As the third phase, an aggregation of ensembles the 
information is proposed to classify several algorithms along 
with the suggested algorithm. 

III. EXTRACTORS OF FEATURES 
Concerning machine learning approaches, many efforts have 

been performed in the literature on Twitter opinion mining to 
obtain an efficient vectorization of tweets. In this context, 
various kinds of features extractors have been suggested 
already, ranging from simple n-gram based vectorization to 
meta-level features to word embeddings. 
 

A. N-gram extractor 
  The N-gram feature extractor is commonly being employed 
in text based-classification [26]. After applied this extractor, the 
sentence can be broken down into features of character n-grams 
and word n-grams. So, an N-gram is a series of “characters or 
words " picked up, in order, from a body of sentence. N-gram 
may be unigram (n-gram = 1), bigram (n-gram = 2), trigram (n-
gram = 3), and so on. 

   Usually we pick every word in a sentence to compute the 
sentiment of the sentence, but there can be a case in which the 
word is formerly employed in a positive sense, but now it is 
employed in a negative sense; for example, “what an awesome 
product, totally waste of money,” if we take only the word 
“awesome” the sentence will be positive but if we take in 
consideration the whole sentence, it is indicating the negative. 
It is because of these types of problems that the N-gram is being 
developed. 

B. TF_IDF extractor 
  TF_IDF means term frequency - inverse document 
frequency, which is widely recognized and it is utilized as a 
weighting procedure and its performance is also still very 
comparable with new approaches [27]. It is a statistical value 
that is meant to reflect how much weight a given word has to a 
certain document in a corpus or a collection. The TF-IDF rate 
boosts proportionally to the number of occurrences of each term 
in the document, but is compensated by the occurrence of the 
term in the corpus, which aids to adapt for the fact that a certain 
terms occur more frequently in overall. The standardization TF-
IDF rates for any document in the corpus via the Euclidean 
measure are used. The calculations of TF-IDF are presented in 
the following equation: 

             (TF_IDF) 𝑖𝑖𝑖𝑖 =  (TF)𝑖𝑖𝑖𝑖 ∗  log (IDF)𝑖𝑖                    (1)  

Where   TF =  𝑘𝑘𝑖𝑖𝑖𝑖
𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜 𝑡𝑡ℎ𝑁𝑁 𝑤𝑤𝑜𝑜𝑁𝑁𝑤𝑤𝑤𝑤 𝑖𝑖𝑖𝑖 𝑡𝑡ℎ𝑁𝑁 𝑤𝑤𝑁𝑁𝑖𝑖𝑡𝑡𝑁𝑁𝑖𝑖𝑠𝑠𝑁𝑁   with k is the 

number of times the word i appears in the sentence j. 
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And      IDF =  𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜 𝑠𝑠𝑁𝑁𝑛𝑛𝑡𝑡𝑁𝑁𝑛𝑛𝑡𝑡𝑁𝑁𝑠𝑠 
𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜 𝑠𝑠𝑁𝑁𝑛𝑛𝑡𝑡𝑁𝑁𝑛𝑛𝑡𝑡𝑁𝑁𝑠𝑠 𝑤𝑤𝑤𝑤𝑡𝑡ℎ 𝑡𝑡ℎ𝑁𝑁 𝑤𝑤𝑜𝑜𝑁𝑁𝑤𝑤 𝑤𝑤 

 

However, the equation 1 is only applied in cases where (TF)  
1. If it does not, TF_IDF = 0, the equation (2) is used. 

(TF_IDF)𝑤𝑤𝑖𝑖  {
(TF)𝑤𝑤𝑖𝑖 ∗  log (IDF)𝑤𝑤  if (TF)𝑤𝑤𝑖𝑖  1                        
Otherwise    (TF_IDF)𝑤𝑤𝑖𝑖  =  0                 (2)     

Where TF denotes the weight standard. It is the weight, which 
indicates the frequency or relative frequency of the word i, in a 
given sentence j. And IDF denotes the weight global. It 
indicates the support of the word i in respect to jth belonging to 
the corpus. In summary:  

     (TF)𝑤𝑤𝑖𝑖 ∶ Number of occurrences of word i in sentence j. 

     (IDF)𝑤𝑤 ∶ Number of sentences containing the word i. 

C. Bag-of-words extractor 
   The bag-of-words is an approach that has been suggested 
for the first time in the text retrieval area issue for analysis of 
documents based-text, and it was later induced for computer 
vision implementations [28]. In general, this approach 
associates a text with a vector indicating the number of 
occurrences of each chosen word in the training corpus, For 
example, we have the three book reviews as presented below: 

 Review A: This book is very long and boring 
 Review B: This book is not boring and is shortened 
 Review C: This book is good and enjoyable 

 
The vocabulary of this three movie reviews consists of eleven 
words which are: ‘This’, ‘book’, ‘is’, ‘very’, ‘boring’, ‘and’, 
‘long’, ‘not’, ‘shortened’, ‘good’, ‘enjoyable’. Therefore the 
numerical vector of each review is created by the bag-of-word 
method as follows: 

 Vector of Review A: [This:1, book:1, is:1, very:1, 
boring:1, and:1, long:1, not:0, shortened:0, good:0, 
enjoyable:0] 

 Vector of Review B: [This:1, book:1, is:1, very:0, 
boring:1, and:1, long:0, not:1, shortened:1, good:0, 
enjoyable:0] 

 Vector of Review C: [This:1, book:1, is:1, very:0, 
boring:0, and:1, long:0, not:0, shortened:0, good:1, 
enjoyable:1] 

D. Word2Vec extractor 
Word integration with word2vec [29] identifies the syntactic 

characteristics of terms and attributes a sentiment score to every 
term in the vector space. Terms that appear in the identical 
context are deemed more similar than the terms that appear in 
the dissimilar contexts. For example, we have a corpus C which 
is composed of a set of tweets, 𝑪𝑪 =  {𝒕𝒕𝟏𝟏,  𝒕𝒕𝟐𝟐, 𝒕𝒕𝟑𝟑, . . . ,  𝒕𝒕𝒏𝒏} and a 
vocabulary 𝑽𝑽 =  {𝒘𝒘𝟏𝟏,  𝒘𝒘𝟐𝟐, 𝒘𝒘𝟑𝟑, … ,  𝒘𝒘𝒎𝒎} is composed of a set of 
unique words retrieved from C. Therefore, the vectorization of 
the words wi are identified by applying one of the both models 
Skip-gram or Continuous bag-of-words of Word2Vec in order 
to compute the probability distribution of the rest words of the 
set 𝑽𝑽\{𝒘𝒘𝒊𝒊} in the context provided by the words wi. In addition, 

𝒘𝒘𝒊𝒊 is expressed as a vector space 𝒔𝒔𝒊𝒊 which includes the 
probabilistic rates of all the other words in the lexicon. The 
Word2Vec approach extract semantic linked among words in 
the vocabulary. Furthermore, the obtained set of vectors spaces 
for all words in the lexicon is high-dimensional and is efficacy 
for sentiment classification. 

E. GloVe extractor 
       The GloVe pattern [30] attempts to create a vector 

space representation of a term by employing the similarities 
between the terms as an invariant. The GloVe combines 
techniques provided by two different patterns, which are the 
Continuous Bag of Words and Skip-gram pattern. Problem with 
the former pattern is the low classification rate but its 
computational time is very efficient, while latter had 
computational time is inefficient but its classification rate is 
very high. What the GloVe attempts to do is to integrate the 
techniques introduced by two patterns and it has demonstrated 
to be more efficient and accurate than those two patterns.  

F. FastText extractor 
        In recent years, Facebook researchers have launched a new 
word embedding system called FastText [31], which is a quick 
and effective way to represent each term with vector space and 
to classify text-based sentiments. The primary goal of fastText 
term embeddings is to consider the inner structure of terms 
rather than to learn term representations. FastText operates by 
Dragging a window over the entry text and either learning the 
central term from the remainder of the context (by employing 
the BOW approach), or all the terms in the remainder of the 
context from the central term by using the Skip-gram approach. 
The FastText approach is very identical to Word2Vec approach, 
the only difference is that the FastText learn the vector 
representation of sub-parts of a term so-called character n-
grams.  

IV. ADVANTAGES AND DISADVANTAGES OF EACH EXTRACTOR 
   In order to implement machine learning approaches to 
natural language issues, it is necessary to convert the text-based 
data into digital data. The methods used to carry out this 
conversion are the extractors described above. Each extractor 
has the advantages and disadvantages as presented in the tables 
below: 
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approach accomplishes the best performance on both short 
tweet and long review polarities detection.  

 
In the paper [20] a novel efficient method for sentiment 

classification employing machine learning techniques is 
suggested. The process of this novel approach is carried out in 
three phases. In the first phase, the dataset is gathered and 
pretreated, in the second phase the dataset is tuned by extracting 
the relevant characteristics, and in the third phase the trained 
dataset is classified into three classes (negative, neutral, and 
positive) by implementing several machine learning 
techniques. Every machine learning algorithms yield distinct 
results. It is observed that the suggested approach i.e., selective 
algorithm combined with decision tree provides a high accuracy 
of 89.47% in comparison to other machine learning techniques 

 
The authors of the paper [21] evaluate different combinations 

of features in Twitter opinion mining. In addition, they assess 
and study the effect of combining these separate kinds of 
characteristics to detect of which aggregation yield crucial 
insights in the polarity classification task in Twitter opinion 
mining.  

In the paper [22], a comparative study of two extractors (TF-
IDF, and Doc2vec) is carried out.  The authors of this paper 
implement these two extractors on three datasets such as 
Stanford movie review, UCI sentiment, and Cornell movie 
review datasets. Also, they applied several preprocessing tasks 
such as removing stop words, eliminating the special 
characters, stemming and tokenization which increases the 
accuracy of sentiment classification and reduce the execution 
of time of used classifier. The pertinent features extracted after 
the extraction step are tested and trained using various machine 
learning algorithms like support vector machine, Bernoulli 
naïve bayes, k-nearest neighbors, decision tree, and logistic 
regression.  

The authors of the paper [23], carried out an experimental 
analyze of different techniques of feature extraction in Twitter 
sentiments analysis. Their comparative study is performed in 
four steps, the first one is the data gathering task which has been 
carried out from readily available sources. The second phase is 
the application of several preprocessing tasks utilizing the tool 
POS. In the third step, various feature selector and extractor are 
implemented over the collected tweets. Finally, the 
experimental study is performed for detecting the opinion 
polarity with different extractors.  

Zainuddin et al. [24] proposed a hybrid model for classifying 
the tweets aspect-based opinion mining.  They carried out a 
comparative analyze in terms of classification rate of three 
features selectors such as latent semantic analysis, principal 
component analysis, and random projection. In addition the 
hybrid model was evaluated employing Twitter datasets to 
represent various areas, and the evaluation with several 
machine learning algorithms also proved that the novel hybrid 
model achieved goods results. Their experimental results 
showed that the proposed hybrid opinion classification model 
was capable to increase the classification rate from the existing 
conventional opinion mining approaches by 76.55%, 71.62% 

and 74.24 %, respectively.  
Pandian suggested in its paper [25], a comparative study of 

sentiment classification by employing various deep learning 
models. Its proposed paper has incorporated a feature-
extraction with a deep learning model. Furthermore, its research 
work has three major phases: The first phase is the design of 
opinion classifiers based on deep learning models. This step is 
succeeded by the utilization of ensemble techniques and 
merging of information to get the final ensemble of data 
sources. As the third phase, an aggregation of ensembles the 
information is proposed to classify several algorithms along 
with the suggested algorithm. 

III. EXTRACTORS OF FEATURES 
Concerning machine learning approaches, many efforts have 

been performed in the literature on Twitter opinion mining to 
obtain an efficient vectorization of tweets. In this context, 
various kinds of features extractors have been suggested 
already, ranging from simple n-gram based vectorization to 
meta-level features to word embeddings. 
 

A. N-gram extractor 
  The N-gram feature extractor is commonly being employed 
in text based-classification [26]. After applied this extractor, the 
sentence can be broken down into features of character n-grams 
and word n-grams. So, an N-gram is a series of “characters or 
words " picked up, in order, from a body of sentence. N-gram 
may be unigram (n-gram = 1), bigram (n-gram = 2), trigram (n-
gram = 3), and so on. 

   Usually we pick every word in a sentence to compute the 
sentiment of the sentence, but there can be a case in which the 
word is formerly employed in a positive sense, but now it is 
employed in a negative sense; for example, “what an awesome 
product, totally waste of money,” if we take only the word 
“awesome” the sentence will be positive but if we take in 
consideration the whole sentence, it is indicating the negative. 
It is because of these types of problems that the N-gram is being 
developed. 

B. TF_IDF extractor 
  TF_IDF means term frequency - inverse document 
frequency, which is widely recognized and it is utilized as a 
weighting procedure and its performance is also still very 
comparable with new approaches [27]. It is a statistical value 
that is meant to reflect how much weight a given word has to a 
certain document in a corpus or a collection. The TF-IDF rate 
boosts proportionally to the number of occurrences of each term 
in the document, but is compensated by the occurrence of the 
term in the corpus, which aids to adapt for the fact that a certain 
terms occur more frequently in overall. The standardization TF-
IDF rates for any document in the corpus via the Euclidean 
measure are used. The calculations of TF-IDF are presented in 
the following equation: 

             (TF_IDF) 𝑖𝑖𝑖𝑖 =  (TF)𝑖𝑖𝑖𝑖 ∗  log (IDF)𝑖𝑖                    (1)  

Where   TF =  𝑘𝑘𝑖𝑖𝑖𝑖
𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜 𝑡𝑡ℎ𝑁𝑁 𝑤𝑤𝑜𝑜𝑁𝑁𝑤𝑤𝑤𝑤 𝑖𝑖𝑖𝑖 𝑡𝑡ℎ𝑁𝑁 𝑤𝑤𝑁𝑁𝑖𝑖𝑡𝑡𝑁𝑁𝑖𝑖𝑠𝑠𝑁𝑁   with k is the 

number of times the word i appears in the sentence j. 
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And      IDF =  𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜 𝑠𝑠𝑁𝑁𝑛𝑛𝑡𝑡𝑁𝑁𝑛𝑛𝑡𝑡𝑁𝑁𝑠𝑠 
𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜 𝑠𝑠𝑁𝑁𝑛𝑛𝑡𝑡𝑁𝑁𝑛𝑛𝑡𝑡𝑁𝑁𝑠𝑠 𝑤𝑤𝑤𝑤𝑡𝑡ℎ 𝑡𝑡ℎ𝑁𝑁 𝑤𝑤𝑜𝑜𝑁𝑁𝑤𝑤 𝑤𝑤 

 

However, the equation 1 is only applied in cases where (TF)  
1. If it does not, TF_IDF = 0, the equation (2) is used. 

(TF_IDF)𝑤𝑤𝑖𝑖  {
(TF)𝑤𝑤𝑖𝑖 ∗  log (IDF)𝑤𝑤  if (TF)𝑤𝑤𝑖𝑖  1                        
Otherwise    (TF_IDF)𝑤𝑤𝑖𝑖  =  0                 (2)     

Where TF denotes the weight standard. It is the weight, which 
indicates the frequency or relative frequency of the word i, in a 
given sentence j. And IDF denotes the weight global. It 
indicates the support of the word i in respect to jth belonging to 
the corpus. In summary:  

     (TF)𝑤𝑤𝑖𝑖 ∶ Number of occurrences of word i in sentence j. 

     (IDF)𝑤𝑤 ∶ Number of sentences containing the word i. 

C. Bag-of-words extractor 
   The bag-of-words is an approach that has been suggested 
for the first time in the text retrieval area issue for analysis of 
documents based-text, and it was later induced for computer 
vision implementations [28]. In general, this approach 
associates a text with a vector indicating the number of 
occurrences of each chosen word in the training corpus, For 
example, we have the three book reviews as presented below: 

 Review A: This book is very long and boring 
 Review B: This book is not boring and is shortened 
 Review C: This book is good and enjoyable 

 
The vocabulary of this three movie reviews consists of eleven 
words which are: ‘This’, ‘book’, ‘is’, ‘very’, ‘boring’, ‘and’, 
‘long’, ‘not’, ‘shortened’, ‘good’, ‘enjoyable’. Therefore the 
numerical vector of each review is created by the bag-of-word 
method as follows: 

 Vector of Review A: [This:1, book:1, is:1, very:1, 
boring:1, and:1, long:1, not:0, shortened:0, good:0, 
enjoyable:0] 

 Vector of Review B: [This:1, book:1, is:1, very:0, 
boring:1, and:1, long:0, not:1, shortened:1, good:0, 
enjoyable:0] 

 Vector of Review C: [This:1, book:1, is:1, very:0, 
boring:0, and:1, long:0, not:0, shortened:0, good:1, 
enjoyable:1] 

D. Word2Vec extractor 
Word integration with word2vec [29] identifies the syntactic 

characteristics of terms and attributes a sentiment score to every 
term in the vector space. Terms that appear in the identical 
context are deemed more similar than the terms that appear in 
the dissimilar contexts. For example, we have a corpus C which 
is composed of a set of tweets, 𝑪𝑪 =  {𝒕𝒕𝟏𝟏,  𝒕𝒕𝟐𝟐, 𝒕𝒕𝟑𝟑, . . . ,  𝒕𝒕𝒏𝒏} and a 
vocabulary 𝑽𝑽 =  {𝒘𝒘𝟏𝟏,  𝒘𝒘𝟐𝟐, 𝒘𝒘𝟑𝟑, … ,  𝒘𝒘𝒎𝒎} is composed of a set of 
unique words retrieved from C. Therefore, the vectorization of 
the words wi are identified by applying one of the both models 
Skip-gram or Continuous bag-of-words of Word2Vec in order 
to compute the probability distribution of the rest words of the 
set 𝑽𝑽\{𝒘𝒘𝒊𝒊} in the context provided by the words wi. In addition, 

𝒘𝒘𝒊𝒊 is expressed as a vector space 𝒔𝒔𝒊𝒊 which includes the 
probabilistic rates of all the other words in the lexicon. The 
Word2Vec approach extract semantic linked among words in 
the vocabulary. Furthermore, the obtained set of vectors spaces 
for all words in the lexicon is high-dimensional and is efficacy 
for sentiment classification. 

E. GloVe extractor 
       The GloVe pattern [30] attempts to create a vector 

space representation of a term by employing the similarities 
between the terms as an invariant. The GloVe combines 
techniques provided by two different patterns, which are the 
Continuous Bag of Words and Skip-gram pattern. Problem with 
the former pattern is the low classification rate but its 
computational time is very efficient, while latter had 
computational time is inefficient but its classification rate is 
very high. What the GloVe attempts to do is to integrate the 
techniques introduced by two patterns and it has demonstrated 
to be more efficient and accurate than those two patterns.  

F. FastText extractor 
        In recent years, Facebook researchers have launched a new 
word embedding system called FastText [31], which is a quick 
and effective way to represent each term with vector space and 
to classify text-based sentiments. The primary goal of fastText 
term embeddings is to consider the inner structure of terms 
rather than to learn term representations. FastText operates by 
Dragging a window over the entry text and either learning the 
central term from the remainder of the context (by employing 
the BOW approach), or all the terms in the remainder of the 
context from the central term by using the Skip-gram approach. 
The FastText approach is very identical to Word2Vec approach, 
the only difference is that the FastText learn the vector 
representation of sub-parts of a term so-called character n-
grams.  

IV. ADVANTAGES AND DISADVANTAGES OF EACH EXTRACTOR 
   In order to implement machine learning approaches to 
natural language issues, it is necessary to convert the text-based 
data into digital data. The methods used to carry out this 
conversion are the extractors described above. Each extractor 
has the advantages and disadvantages as presented in the tables 
below: 
 
 



Evaluation of different extractors of features at  
the level of sentiment analysis

JUNE 2022 • VOLUME XIV • NUMBER 288

INFOCOMMUNICATIONS JOURNAL

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 

4 

And      IDF =  𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜 𝑠𝑠𝑁𝑁𝑛𝑛𝑡𝑡𝑁𝑁𝑛𝑛𝑡𝑡𝑁𝑁𝑠𝑠 
𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜 𝑠𝑠𝑁𝑁𝑛𝑛𝑡𝑡𝑁𝑁𝑛𝑛𝑡𝑡𝑁𝑁𝑠𝑠 𝑤𝑤𝑤𝑤𝑡𝑡ℎ 𝑡𝑡ℎ𝑁𝑁 𝑤𝑤𝑜𝑜𝑁𝑁𝑤𝑤 𝑤𝑤 

 

However, the equation 1 is only applied in cases where (TF)  
1. If it does not, TF_IDF = 0, the equation (2) is used. 

(TF_IDF)𝑤𝑤𝑖𝑖  {
(TF)𝑤𝑤𝑖𝑖 ∗  log (IDF)𝑤𝑤  if (TF)𝑤𝑤𝑖𝑖  1                        
Otherwise    (TF_IDF)𝑤𝑤𝑖𝑖  =  0                 (2)     

Where TF denotes the weight standard. It is the weight, which 
indicates the frequency or relative frequency of the word i, in a 
given sentence j. And IDF denotes the weight global. It 
indicates the support of the word i in respect to jth belonging to 
the corpus. In summary:  

     (TF)𝑤𝑤𝑖𝑖 ∶ Number of occurrences of word i in sentence j. 

     (IDF)𝑤𝑤 ∶ Number of sentences containing the word i. 

C. Bag-of-words extractor 
   The bag-of-words is an approach that has been suggested 
for the first time in the text retrieval area issue for analysis of 
documents based-text, and it was later induced for computer 
vision implementations [28]. In general, this approach 
associates a text with a vector indicating the number of 
occurrences of each chosen word in the training corpus, For 
example, we have the three book reviews as presented below: 

 Review A: This book is very long and boring 
 Review B: This book is not boring and is shortened 
 Review C: This book is good and enjoyable 

 
The vocabulary of this three movie reviews consists of eleven 
words which are: ‘This’, ‘book’, ‘is’, ‘very’, ‘boring’, ‘and’, 
‘long’, ‘not’, ‘shortened’, ‘good’, ‘enjoyable’. Therefore the 
numerical vector of each review is created by the bag-of-word 
method as follows: 

 Vector of Review A: [This:1, book:1, is:1, very:1, 
boring:1, and:1, long:1, not:0, shortened:0, good:0, 
enjoyable:0] 

 Vector of Review B: [This:1, book:1, is:1, very:0, 
boring:1, and:1, long:0, not:1, shortened:1, good:0, 
enjoyable:0] 

 Vector of Review C: [This:1, book:1, is:1, very:0, 
boring:0, and:1, long:0, not:0, shortened:0, good:1, 
enjoyable:1] 

D. Word2Vec extractor 
Word integration with word2vec [29] identifies the syntactic 

characteristics of terms and attributes a sentiment score to every 
term in the vector space. Terms that appear in the identical 
context are deemed more similar than the terms that appear in 
the dissimilar contexts. For example, we have a corpus C which 
is composed of a set of tweets, 𝑪𝑪 =  {𝒕𝒕𝟏𝟏,  𝒕𝒕𝟐𝟐, 𝒕𝒕𝟑𝟑, . . . ,  𝒕𝒕𝒏𝒏} and a 
vocabulary 𝑽𝑽 =  {𝒘𝒘𝟏𝟏,  𝒘𝒘𝟐𝟐, 𝒘𝒘𝟑𝟑, … ,  𝒘𝒘𝒎𝒎} is composed of a set of 
unique words retrieved from C. Therefore, the vectorization of 
the words wi are identified by applying one of the both models 
Skip-gram or Continuous bag-of-words of Word2Vec in order 
to compute the probability distribution of the rest words of the 
set 𝑽𝑽\{𝒘𝒘𝒊𝒊} in the context provided by the words wi. In addition, 

𝒘𝒘𝒊𝒊 is expressed as a vector space 𝒔𝒔𝒊𝒊 which includes the 
probabilistic rates of all the other words in the lexicon. The 
Word2Vec approach extract semantic linked among words in 
the vocabulary. Furthermore, the obtained set of vectors spaces 
for all words in the lexicon is high-dimensional and is efficacy 
for sentiment classification. 

E. GloVe extractor 
       The GloVe pattern [30] attempts to create a vector 

space representation of a term by employing the similarities 
between the terms as an invariant. The GloVe combines 
techniques provided by two different patterns, which are the 
Continuous Bag of Words and Skip-gram pattern. Problem with 
the former pattern is the low classification rate but its 
computational time is very efficient, while latter had 
computational time is inefficient but its classification rate is 
very high. What the GloVe attempts to do is to integrate the 
techniques introduced by two patterns and it has demonstrated 
to be more efficient and accurate than those two patterns.  

F. FastText extractor 
        In recent years, Facebook researchers have launched a new 
word embedding system called FastText [31], which is a quick 
and effective way to represent each term with vector space and 
to classify text-based sentiments. The primary goal of fastText 
term embeddings is to consider the inner structure of terms 
rather than to learn term representations. FastText operates by 
Dragging a window over the entry text and either learning the 
central term from the remainder of the context (by employing 
the BOW approach), or all the terms in the remainder of the 
context from the central term by using the Skip-gram approach. 
The FastText approach is very identical to Word2Vec approach, 
the only difference is that the FastText learn the vector 
representation of sub-parts of a term so-called character n-
grams.  

IV. ADVANTAGES AND DISADVANTAGES OF EACH EXTRACTOR 
   In order to implement machine learning approaches to 
natural language issues, it is necessary to convert the text-based 
data into digital data. The methods used to carry out this 
conversion are the extractors described above. Each extractor 
has the advantages and disadvantages as presented in the tables 
below: 
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And      IDF =  𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜 𝑠𝑠𝑁𝑁𝑛𝑛𝑡𝑡𝑁𝑁𝑛𝑛𝑡𝑡𝑁𝑁𝑠𝑠 
𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜 𝑠𝑠𝑁𝑁𝑛𝑛𝑡𝑡𝑁𝑁𝑛𝑛𝑡𝑡𝑁𝑁𝑠𝑠 𝑤𝑤𝑤𝑤𝑡𝑡ℎ 𝑡𝑡ℎ𝑁𝑁 𝑤𝑤𝑜𝑜𝑁𝑁𝑤𝑤 𝑤𝑤 

 

However, the equation 1 is only applied in cases where (TF)  
1. If it does not, TF_IDF = 0, the equation (2) is used. 

(TF_IDF)𝑤𝑤𝑖𝑖  {
(TF)𝑤𝑤𝑖𝑖 ∗  log (IDF)𝑤𝑤  if (TF)𝑤𝑤𝑖𝑖  1                        
Otherwise    (TF_IDF)𝑤𝑤𝑖𝑖  =  0                 (2)     

Where TF denotes the weight standard. It is the weight, which 
indicates the frequency or relative frequency of the word i, in a 
given sentence j. And IDF denotes the weight global. It 
indicates the support of the word i in respect to jth belonging to 
the corpus. In summary:  

     (TF)𝑤𝑤𝑖𝑖 ∶ Number of occurrences of word i in sentence j. 

     (IDF)𝑤𝑤 ∶ Number of sentences containing the word i. 

C. Bag-of-words extractor 
   The bag-of-words is an approach that has been suggested 
for the first time in the text retrieval area issue for analysis of 
documents based-text, and it was later induced for computer 
vision implementations [28]. In general, this approach 
associates a text with a vector indicating the number of 
occurrences of each chosen word in the training corpus, For 
example, we have the three book reviews as presented below: 

 Review A: This book is very long and boring 
 Review B: This book is not boring and is shortened 
 Review C: This book is good and enjoyable 

 
The vocabulary of this three movie reviews consists of eleven 
words which are: ‘This’, ‘book’, ‘is’, ‘very’, ‘boring’, ‘and’, 
‘long’, ‘not’, ‘shortened’, ‘good’, ‘enjoyable’. Therefore the 
numerical vector of each review is created by the bag-of-word 
method as follows: 

 Vector of Review A: [This:1, book:1, is:1, very:1, 
boring:1, and:1, long:1, not:0, shortened:0, good:0, 
enjoyable:0] 

 Vector of Review B: [This:1, book:1, is:1, very:0, 
boring:1, and:1, long:0, not:1, shortened:1, good:0, 
enjoyable:0] 

 Vector of Review C: [This:1, book:1, is:1, very:0, 
boring:0, and:1, long:0, not:0, shortened:0, good:1, 
enjoyable:1] 

D. Word2Vec extractor 
Word integration with word2vec [29] identifies the syntactic 

characteristics of terms and attributes a sentiment score to every 
term in the vector space. Terms that appear in the identical 
context are deemed more similar than the terms that appear in 
the dissimilar contexts. For example, we have a corpus C which 
is composed of a set of tweets, 𝑪𝑪 =  {𝒕𝒕𝟏𝟏,  𝒕𝒕𝟐𝟐, 𝒕𝒕𝟑𝟑, . . . ,  𝒕𝒕𝒏𝒏} and a 
vocabulary 𝑽𝑽 =  {𝒘𝒘𝟏𝟏,  𝒘𝒘𝟐𝟐, 𝒘𝒘𝟑𝟑, … ,  𝒘𝒘𝒎𝒎} is composed of a set of 
unique words retrieved from C. Therefore, the vectorization of 
the words wi are identified by applying one of the both models 
Skip-gram or Continuous bag-of-words of Word2Vec in order 
to compute the probability distribution of the rest words of the 
set 𝑽𝑽\{𝒘𝒘𝒊𝒊} in the context provided by the words wi. In addition, 

𝒘𝒘𝒊𝒊 is expressed as a vector space 𝒔𝒔𝒊𝒊 which includes the 
probabilistic rates of all the other words in the lexicon. The 
Word2Vec approach extract semantic linked among words in 
the vocabulary. Furthermore, the obtained set of vectors spaces 
for all words in the lexicon is high-dimensional and is efficacy 
for sentiment classification. 

E. GloVe extractor 
       The GloVe pattern [30] attempts to create a vector 

space representation of a term by employing the similarities 
between the terms as an invariant. The GloVe combines 
techniques provided by two different patterns, which are the 
Continuous Bag of Words and Skip-gram pattern. Problem with 
the former pattern is the low classification rate but its 
computational time is very efficient, while latter had 
computational time is inefficient but its classification rate is 
very high. What the GloVe attempts to do is to integrate the 
techniques introduced by two patterns and it has demonstrated 
to be more efficient and accurate than those two patterns.  

F. FastText extractor 
        In recent years, Facebook researchers have launched a new 
word embedding system called FastText [31], which is a quick 
and effective way to represent each term with vector space and 
to classify text-based sentiments. The primary goal of fastText 
term embeddings is to consider the inner structure of terms 
rather than to learn term representations. FastText operates by 
Dragging a window over the entry text and either learning the 
central term from the remainder of the context (by employing 
the BOW approach), or all the terms in the remainder of the 
context from the central term by using the Skip-gram approach. 
The FastText approach is very identical to Word2Vec approach, 
the only difference is that the FastText learn the vector 
representation of sub-parts of a term so-called character n-
grams.  

IV. ADVANTAGES AND DISADVANTAGES OF EACH EXTRACTOR 
   In order to implement machine learning approaches to 
natural language issues, it is necessary to convert the text-based 
data into digital data. The methods used to carry out this 
conversion are the extractors described above. Each extractor 
has the advantages and disadvantages as presented in the tables 
below: 
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(TF)𝑤𝑤𝑖𝑖 ∗  log (IDF)𝑤𝑤  if (TF)𝑤𝑤𝑖𝑖  1                        
Otherwise    (TF_IDF)𝑤𝑤𝑖𝑖  =  0                 (2)     

Where TF denotes the weight standard. It is the weight, which 
indicates the frequency or relative frequency of the word i, in a 
given sentence j. And IDF denotes the weight global. It 
indicates the support of the word i in respect to jth belonging to 
the corpus. In summary:  

     (TF)𝑤𝑤𝑖𝑖 ∶ Number of occurrences of word i in sentence j. 

     (IDF)𝑤𝑤 ∶ Number of sentences containing the word i. 

C. Bag-of-words extractor 
   The bag-of-words is an approach that has been suggested 
for the first time in the text retrieval area issue for analysis of 
documents based-text, and it was later induced for computer 
vision implementations [28]. In general, this approach 
associates a text with a vector indicating the number of 
occurrences of each chosen word in the training corpus, For 
example, we have the three book reviews as presented below: 

 Review A: This book is very long and boring 
 Review B: This book is not boring and is shortened 
 Review C: This book is good and enjoyable 

 
The vocabulary of this three movie reviews consists of eleven 
words which are: ‘This’, ‘book’, ‘is’, ‘very’, ‘boring’, ‘and’, 
‘long’, ‘not’, ‘shortened’, ‘good’, ‘enjoyable’. Therefore the 
numerical vector of each review is created by the bag-of-word 
method as follows: 
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D. Word2Vec extractor 
Word integration with word2vec [29] identifies the syntactic 

characteristics of terms and attributes a sentiment score to every 
term in the vector space. Terms that appear in the identical 
context are deemed more similar than the terms that appear in 
the dissimilar contexts. For example, we have a corpus C which 
is composed of a set of tweets, 𝑪𝑪 =  {𝒕𝒕𝟏𝟏,  𝒕𝒕𝟐𝟐, 𝒕𝒕𝟑𝟑, . . . ,  𝒕𝒕𝒏𝒏} and a 
vocabulary 𝑽𝑽 =  {𝒘𝒘𝟏𝟏,  𝒘𝒘𝟐𝟐, 𝒘𝒘𝟑𝟑, … ,  𝒘𝒘𝒎𝒎} is composed of a set of 
unique words retrieved from C. Therefore, the vectorization of 
the words wi are identified by applying one of the both models 
Skip-gram or Continuous bag-of-words of Word2Vec in order 
to compute the probability distribution of the rest words of the 
set 𝑽𝑽\{𝒘𝒘𝒊𝒊} in the context provided by the words wi. In addition, 

𝒘𝒘𝒊𝒊 is expressed as a vector space 𝒔𝒔𝒊𝒊 which includes the 
probabilistic rates of all the other words in the lexicon. The 
Word2Vec approach extract semantic linked among words in 
the vocabulary. Furthermore, the obtained set of vectors spaces 
for all words in the lexicon is high-dimensional and is efficacy 
for sentiment classification. 

E. GloVe extractor 
       The GloVe pattern [30] attempts to create a vector 

space representation of a term by employing the similarities 
between the terms as an invariant. The GloVe combines 
techniques provided by two different patterns, which are the 
Continuous Bag of Words and Skip-gram pattern. Problem with 
the former pattern is the low classification rate but its 
computational time is very efficient, while latter had 
computational time is inefficient but its classification rate is 
very high. What the GloVe attempts to do is to integrate the 
techniques introduced by two patterns and it has demonstrated 
to be more efficient and accurate than those two patterns.  

F. FastText extractor 
        In recent years, Facebook researchers have launched a new 
word embedding system called FastText [31], which is a quick 
and effective way to represent each term with vector space and 
to classify text-based sentiments. The primary goal of fastText 
term embeddings is to consider the inner structure of terms 
rather than to learn term representations. FastText operates by 
Dragging a window over the entry text and either learning the 
central term from the remainder of the context (by employing 
the BOW approach), or all the terms in the remainder of the 
context from the central term by using the Skip-gram approach. 
The FastText approach is very identical to Word2Vec approach, 
the only difference is that the FastText learn the vector 
representation of sub-parts of a term so-called character n-
grams.  

IV. ADVANTAGES AND DISADVANTAGES OF EACH EXTRACTOR 
   In order to implement machine learning approaches to 
natural language issues, it is necessary to convert the text-based 
data into digital data. The methods used to carry out this 
conversion are the extractors described above. Each extractor 
has the advantages and disadvantages as presented in the tables 
below: 
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TABLE I: Advantages and disadvantages of each extractor 
 

Extractor Advantages Inconveniences 
 
 

 
N-gram 

-It pick up the representation of the out-of-lexicon 
terms because it divide the word into N-gram 
characters [27]. 
-Simplicity and scalability which means that this 
approach can efficiently scale small experiments. It 
can also stock more background with a good 
understanding of the space-time compromise [28]. 
-It is efficient in handling textual mistakes and 
character identification issues that is because of the 
N-gram structure [27]. 
 

 
- When its parameter N is very large, its parameters space 
is much too large [28]. 
 
- There is also a text smoothness issue because of text 
sparsity. That’s means that we used an approximating 
function that tries to detect significant features in the data 
[29]. 
 
-It does not take into account the semantics.  

 
 
Bag-of-words 

 
- It encrypts each term in the lexicon as one-hot 
vector that renders our training data more 
meaningful and more expressible, and can be easily 
rescaled [30]. 
 
- It is very simple to comprehend and to implement 
because is based on one-hot vector representation. 
 
- It generates a simplified word representation 
because it is easier to calculate a likelihood for 
values by utilizing numerical values. [30]. 
 

 
-It does not take into account the semantics of the term 
because it does not compute the semantic similarity of 
each terms [31]. 
 
-It does not take into account the semantic connection 
between the terms because it does not compute the 
semantic similarity between the terms [31]. 
 
-It is suffering from the curse of dimensionality because 
it represents each term by one-hot vector [30]. 
 
 

 
 
 
 

TF-IDF 

-Short extraction time, simple and easy to calculate 
because it merges only two notions, term frequency 
and document frequency [32]. 
 
-It provides a certain basic metric to retrieve the 
most descriptive words in the corpus because it 
calculates easily the similarities between two 
sentences or two documents in the corpus [32]. 
 

- It does not detect semantics, status in text, co-
occurrences in diverse sentences in the corpus because it 
cannot contribute to convey a semantical sense. [33]. 
 
- It is only used as a lexical level characteristic because it 
gives importance to the terms by the way it weights them 
and it cannot adequately infer the meaning of the terms 
and understand their significance in this way [34]. 
 
-It cannot pick up the semantics with respect to thematic 
patterns, term embeddings [34]. 
 
- A further drawback is that it may suffer from a lack of 
memory as TF-IDF may suffer from the curse of 
dimensionality [33]. 
 

 
 
    

Word2Vec 

-It identifies the syntactic characteristics of terms 
because it utilizes a neural network pattern so that 
once a pattern is trained it can recognize antonymic 
and synonymous words or can propose a new word 
to complete an incomplete partial phrase [35].  
  

 
-It does not learn vectors space of the character n-grams 
because Word2Vec employs the same vector of numbers 
to represent any unseen word [35]. 
 

 

TABLE I
Advantages and disadvantages of each extractor
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TABLE II: Advantages and disadvantages of each extractor (continued) 
 

Extractor Advantages Inconveniences 
 
 
    

Word2Vec 

-It attributes a sentiment score to every term. For 
instance, certain negative terms that are adjectives 
will be more closely related to each other and 
inversely for positive adjectives. It picks up the 
semantic and syntactic data of the words [36]. 
 
- Its embedding vector size is very small which 
avoids both drawback of the lack of memory and 
the curse of dimensionality [36]. 
 
-Its context data is never lost because it employs the 
continuous bag of words method and skip-gram 
method for predicting the word or the context any 
word [35]. 
 

- It is not very efficacy with term analogy tasks compared 
to word similarity task [36]. 
 
- Word2Vec cannot deal well with out-of-vocabulary 
terms. It attributes a random vectorial mapping for out-
of-vocabulary words, which may be suboptimal [35]. 
And it is incapable of taking advantage of the statistics of 
the corpus. 
 
 - Long extraction time because Word2vec train either 
continuous bag of words method or skip-gram method 
and these both methods train the neural network model 
which trains huge number of instructions and that takes 
long execution time [36]. 
 

 
 
 
 
 
 

GloVe 

-It forces term vectors to pick up sub-linear 
relations in the vector space since vector spaces 
being by nature linear structures, the easiest way to 
proceed is to use vector differences [37]. 
 
-It outperforms Word2vec in the tasks of terms 
analogies because it is based on leveraging global 
word to word co-occurrence counts leveraging the 
entire corpus [38]. 
 
-It adds a more convenient meaning to term vectors 
by considering the relations between terms pair to 
pair rather than term to term [37]. 
 
-It assigns a smaller weight to very frequent term 
pairs in order to avoid meaningless terms such as 
“the”, “a” [38]. 

-Its pattern is learned on the terms co-occurrence matrix, 
which requires a lot of storage space because the co-
occurrence matrix expands so rapidly and is high-
dimensional [38]. 
 
-It consumes very time, because the change in level of 
hyper-parameters requires the reconstruct of the co-
occurrence matrix [37]. 
 
-It cannot pick up the representation of the out-of-lexicon 
terms because Glove processes each term in the corpus as 
an atomic entity and produces a vector for each term [38]. 
 
-It is difficult to detach several opposite term pairs using 
GloVe unlike the Word2Vec [36, 37]. 
 

 
 
 
 

FastText 

 
-It learns usually often the numeric vector of terms 
in the sentiment analyses process because it is based 
on the combination of the concept of Word2Vec 
approach and N-gram method [39]. 
 
-It requires a few preprocessing tasks, and little 
hyper parameter tuning thus needs small memory 
spaces because it is based on character N-gram [40]. 
 
-It learn the vector spaces of character n-grams that 
make it very efficacy to deal with out-of-vocabulary 
terms [40]. 
 
 

- Sublinear connections are not explicitly identified 
because FastText cannot compute the semantic similarity 
of each term [40]. 
 
- As the size of the corpora increases, the memory space 
used by the FastText word embeddings needs to be 
increase which takes long execution time for extracting 
the pertinences features [39]. 
 
- It could be very hard to be trained if the Softmax 
function is used, since the size of the vocabulary is much 
too big [40]. 
 

 

TABLE II
Advantages and disadvantages of each extractor
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V. SENTIMENT ANALYSIS METHODOLOGY 
   In the current work, we train a convolutional neural network 
as classifier on Sentiment140 dataset [26] of sentiment 
sentences in order to evaluate each extractor (N-gram, Bag-of-
word, TF-IDF, Word2Vec, GloVe, and FastText) for 
identifying the most efficient one. In general our sentiment 
analysis methodology consists of four steps which are data 
collection phase in which we used the Sentiment140 dataset, 
data pre-processing phase in which we applied several 
techniques for improving the data quality and eliminate the data 
noisy, feature extraction phase in which we implemented six 
extractors in order to determine the most efficient one among 
them, et finally the data classification phase, in which we 
applied the convolutional neural network (CNN) as classifier as 
shown in the fig.1. 
 

A. Data collection phase 
To implement our contribution we have used the 

Sentiment140 dataset. This dataset contains approximately 1.6 
million tweets that were automatically retrieved with the 
Twitter API. These tweets were automatically annotated 
assuming that those containing the ":)" emoticon were positive 
and those containing the ":(" emoticon were negative. Those 
containing neither of these emoticons, and those containing 
both, were not kept. The training set is annotated in two classes 
(positive and negative) while the test set is annotated by hand 
on three different classes (positive, negative and neutral). For 

our experiments, we use only the positive and negative classes 
of the test set. Table 3 gives the details of the data set. 

 
Table 3. Details of the used data set. 

Training set Testing set 
Positive 720,000 Positive 80,000 
Negative 720,000 Negative 80,000 
 
Each line of the file contains a single tweet with a maximum 

of 140 characters and can contain several sentences (depending 
on the length). Because the tweets have been collected directly 
on the twitter API, they can therefore contain HTML addresses, 
# hashtags and user names (preceded by @). Finally the 
structure of each line is as follows: 

1. The polarity of the tweet (e.g., 0 = negative, 2 = 
neutral, 4 = positive). 

2. The id of the tweet (e.g., 6532). 
3. The date of the tweet (e.g., FAR Sep 18 15:45:31 

UTC 2021). 
4. The name of the user who posted the tweet (e.g., Es-

sabery). 
5. The text of the tweet. 

B. Data pre-processing phase 
After looking at the data, we saw that the sentences contained 

HTML tags, empty words and all punctuation. So we started by 
removing the noise to normalize our sentences. We remove 
HTML tags with the BeautifulSoup2 module. We also remove 

 

 
 
 

Fig. 1.  Architecture global of the sentiment analysis methodology 
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TABLE II: Advantages and disadvantages of each extractor (continued) 
 

Extractor Advantages Inconveniences 
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1. The polarity of the tweet (e.g., 0 = negative, 2 = 
neutral, 4 = positive). 

2. The id of the tweet (e.g., 6532). 
3. The date of the tweet (e.g., FAR Sep 18 15:45:31 

UTC 2021). 
4. The name of the user who posted the tweet (e.g., Es-

sabery). 
5. The text of the tweet. 

B. Data pre-processing phase 
After looking at the data, we saw that the sentences contained 

HTML tags, empty words and all punctuation. So we started by 
removing the noise to normalize our sentences. We remove 
HTML tags with the BeautifulSoup2 module. We also remove 
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all the characters that are not letters and therefore, remove all 
punctuation from texts. Because stop words, by definition, do 
not bring any information to the text, we eliminate them too. 
All letters are also changed to lower case. Finally, we root all 
the words to process each inflection of a word into a single 
word. Below we detail some important pre-processing steps. 
 
Nicknames: Since nicknames (e.g., @username) are useless for 
sentiment analysis, we replace all @usernames with the text 
AT_USER so that we can delete them later. 
 
Repeated letters: The language used on Twitter is mostly 
familiar. It is therefore not uncommon for words to be written 
with a letter (or several) that is repeated when it should not be. 
For example the word "dog" can be found as "dooooooog" on 
Twitter. As soon as a word contains identical letters that are 
repeated more than more than twice, they are replaced by only 
two occurrences of the same letter ("dooooooog" becomes 
“doog"). 
 
Hashtags: Twitter hashtags are used to create an instant 
connection with other users. The word that follows the # is 
usually a word that provides a lot of information about the 
sentiment of the sentence. We keep this word, but the hashtag 
character is removed. 
 
Lemmatization: We transform all inflections into their root. 
The objective is to reduce the derived forms of a word to a 
common base form in order to facilitate the correspondence 
between the different terms. 
 
1) EFFECT OF PRETREATMENT 

 
Table 4 shows the effect of these preprocessing on the 

number of useful words in the text. 
 

Table 4. Effect of noise reduction 
Reduction Number of features  % of the original 
None 1 569 914 100% 
Username 65 993  96.88% 
URLs 609 692  54.22% 
Repeated 
letters 

298 673 78.35% 

All 984 139 39.43% 
 

All these text noise removals lead to a reduction of the corpus 
set to 39.43% of the original corpus size. 
 

Table 5. Accuracy and error rate without and with 
preprocessing 

Criteria Without preprocessing  With preprocessing 
Accuracy 50.19% 82.35% 
Error rate 49.81% 17.65% 

 
As shown in the table below (5), the preprocessing tasks reduce 
the error rate from 49.81% to 17.65 and increase the accuracy 
from 50.19% to 82.35%. So, it is necessary to apply the 
preprocessing process before the application of machine 
learning algorithm. 

C. Feature extraction phase 
In order to obtain a reliable system based on a numerical 

approach, the design of good features is the most important step 
for classification. Bags of words, n-grams, TF-IDF, Word2vec, 
GloVe and FastText are the most common extractor of features 
in sentiment analysis. The main purpose of this work is to test 
different sets of extractors and pre-trained word embeddings by 
applying the CNN classifier. 

D. Data classification phase 
After the feature extraction step, the next step is the data 

classification in which we have used the CNN.  The CNN is a 
specialized type of multi-layer neural network generally used 
when the input is structured according to a grid (e.g. an image). 
These networks were inspired by the visual cortex of animals, 
and more particularly on its properties: local receptive fields 
and weight sharing. Figure 2 shows the different layers of a 
convolutional neural network. The latter is composed of one or 
more convolution and pooling blocks, one or more hidden 
layers and an output layer. The CNN takes as input a multi-
dimensional grid representing a learning or inference instance, 
and provides as output the corresponding class. 

 

 
 

Fig. 2.  Simple version of the convolutional neural network 

VI. EXPERIMENTAL RESULTS  
As mentioned earlier, this approach consists of evaluating the 

set of extractors described below using the CNN as a classifier. 
In this section we will examine the performance of each 
extractors by applying them on the corpus Sentiment10 and by 
computing four evaluations criteria [41] which are the 
following: 
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all the characters that are not letters and therefore, remove all 
punctuation from texts. Because stop words, by definition, do 
not bring any information to the text, we eliminate them too. 
All letters are also changed to lower case. Finally, we root all 
the words to process each inflection of a word into a single 
word. Below we detail some important pre-processing steps. 
 
Nicknames: Since nicknames (e.g., @username) are useless for 
sentiment analysis, we replace all @usernames with the text 
AT_USER so that we can delete them later. 
 
Repeated letters: The language used on Twitter is mostly 
familiar. It is therefore not uncommon for words to be written 
with a letter (or several) that is repeated when it should not be. 
For example the word "dog" can be found as "dooooooog" on 
Twitter. As soon as a word contains identical letters that are 
repeated more than more than twice, they are replaced by only 
two occurrences of the same letter ("dooooooog" becomes 
“doog"). 
 
Hashtags: Twitter hashtags are used to create an instant 
connection with other users. The word that follows the # is 
usually a word that provides a lot of information about the 
sentiment of the sentence. We keep this word, but the hashtag 
character is removed. 
 
Lemmatization: We transform all inflections into their root. 
The objective is to reduce the derived forms of a word to a 
common base form in order to facilitate the correspondence 
between the different terms. 
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all the characters that are not letters and therefore, remove all 
punctuation from texts. Because stop words, by definition, do 
not bring any information to the text, we eliminate them too. 
All letters are also changed to lower case. Finally, we root all 
the words to process each inflection of a word into a single 
word. Below we detail some important pre-processing steps. 
 
Nicknames: Since nicknames (e.g., @username) are useless for 
sentiment analysis, we replace all @usernames with the text 
AT_USER so that we can delete them later. 
 
Repeated letters: The language used on Twitter is mostly 
familiar. It is therefore not uncommon for words to be written 
with a letter (or several) that is repeated when it should not be. 
For example the word "dog" can be found as "dooooooog" on 
Twitter. As soon as a word contains identical letters that are 
repeated more than more than twice, they are replaced by only 
two occurrences of the same letter ("dooooooog" becomes 
“doog"). 
 
Hashtags: Twitter hashtags are used to create an instant 
connection with other users. The word that follows the # is 
usually a word that provides a lot of information about the 
sentiment of the sentence. We keep this word, but the hashtag 
character is removed. 
 
Lemmatization: We transform all inflections into their root. 
The objective is to reduce the derived forms of a word to a 
common base form in order to facilitate the correspondence 
between the different terms. 
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As shown in the table below (5), the preprocessing tasks reduce 
the error rate from 49.81% to 17.65 and increase the accuracy 
from 50.19% to 82.35%. So, it is necessary to apply the 
preprocessing process before the application of machine 
learning algorithm. 

C. Feature extraction phase 
In order to obtain a reliable system based on a numerical 

approach, the design of good features is the most important step 
for classification. Bags of words, n-grams, TF-IDF, Word2vec, 
GloVe and FastText are the most common extractor of features 
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different sets of extractors and pre-trained word embeddings by 
applying the CNN classifier. 
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all the characters that are not letters and therefore, remove all 
punctuation from texts. Because stop words, by definition, do 
not bring any information to the text, we eliminate them too. 
All letters are also changed to lower case. Finally, we root all 
the words to process each inflection of a word into a single 
word. Below we detail some important pre-processing steps. 
 
Nicknames: Since nicknames (e.g., @username) are useless for 
sentiment analysis, we replace all @usernames with the text 
AT_USER so that we can delete them later. 
 
Repeated letters: The language used on Twitter is mostly 
familiar. It is therefore not uncommon for words to be written 
with a letter (or several) that is repeated when it should not be. 
For example the word "dog" can be found as "dooooooog" on 
Twitter. As soon as a word contains identical letters that are 
repeated more than more than twice, they are replaced by only 
two occurrences of the same letter ("dooooooog" becomes 
“doog"). 
 
Hashtags: Twitter hashtags are used to create an instant 
connection with other users. The word that follows the # is 
usually a word that provides a lot of information about the 
sentiment of the sentence. We keep this word, but the hashtag 
character is removed. 
 
Lemmatization: We transform all inflections into their root. 
The objective is to reduce the derived forms of a word to a 
common base form in order to facilitate the correspondence 
between the different terms. 
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𝑗𝑗=1
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TABLE 4
Effect of noise reduction

TABLE 5
Accuracy and error rate without and with preprocessing
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F1 measure (F1): represents the harmonic mean of precision 
and recall. It measures the performance of the system and is 
calculated according to equation (9). 

 

                       𝐹𝐹1 =  2 × 𝑃𝑃 × 𝑅𝑅
𝑃𝑃 + 𝑅𝑅                                            (9) 

 
Accuracy A: evaluates our approach in an overall [23]. It is 

calculated according to the equation (10). 
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We have also implemented our approach on Hadoop 
framework with a cluster of five machine: four slave nodes and 
one master node. The configuration of the cluster is presented 
in the following table 6: 

 
Table 6. Parameters setting of the Hadoop cluster. 

 
Configuration Parameters 

N. of nodes  5 
apache hadoop  version 2.7.2 

OS Ubuntu 20.04.4 
Memory 16 GB 

CPU Intel(R) Core(TM) i7-
4810MQ CPU @ 

2.80GHz   2.80 GHz 
 
 
The Parameters settings of CNN used in our implementation 

are shown in the following table 7:  
 

Table 7. Parameters setting of the CNN. 
Parameter Value 

Vocabulary size   45,000 
Padding  0 

Regularizer L2 
Size of filter 4,7 

Number of filter 15 
Activation function  ReLU 

Function of Pooling layer  Max-pooling 
N. of pooling layer  3 

N. of convolutional layer  3 
Input embedding matrix 500x500 

 
 

A. Impact of the choice of input embeddings on the CNN 
The CNN architecture was trained on the Sentiment140 

corpus with the different existing pre-trained word embeddings 
(Bag-of-Word, N-grams, TF-IDF, Word2vec, GloVe, and 

FastText). The table 3 reports the performance of our approach 
in terms of precision, recall, F1 measure and accuracy. 
 

Table 8. P, R F1, A of the all combinations of our approach. 
 
Combination\criteria 

(%) 
P R F1 A 

CNN+BOW 64.08 63.51 63.79 66.92 
CNN+N-grams 49.97 60.23 54.62 58.49 
CNN+TF-IDF 68.88 71.59 70.20 70.02 

CNN+Word2vec 86.13 83.55 84.82 85.06 
CNN+GloVe 79.49 80.05 79.76 79.54 

CNN+FastText 93.43 90.89 92.14 91.32 
 

  From the table 8, we remark that the combination 
CNN+FastText performs better than other combinations in 
terms of P(93.43%), R(90.89%), F1(92.14%) and A(91.32%). 
 

Pattern complexity is a metric for the time and space 
consumption used by a pattern. In these following tables, we 
assessed the time and space complexity of all combinations of 
our approach. 

 
Table 9. Space complexity of the all combinations of our 

approach. 
Combination\ complexity N. operations N. parameters 

CNN+BOW 65.5M 40M 
CNN+N-grams 77.25M 36M 
CNN+TF-IDF 89M 46M 

CNN+Word2vec 53.5M 29M 
CNN+GloVe 45M 27M 

CNN+FastText 39M 22M 
 

As the experimental findings indicate in the table 9 above, 
the combination CNN+FastText requires computational 
complexity in space much lower than others combinations. 
Since it carried out numerous operations with a size equal to 
39M and its size of parameters is equal to 22M. 

 
The following table 10 illustrates the experimental findings 

after gauging the computational time complexity of all 
combinations of our approach in terms of both training time 
consumed and testing time consumed. 

 
Table 10. Time complexity of the all combinations of our 

approach. 
Combination\ complexity Training time Testing time 

CNN+BOW 46.23s 17.5s 
CNN+N-grams 51s 19s 
CNN+TF-IDF 69s 21s 

CNN+Word2vec 38.25s 14.5s 
CNN+GloVe 28.65s 15.25s 

CNN+FastText 15.46s 10.98s 
 
As the experimental findings indicate in the table 10 above, 

the combination CNN+FastText requires computational 
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and recall. It measures the performance of the system and is 
calculated according to equation (9). 
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We have also implemented our approach on Hadoop 
framework with a cluster of five machine: four slave nodes and 
one master node. The configuration of the cluster is presented 
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apache hadoop  version 2.7.2 
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consumption used by a pattern. In these following tables, we 
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complexity in space much lower than others combinations. 
Since it carried out numerous operations with a size equal to 
39M and its size of parameters is equal to 22M. 

 
The following table 10 illustrates the experimental findings 

after gauging the computational time complexity of all 
combinations of our approach in terms of both training time 
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corpus with the different existing pre-trained word embeddings 
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consumption used by a pattern. In these following tables, we 
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F1 measure (F1): represents the harmonic mean of precision 
and recall. It measures the performance of the system and is 
calculated according to equation (9). 

 

                       𝐹𝐹1 =  2 × 𝑃𝑃 × 𝑅𝑅
𝑃𝑃 + 𝑅𝑅                                            (9) 

 
Accuracy A: evaluates our approach in an overall [23]. It is 

calculated according to the equation (10). 
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We have also implemented our approach on Hadoop 
framework with a cluster of five machine: four slave nodes and 
one master node. The configuration of the cluster is presented 
in the following table 6: 

 
Table 6. Parameters setting of the Hadoop cluster. 

 
Configuration Parameters 

N. of nodes  5 
apache hadoop  version 2.7.2 

OS Ubuntu 20.04.4 
Memory 16 GB 

CPU Intel(R) Core(TM) i7-
4810MQ CPU @ 

2.80GHz   2.80 GHz 
 
 
The Parameters settings of CNN used in our implementation 

are shown in the following table 7:  
 

Table 7. Parameters setting of the CNN. 
Parameter Value 

Vocabulary size   45,000 
Padding  0 

Regularizer L2 
Size of filter 4,7 

Number of filter 15 
Activation function  ReLU 

Function of Pooling layer  Max-pooling 
N. of pooling layer  3 

N. of convolutional layer  3 
Input embedding matrix 500x500 

 
 

A. Impact of the choice of input embeddings on the CNN 
The CNN architecture was trained on the Sentiment140 

corpus with the different existing pre-trained word embeddings 
(Bag-of-Word, N-grams, TF-IDF, Word2vec, GloVe, and 

FastText). The table 3 reports the performance of our approach 
in terms of precision, recall, F1 measure and accuracy. 
 

Table 8. P, R F1, A of the all combinations of our approach. 
 
Combination\criteria 

(%) 
P R F1 A 

CNN+BOW 64.08 63.51 63.79 66.92 
CNN+N-grams 49.97 60.23 54.62 58.49 
CNN+TF-IDF 68.88 71.59 70.20 70.02 

CNN+Word2vec 86.13 83.55 84.82 85.06 
CNN+GloVe 79.49 80.05 79.76 79.54 

CNN+FastText 93.43 90.89 92.14 91.32 
 

  From the table 8, we remark that the combination 
CNN+FastText performs better than other combinations in 
terms of P(93.43%), R(90.89%), F1(92.14%) and A(91.32%). 
 

Pattern complexity is a metric for the time and space 
consumption used by a pattern. In these following tables, we 
assessed the time and space complexity of all combinations of 
our approach. 

 
Table 9. Space complexity of the all combinations of our 

approach. 
Combination\ complexity N. operations N. parameters 

CNN+BOW 65.5M 40M 
CNN+N-grams 77.25M 36M 
CNN+TF-IDF 89M 46M 

CNN+Word2vec 53.5M 29M 
CNN+GloVe 45M 27M 

CNN+FastText 39M 22M 
 

As the experimental findings indicate in the table 9 above, 
the combination CNN+FastText requires computational 
complexity in space much lower than others combinations. 
Since it carried out numerous operations with a size equal to 
39M and its size of parameters is equal to 22M. 

 
The following table 10 illustrates the experimental findings 

after gauging the computational time complexity of all 
combinations of our approach in terms of both training time 
consumed and testing time consumed. 

 
Table 10. Time complexity of the all combinations of our 

approach. 
Combination\ complexity Training time Testing time 

CNN+BOW 46.23s 17.5s 
CNN+N-grams 51s 19s 
CNN+TF-IDF 69s 21s 

CNN+Word2vec 38.25s 14.5s 
CNN+GloVe 28.65s 15.25s 

CNN+FastText 15.46s 10.98s 
 
As the experimental findings indicate in the table 10 above, 

the combination CNN+FastText requires computational 
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Configuration Parameters 

N. of nodes  5 
apache hadoop  version 2.7.2 

OS Ubuntu 20.04.4 
Memory 16 GB 

CPU Intel(R) Core(TM) i7-
4810MQ CPU @ 

2.80GHz   2.80 GHz 
 
 
The Parameters settings of CNN used in our implementation 

are shown in the following table 7:  
 

Table 7. Parameters setting of the CNN. 
Parameter Value 

Vocabulary size   45,000 
Padding  0 

Regularizer L2 
Size of filter 4,7 

Number of filter 15 
Activation function  ReLU 

Function of Pooling layer  Max-pooling 
N. of pooling layer  3 

N. of convolutional layer  3 
Input embedding matrix 500x500 

 
 

A. Impact of the choice of input embeddings on the CNN 
The CNN architecture was trained on the Sentiment140 

corpus with the different existing pre-trained word embeddings 
(Bag-of-Word, N-grams, TF-IDF, Word2vec, GloVe, and 

FastText). The table 3 reports the performance of our approach 
in terms of precision, recall, F1 measure and accuracy. 
 

Table 8. P, R F1, A of the all combinations of our approach. 
 
Combination\criteria 

(%) 
P R F1 A 

CNN+BOW 64.08 63.51 63.79 66.92 
CNN+N-grams 49.97 60.23 54.62 58.49 
CNN+TF-IDF 68.88 71.59 70.20 70.02 

CNN+Word2vec 86.13 83.55 84.82 85.06 
CNN+GloVe 79.49 80.05 79.76 79.54 

CNN+FastText 93.43 90.89 92.14 91.32 
 

  From the table 8, we remark that the combination 
CNN+FastText performs better than other combinations in 
terms of P(93.43%), R(90.89%), F1(92.14%) and A(91.32%). 
 

Pattern complexity is a metric for the time and space 
consumption used by a pattern. In these following tables, we 
assessed the time and space complexity of all combinations of 
our approach. 

 
Table 9. Space complexity of the all combinations of our 

approach. 
Combination\ complexity N. operations N. parameters 

CNN+BOW 65.5M 40M 
CNN+N-grams 77.25M 36M 
CNN+TF-IDF 89M 46M 

CNN+Word2vec 53.5M 29M 
CNN+GloVe 45M 27M 

CNN+FastText 39M 22M 
 

As the experimental findings indicate in the table 9 above, 
the combination CNN+FastText requires computational 
complexity in space much lower than others combinations. 
Since it carried out numerous operations with a size equal to 
39M and its size of parameters is equal to 22M. 

 
The following table 10 illustrates the experimental findings 

after gauging the computational time complexity of all 
combinations of our approach in terms of both training time 
consumed and testing time consumed. 

 
Table 10. Time complexity of the all combinations of our 

approach. 
Combination\ complexity Training time Testing time 

CNN+BOW 46.23s 17.5s 
CNN+N-grams 51s 19s 
CNN+TF-IDF 69s 21s 

CNN+Word2vec 38.25s 14.5s 
CNN+GloVe 28.65s 15.25s 

CNN+FastText 15.46s 10.98s 
 
As the experimental findings indicate in the table 10 above, 

the combination CNN+FastText requires computational 
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                (8) 

 
 

F1 measure (F1): represents the harmonic mean of precision 
and recall. It measures the performance of the system and is 
calculated according to equation (9). 

 

                       𝐹𝐹1 =  2 × 𝑃𝑃 × 𝑅𝑅
𝑃𝑃 + 𝑅𝑅                                            (9) 

 
Accuracy A: evaluates our approach in an overall [23]. It is 

calculated according to the equation (10). 
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𝑇𝑇𝑜𝑜𝑠𝑠𝑐𝑐𝑐𝑐 𝑠𝑠𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜 𝑠𝑠𝑁𝑁𝑠𝑠𝑠𝑠𝑁𝑁𝑠𝑠𝑠𝑠𝑁𝑁𝑠𝑠          (10) 

 
 

We have also implemented our approach on Hadoop 
framework with a cluster of five machine: four slave nodes and 
one master node. The configuration of the cluster is presented 
in the following table 6: 

 
Table 6. Parameters setting of the Hadoop cluster. 

 
Configuration Parameters 

N. of nodes  5 
apache hadoop  version 2.7.2 

OS Ubuntu 20.04.4 
Memory 16 GB 

CPU Intel(R) Core(TM) i7-
4810MQ CPU @ 

2.80GHz   2.80 GHz 
 
 
The Parameters settings of CNN used in our implementation 

are shown in the following table 7:  
 

Table 7. Parameters setting of the CNN. 
Parameter Value 

Vocabulary size   45,000 
Padding  0 

Regularizer L2 
Size of filter 4,7 

Number of filter 15 
Activation function  ReLU 

Function of Pooling layer  Max-pooling 
N. of pooling layer  3 

N. of convolutional layer  3 
Input embedding matrix 500x500 

 
 

A. Impact of the choice of input embeddings on the CNN 
The CNN architecture was trained on the Sentiment140 

corpus with the different existing pre-trained word embeddings 
(Bag-of-Word, N-grams, TF-IDF, Word2vec, GloVe, and 

FastText). The table 3 reports the performance of our approach 
in terms of precision, recall, F1 measure and accuracy. 
 

Table 8. P, R F1, A of the all combinations of our approach. 
 
Combination\criteria 

(%) 
P R F1 A 

CNN+BOW 64.08 63.51 63.79 66.92 
CNN+N-grams 49.97 60.23 54.62 58.49 
CNN+TF-IDF 68.88 71.59 70.20 70.02 

CNN+Word2vec 86.13 83.55 84.82 85.06 
CNN+GloVe 79.49 80.05 79.76 79.54 

CNN+FastText 93.43 90.89 92.14 91.32 
 

  From the table 8, we remark that the combination 
CNN+FastText performs better than other combinations in 
terms of P(93.43%), R(90.89%), F1(92.14%) and A(91.32%). 
 

Pattern complexity is a metric for the time and space 
consumption used by a pattern. In these following tables, we 
assessed the time and space complexity of all combinations of 
our approach. 

 
Table 9. Space complexity of the all combinations of our 

approach. 
Combination\ complexity N. operations N. parameters 

CNN+BOW 65.5M 40M 
CNN+N-grams 77.25M 36M 
CNN+TF-IDF 89M 46M 

CNN+Word2vec 53.5M 29M 
CNN+GloVe 45M 27M 

CNN+FastText 39M 22M 
 

As the experimental findings indicate in the table 9 above, 
the combination CNN+FastText requires computational 
complexity in space much lower than others combinations. 
Since it carried out numerous operations with a size equal to 
39M and its size of parameters is equal to 22M. 

 
The following table 10 illustrates the experimental findings 

after gauging the computational time complexity of all 
combinations of our approach in terms of both training time 
consumed and testing time consumed. 

 
Table 10. Time complexity of the all combinations of our 

approach. 
Combination\ complexity Training time Testing time 

CNN+BOW 46.23s 17.5s 
CNN+N-grams 51s 19s 
CNN+TF-IDF 69s 21s 

CNN+Word2vec 38.25s 14.5s 
CNN+GloVe 28.65s 15.25s 

CNN+FastText 15.46s 10.98s 
 
As the experimental findings indicate in the table 10 above, 

the combination CNN+FastText requires computational 
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                (8) 

 
 

F1 measure (F1): represents the harmonic mean of precision 
and recall. It measures the performance of the system and is 
calculated according to equation (9). 

 

                       𝐹𝐹1 =  2 × 𝑃𝑃 × 𝑅𝑅
𝑃𝑃 + 𝑅𝑅                                            (9) 

 
Accuracy A: evaluates our approach in an overall [23]. It is 

calculated according to the equation (10). 
 

𝐴𝐴 =  𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜 𝑠𝑠𝑁𝑁𝑠𝑠𝑠𝑠𝑁𝑁𝑠𝑠𝑠𝑠𝑁𝑁𝑠𝑠 𝑠𝑠𝑜𝑜𝑁𝑁𝑁𝑁𝑁𝑁𝑠𝑠𝑠𝑠𝑐𝑐𝑐𝑐 𝑠𝑠𝑐𝑐𝑐𝑐𝑠𝑠𝑠𝑠𝑐𝑐𝑜𝑜𝑐𝑐𝑁𝑁𝑐𝑐
𝑇𝑇𝑜𝑜𝑠𝑠𝑐𝑐𝑐𝑐 𝑠𝑠𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜 𝑠𝑠𝑁𝑁𝑠𝑠𝑠𝑠𝑁𝑁𝑠𝑠𝑠𝑠𝑁𝑁𝑠𝑠          (10) 

 
 

We have also implemented our approach on Hadoop 
framework with a cluster of five machine: four slave nodes and 
one master node. The configuration of the cluster is presented 
in the following table 6: 

 
Table 6. Parameters setting of the Hadoop cluster. 

 
Configuration Parameters 

N. of nodes  5 
apache hadoop  version 2.7.2 

OS Ubuntu 20.04.4 
Memory 16 GB 

CPU Intel(R) Core(TM) i7-
4810MQ CPU @ 

2.80GHz   2.80 GHz 
 
 
The Parameters settings of CNN used in our implementation 

are shown in the following table 7:  
 

Table 7. Parameters setting of the CNN. 
Parameter Value 

Vocabulary size   45,000 
Padding  0 

Regularizer L2 
Size of filter 4,7 

Number of filter 15 
Activation function  ReLU 

Function of Pooling layer  Max-pooling 
N. of pooling layer  3 

N. of convolutional layer  3 
Input embedding matrix 500x500 

 
 

A. Impact of the choice of input embeddings on the CNN 
The CNN architecture was trained on the Sentiment140 

corpus with the different existing pre-trained word embeddings 
(Bag-of-Word, N-grams, TF-IDF, Word2vec, GloVe, and 

FastText). The table 3 reports the performance of our approach 
in terms of precision, recall, F1 measure and accuracy. 
 

Table 8. P, R F1, A of the all combinations of our approach. 
 
Combination\criteria 

(%) 
P R F1 A 

CNN+BOW 64.08 63.51 63.79 66.92 
CNN+N-grams 49.97 60.23 54.62 58.49 
CNN+TF-IDF 68.88 71.59 70.20 70.02 

CNN+Word2vec 86.13 83.55 84.82 85.06 
CNN+GloVe 79.49 80.05 79.76 79.54 

CNN+FastText 93.43 90.89 92.14 91.32 
 

  From the table 8, we remark that the combination 
CNN+FastText performs better than other combinations in 
terms of P(93.43%), R(90.89%), F1(92.14%) and A(91.32%). 
 

Pattern complexity is a metric for the time and space 
consumption used by a pattern. In these following tables, we 
assessed the time and space complexity of all combinations of 
our approach. 

 
Table 9. Space complexity of the all combinations of our 

approach. 
Combination\ complexity N. operations N. parameters 

CNN+BOW 65.5M 40M 
CNN+N-grams 77.25M 36M 
CNN+TF-IDF 89M 46M 

CNN+Word2vec 53.5M 29M 
CNN+GloVe 45M 27M 

CNN+FastText 39M 22M 
 

As the experimental findings indicate in the table 9 above, 
the combination CNN+FastText requires computational 
complexity in space much lower than others combinations. 
Since it carried out numerous operations with a size equal to 
39M and its size of parameters is equal to 22M. 

 
The following table 10 illustrates the experimental findings 

after gauging the computational time complexity of all 
combinations of our approach in terms of both training time 
consumed and testing time consumed. 

 
Table 10. Time complexity of the all combinations of our 

approach. 
Combination\ complexity Training time Testing time 

CNN+BOW 46.23s 17.5s 
CNN+N-grams 51s 19s 
CNN+TF-IDF 69s 21s 

CNN+Word2vec 38.25s 14.5s 
CNN+GloVe 28.65s 15.25s 

CNN+FastText 15.46s 10.98s 
 
As the experimental findings indicate in the table 10 above, 

the combination CNN+FastText requires computational 
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                (8) 

 
 

F1 measure (F1): represents the harmonic mean of precision 
and recall. It measures the performance of the system and is 
calculated according to equation (9). 

 

                       𝐹𝐹1 =  2 × 𝑃𝑃 × 𝑅𝑅
𝑃𝑃 + 𝑅𝑅                                            (9) 

 
Accuracy A: evaluates our approach in an overall [23]. It is 

calculated according to the equation (10). 
 

𝐴𝐴 =  𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜 𝑠𝑠𝑁𝑁𝑠𝑠𝑠𝑠𝑁𝑁𝑠𝑠𝑠𝑠𝑁𝑁𝑠𝑠 𝑠𝑠𝑜𝑜𝑁𝑁𝑁𝑁𝑁𝑁𝑠𝑠𝑠𝑠𝑐𝑐𝑐𝑐 𝑠𝑠𝑐𝑐𝑐𝑐𝑠𝑠𝑠𝑠𝑐𝑐𝑜𝑜𝑐𝑐𝑁𝑁𝑐𝑐
𝑇𝑇𝑜𝑜𝑠𝑠𝑐𝑐𝑐𝑐 𝑠𝑠𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜 𝑠𝑠𝑁𝑁𝑠𝑠𝑠𝑠𝑁𝑁𝑠𝑠𝑠𝑠𝑁𝑁𝑠𝑠          (10) 

 
 

We have also implemented our approach on Hadoop 
framework with a cluster of five machine: four slave nodes and 
one master node. The configuration of the cluster is presented 
in the following table 6: 

 
Table 6. Parameters setting of the Hadoop cluster. 

 
Configuration Parameters 

N. of nodes  5 
apache hadoop  version 2.7.2 

OS Ubuntu 20.04.4 
Memory 16 GB 

CPU Intel(R) Core(TM) i7-
4810MQ CPU @ 

2.80GHz   2.80 GHz 
 
 
The Parameters settings of CNN used in our implementation 

are shown in the following table 7:  
 

Table 7. Parameters setting of the CNN. 
Parameter Value 

Vocabulary size   45,000 
Padding  0 

Regularizer L2 
Size of filter 4,7 

Number of filter 15 
Activation function  ReLU 

Function of Pooling layer  Max-pooling 
N. of pooling layer  3 

N. of convolutional layer  3 
Input embedding matrix 500x500 

 
 

A. Impact of the choice of input embeddings on the CNN 
The CNN architecture was trained on the Sentiment140 

corpus with the different existing pre-trained word embeddings 
(Bag-of-Word, N-grams, TF-IDF, Word2vec, GloVe, and 

FastText). The table 3 reports the performance of our approach 
in terms of precision, recall, F1 measure and accuracy. 
 

Table 8. P, R F1, A of the all combinations of our approach. 
 
Combination\criteria 

(%) 
P R F1 A 

CNN+BOW 64.08 63.51 63.79 66.92 
CNN+N-grams 49.97 60.23 54.62 58.49 
CNN+TF-IDF 68.88 71.59 70.20 70.02 

CNN+Word2vec 86.13 83.55 84.82 85.06 
CNN+GloVe 79.49 80.05 79.76 79.54 

CNN+FastText 93.43 90.89 92.14 91.32 
 

  From the table 8, we remark that the combination 
CNN+FastText performs better than other combinations in 
terms of P(93.43%), R(90.89%), F1(92.14%) and A(91.32%). 
 

Pattern complexity is a metric for the time and space 
consumption used by a pattern. In these following tables, we 
assessed the time and space complexity of all combinations of 
our approach. 

 
Table 9. Space complexity of the all combinations of our 

approach. 
Combination\ complexity N. operations N. parameters 

CNN+BOW 65.5M 40M 
CNN+N-grams 77.25M 36M 
CNN+TF-IDF 89M 46M 

CNN+Word2vec 53.5M 29M 
CNN+GloVe 45M 27M 

CNN+FastText 39M 22M 
 

As the experimental findings indicate in the table 9 above, 
the combination CNN+FastText requires computational 
complexity in space much lower than others combinations. 
Since it carried out numerous operations with a size equal to 
39M and its size of parameters is equal to 22M. 

 
The following table 10 illustrates the experimental findings 

after gauging the computational time complexity of all 
combinations of our approach in terms of both training time 
consumed and testing time consumed. 

 
Table 10. Time complexity of the all combinations of our 

approach. 
Combination\ complexity Training time Testing time 

CNN+BOW 46.23s 17.5s 
CNN+N-grams 51s 19s 
CNN+TF-IDF 69s 21s 

CNN+Word2vec 38.25s 14.5s 
CNN+GloVe 28.65s 15.25s 

CNN+FastText 15.46s 10.98s 
 
As the experimental findings indicate in the table 10 above, 

the combination CNN+FastText requires computational 
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F1 measure (F1): represents the harmonic mean of precision 
and recall. It measures the performance of the system and is 
calculated according to equation (9). 

 

                       𝐹𝐹1 =  2 × 𝑃𝑃 × 𝑅𝑅
𝑃𝑃 + 𝑅𝑅                                            (9) 

 
Accuracy A: evaluates our approach in an overall [23]. It is 

calculated according to the equation (10). 
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We have also implemented our approach on Hadoop 
framework with a cluster of five machine: four slave nodes and 
one master node. The configuration of the cluster is presented 
in the following table 6: 

 
Table 6. Parameters setting of the Hadoop cluster. 

 
Configuration Parameters 

N. of nodes  5 
apache hadoop  version 2.7.2 

OS Ubuntu 20.04.4 
Memory 16 GB 

CPU Intel(R) Core(TM) i7-
4810MQ CPU @ 

2.80GHz   2.80 GHz 
 
 
The Parameters settings of CNN used in our implementation 

are shown in the following table 7:  
 

Table 7. Parameters setting of the CNN. 
Parameter Value 

Vocabulary size   45,000 
Padding  0 

Regularizer L2 
Size of filter 4,7 

Number of filter 15 
Activation function  ReLU 

Function of Pooling layer  Max-pooling 
N. of pooling layer  3 

N. of convolutional layer  3 
Input embedding matrix 500x500 

 
 

A. Impact of the choice of input embeddings on the CNN 
The CNN architecture was trained on the Sentiment140 

corpus with the different existing pre-trained word embeddings 
(Bag-of-Word, N-grams, TF-IDF, Word2vec, GloVe, and 

FastText). The table 3 reports the performance of our approach 
in terms of precision, recall, F1 measure and accuracy. 
 

Table 8. P, R F1, A of the all combinations of our approach. 
 
Combination\criteria 

(%) 
P R F1 A 

CNN+BOW 64.08 63.51 63.79 66.92 
CNN+N-grams 49.97 60.23 54.62 58.49 
CNN+TF-IDF 68.88 71.59 70.20 70.02 

CNN+Word2vec 86.13 83.55 84.82 85.06 
CNN+GloVe 79.49 80.05 79.76 79.54 

CNN+FastText 93.43 90.89 92.14 91.32 
 

  From the table 8, we remark that the combination 
CNN+FastText performs better than other combinations in 
terms of P(93.43%), R(90.89%), F1(92.14%) and A(91.32%). 
 

Pattern complexity is a metric for the time and space 
consumption used by a pattern. In these following tables, we 
assessed the time and space complexity of all combinations of 
our approach. 

 
Table 9. Space complexity of the all combinations of our 

approach. 
Combination\ complexity N. operations N. parameters 

CNN+BOW 65.5M 40M 
CNN+N-grams 77.25M 36M 
CNN+TF-IDF 89M 46M 

CNN+Word2vec 53.5M 29M 
CNN+GloVe 45M 27M 

CNN+FastText 39M 22M 
 

As the experimental findings indicate in the table 9 above, 
the combination CNN+FastText requires computational 
complexity in space much lower than others combinations. 
Since it carried out numerous operations with a size equal to 
39M and its size of parameters is equal to 22M. 

 
The following table 10 illustrates the experimental findings 

after gauging the computational time complexity of all 
combinations of our approach in terms of both training time 
consumed and testing time consumed. 

 
Table 10. Time complexity of the all combinations of our 

approach. 
Combination\ complexity Training time Testing time 

CNN+BOW 46.23s 17.5s 
CNN+N-grams 51s 19s 
CNN+TF-IDF 69s 21s 

CNN+Word2vec 38.25s 14.5s 
CNN+GloVe 28.65s 15.25s 

CNN+FastText 15.46s 10.98s 
 
As the experimental findings indicate in the table 10 above, 

the combination CNN+FastText requires computational 
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We have also implemented our approach on Hadoop 
framework with a cluster of five machine: four slave nodes and 
one master node. The configuration of the cluster is presented 
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Configuration Parameters 

N. of nodes  5 
apache hadoop  version 2.7.2 
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Memory 16 GB 
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The Parameters settings of CNN used in our implementation 

are shown in the following table 7:  
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Function of Pooling layer  Max-pooling 
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A. Impact of the choice of input embeddings on the CNN 
The CNN architecture was trained on the Sentiment140 

corpus with the different existing pre-trained word embeddings 
(Bag-of-Word, N-grams, TF-IDF, Word2vec, GloVe, and 

FastText). The table 3 reports the performance of our approach 
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  From the table 8, we remark that the combination 
CNN+FastText performs better than other combinations in 
terms of P(93.43%), R(90.89%), F1(92.14%) and A(91.32%). 
 

Pattern complexity is a metric for the time and space 
consumption used by a pattern. In these following tables, we 
assessed the time and space complexity of all combinations of 
our approach. 

 
Table 9. Space complexity of the all combinations of our 

approach. 
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As the experimental findings indicate in the table 9 above, 
the combination CNN+FastText requires computational 
complexity in space much lower than others combinations. 
Since it carried out numerous operations with a size equal to 
39M and its size of parameters is equal to 22M. 

 
The following table 10 illustrates the experimental findings 

after gauging the computational time complexity of all 
combinations of our approach in terms of both training time 
consumed and testing time consumed. 

 
Table 10. Time complexity of the all combinations of our 

approach. 
Combination\ complexity Training time Testing time 
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CNN+N-grams 51s 19s 
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Function of Pooling layer  Max-pooling 
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A. Impact of the choice of input embeddings on the CNN 
The CNN architecture was trained on the Sentiment140 

corpus with the different existing pre-trained word embeddings 
(Bag-of-Word, N-grams, TF-IDF, Word2vec, GloVe, and 

FastText). The table 3 reports the performance of our approach 
in terms of precision, recall, F1 measure and accuracy. 
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terms of P(93.43%), R(90.89%), F1(92.14%) and A(91.32%). 
 

Pattern complexity is a metric for the time and space 
consumption used by a pattern. In these following tables, we 
assessed the time and space complexity of all combinations of 
our approach. 
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approach. 
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Since it carried out numerous operations with a size equal to 
39M and its size of parameters is equal to 22M. 

 
The following table 10 illustrates the experimental findings 

after gauging the computational time complexity of all 
combinations of our approach in terms of both training time 
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We have also implemented our approach on Hadoop 
framework with a cluster of five machine: four slave nodes and 
one master node. The configuration of the cluster is presented 
in the following table 6: 

 
Table 6. Parameters setting of the Hadoop cluster. 

 
Configuration Parameters 

N. of nodes  5 
apache hadoop  version 2.7.2 

OS Ubuntu 20.04.4 
Memory 16 GB 

CPU Intel(R) Core(TM) i7-
4810MQ CPU @ 

2.80GHz   2.80 GHz 
 
 
The Parameters settings of CNN used in our implementation 

are shown in the following table 7:  
 

Table 7. Parameters setting of the CNN. 
Parameter Value 

Vocabulary size   45,000 
Padding  0 

Regularizer L2 
Size of filter 4,7 

Number of filter 15 
Activation function  ReLU 

Function of Pooling layer  Max-pooling 
N. of pooling layer  3 

N. of convolutional layer  3 
Input embedding matrix 500x500 

 
 

A. Impact of the choice of input embeddings on the CNN 
The CNN architecture was trained on the Sentiment140 

corpus with the different existing pre-trained word embeddings 
(Bag-of-Word, N-grams, TF-IDF, Word2vec, GloVe, and 

FastText). The table 3 reports the performance of our approach 
in terms of precision, recall, F1 measure and accuracy. 
 

Table 8. P, R F1, A of the all combinations of our approach. 
 
Combination\criteria 

(%) 
P R F1 A 

CNN+BOW 64.08 63.51 63.79 66.92 
CNN+N-grams 49.97 60.23 54.62 58.49 
CNN+TF-IDF 68.88 71.59 70.20 70.02 

CNN+Word2vec 86.13 83.55 84.82 85.06 
CNN+GloVe 79.49 80.05 79.76 79.54 

CNN+FastText 93.43 90.89 92.14 91.32 
 

  From the table 8, we remark that the combination 
CNN+FastText performs better than other combinations in 
terms of P(93.43%), R(90.89%), F1(92.14%) and A(91.32%). 
 

Pattern complexity is a metric for the time and space 
consumption used by a pattern. In these following tables, we 
assessed the time and space complexity of all combinations of 
our approach. 

 
Table 9. Space complexity of the all combinations of our 

approach. 
Combination\ complexity N. operations N. parameters 

CNN+BOW 65.5M 40M 
CNN+N-grams 77.25M 36M 
CNN+TF-IDF 89M 46M 

CNN+Word2vec 53.5M 29M 
CNN+GloVe 45M 27M 

CNN+FastText 39M 22M 
 

As the experimental findings indicate in the table 9 above, 
the combination CNN+FastText requires computational 
complexity in space much lower than others combinations. 
Since it carried out numerous operations with a size equal to 
39M and its size of parameters is equal to 22M. 

 
The following table 10 illustrates the experimental findings 

after gauging the computational time complexity of all 
combinations of our approach in terms of both training time 
consumed and testing time consumed. 

 
Table 10. Time complexity of the all combinations of our 

approach. 
Combination\ complexity Training time Testing time 

CNN+BOW 46.23s 17.5s 
CNN+N-grams 51s 19s 
CNN+TF-IDF 69s 21s 

CNN+Word2vec 38.25s 14.5s 
CNN+GloVe 28.65s 15.25s 

CNN+FastText 15.46s 10.98s 
 
As the experimental findings indicate in the table 10 above, 

the combination CNN+FastText requires computational 
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F1 measure (F1): represents the harmonic mean of precision 
and recall. It measures the performance of the system and is 
calculated according to equation (9). 

 

                       𝐹𝐹1 =  2 × 𝑃𝑃 × 𝑅𝑅
𝑃𝑃 + 𝑅𝑅                                            (9) 

 
Accuracy A: evaluates our approach in an overall [23]. It is 

calculated according to the equation (10). 
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We have also implemented our approach on Hadoop 
framework with a cluster of five machine: four slave nodes and 
one master node. The configuration of the cluster is presented 
in the following table 6: 

 
Table 6. Parameters setting of the Hadoop cluster. 

 
Configuration Parameters 

N. of nodes  5 
apache hadoop  version 2.7.2 

OS Ubuntu 20.04.4 
Memory 16 GB 

CPU Intel(R) Core(TM) i7-
4810MQ CPU @ 

2.80GHz   2.80 GHz 
 
 
The Parameters settings of CNN used in our implementation 

are shown in the following table 7:  
 

Table 7. Parameters setting of the CNN. 
Parameter Value 

Vocabulary size   45,000 
Padding  0 

Regularizer L2 
Size of filter 4,7 

Number of filter 15 
Activation function  ReLU 

Function of Pooling layer  Max-pooling 
N. of pooling layer  3 

N. of convolutional layer  3 
Input embedding matrix 500x500 

 
 

A. Impact of the choice of input embeddings on the CNN 
The CNN architecture was trained on the Sentiment140 

corpus with the different existing pre-trained word embeddings 
(Bag-of-Word, N-grams, TF-IDF, Word2vec, GloVe, and 

FastText). The table 3 reports the performance of our approach 
in terms of precision, recall, F1 measure and accuracy. 
 

Table 8. P, R F1, A of the all combinations of our approach. 
 
Combination\criteria 

(%) 
P R F1 A 

CNN+BOW 64.08 63.51 63.79 66.92 
CNN+N-grams 49.97 60.23 54.62 58.49 
CNN+TF-IDF 68.88 71.59 70.20 70.02 

CNN+Word2vec 86.13 83.55 84.82 85.06 
CNN+GloVe 79.49 80.05 79.76 79.54 

CNN+FastText 93.43 90.89 92.14 91.32 
 

  From the table 8, we remark that the combination 
CNN+FastText performs better than other combinations in 
terms of P(93.43%), R(90.89%), F1(92.14%) and A(91.32%). 
 

Pattern complexity is a metric for the time and space 
consumption used by a pattern. In these following tables, we 
assessed the time and space complexity of all combinations of 
our approach. 

 
Table 9. Space complexity of the all combinations of our 

approach. 
Combination\ complexity N. operations N. parameters 

CNN+BOW 65.5M 40M 
CNN+N-grams 77.25M 36M 
CNN+TF-IDF 89M 46M 

CNN+Word2vec 53.5M 29M 
CNN+GloVe 45M 27M 

CNN+FastText 39M 22M 
 

As the experimental findings indicate in the table 9 above, 
the combination CNN+FastText requires computational 
complexity in space much lower than others combinations. 
Since it carried out numerous operations with a size equal to 
39M and its size of parameters is equal to 22M. 

 
The following table 10 illustrates the experimental findings 

after gauging the computational time complexity of all 
combinations of our approach in terms of both training time 
consumed and testing time consumed. 

 
Table 10. Time complexity of the all combinations of our 

approach. 
Combination\ complexity Training time Testing time 

CNN+BOW 46.23s 17.5s 
CNN+N-grams 51s 19s 
CNN+TF-IDF 69s 21s 

CNN+Word2vec 38.25s 14.5s 
CNN+GloVe 28.65s 15.25s 

CNN+FastText 15.46s 10.98s 
 
As the experimental findings indicate in the table 10 above, 

the combination CNN+FastText requires computational 
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F1 measure (F1): represents the harmonic mean of precision 
and recall. It measures the performance of the system and is 
calculated according to equation (9). 

 

                       𝐹𝐹1 =  2 × 𝑃𝑃 × 𝑅𝑅
𝑃𝑃 + 𝑅𝑅                                            (9) 

 
Accuracy A: evaluates our approach in an overall [23]. It is 

calculated according to the equation (10). 
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We have also implemented our approach on Hadoop 
framework with a cluster of five machine: four slave nodes and 
one master node. The configuration of the cluster is presented 
in the following table 6: 

 
Table 6. Parameters setting of the Hadoop cluster. 

 
Configuration Parameters 

N. of nodes  5 
apache hadoop  version 2.7.2 

OS Ubuntu 20.04.4 
Memory 16 GB 

CPU Intel(R) Core(TM) i7-
4810MQ CPU @ 

2.80GHz   2.80 GHz 
 
 
The Parameters settings of CNN used in our implementation 

are shown in the following table 7:  
 

Table 7. Parameters setting of the CNN. 
Parameter Value 

Vocabulary size   45,000 
Padding  0 

Regularizer L2 
Size of filter 4,7 

Number of filter 15 
Activation function  ReLU 

Function of Pooling layer  Max-pooling 
N. of pooling layer  3 

N. of convolutional layer  3 
Input embedding matrix 500x500 

 
 

A. Impact of the choice of input embeddings on the CNN 
The CNN architecture was trained on the Sentiment140 

corpus with the different existing pre-trained word embeddings 
(Bag-of-Word, N-grams, TF-IDF, Word2vec, GloVe, and 

FastText). The table 3 reports the performance of our approach 
in terms of precision, recall, F1 measure and accuracy. 
 

Table 8. P, R F1, A of the all combinations of our approach. 
 
Combination\criteria 

(%) 
P R F1 A 

CNN+BOW 64.08 63.51 63.79 66.92 
CNN+N-grams 49.97 60.23 54.62 58.49 
CNN+TF-IDF 68.88 71.59 70.20 70.02 

CNN+Word2vec 86.13 83.55 84.82 85.06 
CNN+GloVe 79.49 80.05 79.76 79.54 

CNN+FastText 93.43 90.89 92.14 91.32 
 

  From the table 8, we remark that the combination 
CNN+FastText performs better than other combinations in 
terms of P(93.43%), R(90.89%), F1(92.14%) and A(91.32%). 
 

Pattern complexity is a metric for the time and space 
consumption used by a pattern. In these following tables, we 
assessed the time and space complexity of all combinations of 
our approach. 

 
Table 9. Space complexity of the all combinations of our 

approach. 
Combination\ complexity N. operations N. parameters 

CNN+BOW 65.5M 40M 
CNN+N-grams 77.25M 36M 
CNN+TF-IDF 89M 46M 

CNN+Word2vec 53.5M 29M 
CNN+GloVe 45M 27M 

CNN+FastText 39M 22M 
 

As the experimental findings indicate in the table 9 above, 
the combination CNN+FastText requires computational 
complexity in space much lower than others combinations. 
Since it carried out numerous operations with a size equal to 
39M and its size of parameters is equal to 22M. 

 
The following table 10 illustrates the experimental findings 

after gauging the computational time complexity of all 
combinations of our approach in terms of both training time 
consumed and testing time consumed. 

 
Table 10. Time complexity of the all combinations of our 

approach. 
Combination\ complexity Training time Testing time 

CNN+BOW 46.23s 17.5s 
CNN+N-grams 51s 19s 
CNN+TF-IDF 69s 21s 

CNN+Word2vec 38.25s 14.5s 
CNN+GloVe 28.65s 15.25s 

CNN+FastText 15.46s 10.98s 
 
As the experimental findings indicate in the table 10 above, 

the combination CNN+FastText requires computational 
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F1 measure (F1): represents the harmonic mean of precision 
and recall. It measures the performance of the system and is 
calculated according to equation (9). 

 

                       𝐹𝐹1 =  2 × 𝑃𝑃 × 𝑅𝑅
𝑃𝑃 + 𝑅𝑅                                            (9) 

 
Accuracy A: evaluates our approach in an overall [23]. It is 
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We have also implemented our approach on Hadoop 
framework with a cluster of five machine: four slave nodes and 
one master node. The configuration of the cluster is presented 
in the following table 6: 

 
Table 6. Parameters setting of the Hadoop cluster. 

 
Configuration Parameters 

N. of nodes  5 
apache hadoop  version 2.7.2 

OS Ubuntu 20.04.4 
Memory 16 GB 

CPU Intel(R) Core(TM) i7-
4810MQ CPU @ 

2.80GHz   2.80 GHz 
 
 
The Parameters settings of CNN used in our implementation 

are shown in the following table 7:  
 

Table 7. Parameters setting of the CNN. 
Parameter Value 

Vocabulary size   45,000 
Padding  0 

Regularizer L2 
Size of filter 4,7 

Number of filter 15 
Activation function  ReLU 

Function of Pooling layer  Max-pooling 
N. of pooling layer  3 

N. of convolutional layer  3 
Input embedding matrix 500x500 

 
 

A. Impact of the choice of input embeddings on the CNN 
The CNN architecture was trained on the Sentiment140 

corpus with the different existing pre-trained word embeddings 
(Bag-of-Word, N-grams, TF-IDF, Word2vec, GloVe, and 

FastText). The table 3 reports the performance of our approach 
in terms of precision, recall, F1 measure and accuracy. 
 

Table 8. P, R F1, A of the all combinations of our approach. 
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CNN+BOW 64.08 63.51 63.79 66.92 
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CNN+Word2vec 86.13 83.55 84.82 85.06 
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  From the table 8, we remark that the combination 
CNN+FastText performs better than other combinations in 
terms of P(93.43%), R(90.89%), F1(92.14%) and A(91.32%). 
 

Pattern complexity is a metric for the time and space 
consumption used by a pattern. In these following tables, we 
assessed the time and space complexity of all combinations of 
our approach. 
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CNN+TF-IDF 89M 46M 

CNN+Word2vec 53.5M 29M 
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As the experimental findings indicate in the table 9 above, 
the combination CNN+FastText requires computational 
complexity in space much lower than others combinations. 
Since it carried out numerous operations with a size equal to 
39M and its size of parameters is equal to 22M. 

 
The following table 10 illustrates the experimental findings 

after gauging the computational time complexity of all 
combinations of our approach in terms of both training time 
consumed and testing time consumed. 

 
Table 10. Time complexity of the all combinations of our 

approach. 
Combination\ complexity Training time Testing time 

CNN+BOW 46.23s 17.5s 
CNN+N-grams 51s 19s 
CNN+TF-IDF 69s 21s 
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F1 measure (F1): represents the harmonic mean of precision 
and recall. It measures the performance of the system and is 
calculated according to equation (9). 

 

                       𝐹𝐹1 =  2 × 𝑃𝑃 × 𝑅𝑅
𝑃𝑃 + 𝑅𝑅                                            (9) 

 
Accuracy A: evaluates our approach in an overall [23]. It is 

calculated according to the equation (10). 
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We have also implemented our approach on Hadoop 
framework with a cluster of five machine: four slave nodes and 
one master node. The configuration of the cluster is presented 
in the following table 6: 

 
Table 6. Parameters setting of the Hadoop cluster. 

 
Configuration Parameters 

N. of nodes  5 
apache hadoop  version 2.7.2 

OS Ubuntu 20.04.4 
Memory 16 GB 

CPU Intel(R) Core(TM) i7-
4810MQ CPU @ 

2.80GHz   2.80 GHz 
 
 
The Parameters settings of CNN used in our implementation 

are shown in the following table 7:  
 

Table 7. Parameters setting of the CNN. 
Parameter Value 

Vocabulary size   45,000 
Padding  0 

Regularizer L2 
Size of filter 4,7 

Number of filter 15 
Activation function  ReLU 

Function of Pooling layer  Max-pooling 
N. of pooling layer  3 

N. of convolutional layer  3 
Input embedding matrix 500x500 

 
 

A. Impact of the choice of input embeddings on the CNN 
The CNN architecture was trained on the Sentiment140 

corpus with the different existing pre-trained word embeddings 
(Bag-of-Word, N-grams, TF-IDF, Word2vec, GloVe, and 

FastText). The table 3 reports the performance of our approach 
in terms of precision, recall, F1 measure and accuracy. 
 

Table 8. P, R F1, A of the all combinations of our approach. 
 
Combination\criteria 

(%) 
P R F1 A 

CNN+BOW 64.08 63.51 63.79 66.92 
CNN+N-grams 49.97 60.23 54.62 58.49 
CNN+TF-IDF 68.88 71.59 70.20 70.02 

CNN+Word2vec 86.13 83.55 84.82 85.06 
CNN+GloVe 79.49 80.05 79.76 79.54 

CNN+FastText 93.43 90.89 92.14 91.32 
 

  From the table 8, we remark that the combination 
CNN+FastText performs better than other combinations in 
terms of P(93.43%), R(90.89%), F1(92.14%) and A(91.32%). 
 

Pattern complexity is a metric for the time and space 
consumption used by a pattern. In these following tables, we 
assessed the time and space complexity of all combinations of 
our approach. 

 
Table 9. Space complexity of the all combinations of our 

approach. 
Combination\ complexity N. operations N. parameters 

CNN+BOW 65.5M 40M 
CNN+N-grams 77.25M 36M 
CNN+TF-IDF 89M 46M 

CNN+Word2vec 53.5M 29M 
CNN+GloVe 45M 27M 

CNN+FastText 39M 22M 
 

As the experimental findings indicate in the table 9 above, 
the combination CNN+FastText requires computational 
complexity in space much lower than others combinations. 
Since it carried out numerous operations with a size equal to 
39M and its size of parameters is equal to 22M. 

 
The following table 10 illustrates the experimental findings 

after gauging the computational time complexity of all 
combinations of our approach in terms of both training time 
consumed and testing time consumed. 

 
Table 10. Time complexity of the all combinations of our 

approach. 
Combination\ complexity Training time Testing time 

CNN+BOW 46.23s 17.5s 
CNN+N-grams 51s 19s 
CNN+TF-IDF 69s 21s 

CNN+Word2vec 38.25s 14.5s 
CNN+GloVe 28.65s 15.25s 

CNN+FastText 15.46s 10.98s 
 
As the experimental findings indicate in the table 10 above, 

the combination CNN+FastText requires computational 
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F1 measure (F1): represents the harmonic mean of precision 
and recall. It measures the performance of the system and is 
calculated according to equation (9). 
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Accuracy A: evaluates our approach in an overall [23]. It is 

calculated according to the equation (10). 
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We have also implemented our approach on Hadoop 
framework with a cluster of five machine: four slave nodes and 
one master node. The configuration of the cluster is presented 
in the following table 6: 

 
Table 6. Parameters setting of the Hadoop cluster. 

 
Configuration Parameters 

N. of nodes  5 
apache hadoop  version 2.7.2 

OS Ubuntu 20.04.4 
Memory 16 GB 

CPU Intel(R) Core(TM) i7-
4810MQ CPU @ 

2.80GHz   2.80 GHz 
 
 
The Parameters settings of CNN used in our implementation 

are shown in the following table 7:  
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Vocabulary size   45,000 
Padding  0 

Regularizer L2 
Size of filter 4,7 

Number of filter 15 
Activation function  ReLU 

Function of Pooling layer  Max-pooling 
N. of pooling layer  3 
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Input embedding matrix 500x500 

 
 

A. Impact of the choice of input embeddings on the CNN 
The CNN architecture was trained on the Sentiment140 

corpus with the different existing pre-trained word embeddings 
(Bag-of-Word, N-grams, TF-IDF, Word2vec, GloVe, and 

FastText). The table 3 reports the performance of our approach 
in terms of precision, recall, F1 measure and accuracy. 
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  From the table 8, we remark that the combination 
CNN+FastText performs better than other combinations in 
terms of P(93.43%), R(90.89%), F1(92.14%) and A(91.32%). 
 

Pattern complexity is a metric for the time and space 
consumption used by a pattern. In these following tables, we 
assessed the time and space complexity of all combinations of 
our approach. 
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CNN+N-grams 77.25M 36M 
CNN+TF-IDF 89M 46M 
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As the experimental findings indicate in the table 9 above, 
the combination CNN+FastText requires computational 
complexity in space much lower than others combinations. 
Since it carried out numerous operations with a size equal to 
39M and its size of parameters is equal to 22M. 

 
The following table 10 illustrates the experimental findings 

after gauging the computational time complexity of all 
combinations of our approach in terms of both training time 
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apache hadoop  version 2.7.2 
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2.80GHz   2.80 GHz 
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are shown in the following table 7:  
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Number of filter 15 
Activation function  ReLU 

Function of Pooling layer  Max-pooling 
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Input embedding matrix 500x500 

 
 

A. Impact of the choice of input embeddings on the CNN 
The CNN architecture was trained on the Sentiment140 

corpus with the different existing pre-trained word embeddings 
(Bag-of-Word, N-grams, TF-IDF, Word2vec, GloVe, and 

FastText). The table 3 reports the performance of our approach 
in terms of precision, recall, F1 measure and accuracy. 
 

Table 8. P, R F1, A of the all combinations of our approach. 
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(%) 
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CNN+BOW 64.08 63.51 63.79 66.92 
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CNN+Word2vec 86.13 83.55 84.82 85.06 
CNN+GloVe 79.49 80.05 79.76 79.54 

CNN+FastText 93.43 90.89 92.14 91.32 
 

  From the table 8, we remark that the combination 
CNN+FastText performs better than other combinations in 
terms of P(93.43%), R(90.89%), F1(92.14%) and A(91.32%). 
 

Pattern complexity is a metric for the time and space 
consumption used by a pattern. In these following tables, we 
assessed the time and space complexity of all combinations of 
our approach. 

 
Table 9. Space complexity of the all combinations of our 
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Combination\ complexity N. operations N. parameters 

CNN+BOW 65.5M 40M 
CNN+N-grams 77.25M 36M 
CNN+TF-IDF 89M 46M 
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As the experimental findings indicate in the table 9 above, 
the combination CNN+FastText requires computational 
complexity in space much lower than others combinations. 
Since it carried out numerous operations with a size equal to 
39M and its size of parameters is equal to 22M. 

 
The following table 10 illustrates the experimental findings 

after gauging the computational time complexity of all 
combinations of our approach in terms of both training time 
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Combination\ complexity Training time Testing time 
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As the experimental findings indicate in the table 10 above, 
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complexity in time much lower than others combinations. Since 
it consumed a training time equal to 15.46s and a testing time 
equal to 10.98s. 
 

B. A COMPARISON OF OUR APPROACH WITH OTHER MACHINE 
LEARNING ALGORITHMS. 
This experiment makes a comparison of the combinations of 
four machines-learning algorithms which are Naive Bayes 
(NB), Support Vector Machine (SVM), ID3 and C4.5 decision 
tree algorithm with six feature extractors which are BOW, N-
grams, TF-IDF, Word2vec, GloVe and FastText in terms of 
precision (P), Recall (R), and F1 measure (F1) and Accuracy 
(A). Its empirical findings are displayed in the Table 11. 
 
Table 11. P, R, F1 and A of the combination of four machines-

learning algorithms and six feature extractors 
 

Combination\criteria P R F1 A 
NB+BOW 48.31 45.64 46.93 47.12 

NB+N-grams 35.84 34.15 34.97 36.02 
NB+TF-IDF 50.97 51.08 51.02 52.68 

NB+Word2vec 49.64 50.09 49.86 50.32 
NB+GloVe 53.26 55.42 54.31 55.29 

NB+FastText 56.74 57.49 57.11 58.18 
SVM+BOW 45.61 44.88 45.24 46.07 

          SVM+N-grams 40.33 39.50 39.91 40.26 
SVM+TF-IDF 51.64 50.37 50.99 51.63 

SVM+Word2vec 45.87 46.25 46.05 45.91 
SVM+GloVe 50.89 49.68 50.27 49.82 

SVM+FastText 60.43 61.27 60.48 61.39 
ID3+BOW 62.54 63.19 62.86 63.42 

ID3+N-grams 53.48 54.02 53.74 54.13 
ID3+TF-IDF 64.85 63.94 64.39 65.07 

ID3+Word2vec 58.46 60.32 59.37 61.53 
ID3+GloVe 64.15 63.24 63.69 64.18 

ID3+FastText 70.65 72.39 71.50 72.87 
C4.5+BOW 60.58 59.67 60.12 59.93 

C4.5+N-grams 58.34 60.59 59.44 61.48 
C4.5+TF-IDF 70.49 71.64 71.06 70.97 

C4.5+Word2vec 68.31 69.25 68.77 69.51 
C4.5+GloVe 71.58 73.82 72.68 73.96 

C4.5+FastText 77.65 76.92 77.28 76.64 
 
From the table 11, we remark that the combination machine-
learning algorithm+FastText performs better than other 
combinations in terms of P, R, F1 and A. Therefore, we notice 
that the feature extractor FastText outperforms all others feature 
extractors (BOW, N-grams, TF-IDF, Word2vec, and GloVe). 
And from the tables 10 and 11, we remark that CNN+FastText 
performs better than others machine learning algorithms 
(NB,SVM,ID3 and C4.5) in terms of P(93.43%), R(90.89%), 
F1(92.14%) and A(91.32%). 
 

In Table 11, we see that some values are lower than 0.5. In 
the case of the NB classifier. This is because the input values to 

the NB classifier are numerical values in this contribution. And, 
as we know from the machine learning literature, NB performs 
well for categorical versus numerical input variables. 

C. A comparison of our approach with other approaches 
selected from the existing literature. 
For further testing of our proposed approach, we carried out 
another experiment aimed at comparing our method with the 
other approaches taken from the literature, namely Naresh et al. 
[14], Carvalho et al. [15], Avinash et al. [16], Kumar et al. [17] 
and Zainuddin et al. [18]. However, in this experiment, the 
evaluation measures used will be precision (P), Recall (R), and 
F1 measure (F1) and Accuracy (A). Its empirical findings are 
displayed in the Table 12. 
 

Table 12. P, R, F1 and A of our approach with other 
approaches selected from the existing literature 

Approach P R F1 A 
  Naresh et al. [14] 65.48 67.12 66.28 66.87 
Carvalho et al. [15] 79.56 80.04 79.79 78.95 
Avinash et al. [16] 70.19 69.38 69.78 68.42 
Kumar et al. [17] 83.21 82.40  82.80 81.94 
Zainuddin et al. [18] 69.34 70.67 69.99 71.68 
CNN+FastText 93.43 90.89 92.14 91.32 
 

From the results shown in the table 12, we remark that our 
approach (CNN+FastText) obtained the strongest performances 
in terms of accuracy (91.32%), precision (93.43%), recall 
(90.89%), and F1 measures (92.14%) compared to other chosen 
classifiers from the literature which are Naresh et al. [14], 
Carvalho et al. [15], Avinash et al. [16], Kumar et al. [17] and 
Zainuddin et al. [18]. 

VII. CONCLUSION 
Feature extraction is needed to get good performance in 
sentiment classification. The purpose of feature extraction is to 
identify the strongest and most informational set of features to 
enhance the effectiveness of the classifier. Moreover, Feature 
extraction is the most critical aspect of opinion classification 
since classification efficiency can be negatively affected if 
features are not properly chosen. For that, in this paper, we 
presented a preliminary study of the most popular feature 
extractors. And, we combined a CNN, NB, SVM, ID3, and C4.5 
with several word embedding methods in order to identify the 
most efficient extractor of features that positively affected the 
classifier performances. Accordingly to the experimental 
results, the performance of the used classifiers varies a little 
with the nature of the word embedding sets. In general we found 
the combination CNN+FastText outperforms all other 
combinations in terms of accuracy, precision, recall, and F1 
measure. 
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complexity in time much lower than others combinations. Since 
it consumed a training time equal to 15.46s and a testing time 
equal to 10.98s. 
 

B. A COMPARISON OF OUR APPROACH WITH OTHER MACHINE 
LEARNING ALGORITHMS. 
This experiment makes a comparison of the combinations of 
four machines-learning algorithms which are Naive Bayes 
(NB), Support Vector Machine (SVM), ID3 and C4.5 decision 
tree algorithm with six feature extractors which are BOW, N-
grams, TF-IDF, Word2vec, GloVe and FastText in terms of 
precision (P), Recall (R), and F1 measure (F1) and Accuracy 
(A). Its empirical findings are displayed in the Table 11. 
 
Table 11. P, R, F1 and A of the combination of four machines-

learning algorithms and six feature extractors 
 

Combination\criteria P R F1 A 
NB+BOW 48.31 45.64 46.93 47.12 

NB+N-grams 35.84 34.15 34.97 36.02 
NB+TF-IDF 50.97 51.08 51.02 52.68 

NB+Word2vec 49.64 50.09 49.86 50.32 
NB+GloVe 53.26 55.42 54.31 55.29 

NB+FastText 56.74 57.49 57.11 58.18 
SVM+BOW 45.61 44.88 45.24 46.07 

          SVM+N-grams 40.33 39.50 39.91 40.26 
SVM+TF-IDF 51.64 50.37 50.99 51.63 

SVM+Word2vec 45.87 46.25 46.05 45.91 
SVM+GloVe 50.89 49.68 50.27 49.82 

SVM+FastText 60.43 61.27 60.48 61.39 
ID3+BOW 62.54 63.19 62.86 63.42 

ID3+N-grams 53.48 54.02 53.74 54.13 
ID3+TF-IDF 64.85 63.94 64.39 65.07 

ID3+Word2vec 58.46 60.32 59.37 61.53 
ID3+GloVe 64.15 63.24 63.69 64.18 

ID3+FastText 70.65 72.39 71.50 72.87 
C4.5+BOW 60.58 59.67 60.12 59.93 

C4.5+N-grams 58.34 60.59 59.44 61.48 
C4.5+TF-IDF 70.49 71.64 71.06 70.97 

C4.5+Word2vec 68.31 69.25 68.77 69.51 
C4.5+GloVe 71.58 73.82 72.68 73.96 

C4.5+FastText 77.65 76.92 77.28 76.64 
 
From the table 11, we remark that the combination machine-
learning algorithm+FastText performs better than other 
combinations in terms of P, R, F1 and A. Therefore, we notice 
that the feature extractor FastText outperforms all others feature 
extractors (BOW, N-grams, TF-IDF, Word2vec, and GloVe). 
And from the tables 10 and 11, we remark that CNN+FastText 
performs better than others machine learning algorithms 
(NB,SVM,ID3 and C4.5) in terms of P(93.43%), R(90.89%), 
F1(92.14%) and A(91.32%). 
 

In Table 11, we see that some values are lower than 0.5. In 
the case of the NB classifier. This is because the input values to 

the NB classifier are numerical values in this contribution. And, 
as we know from the machine learning literature, NB performs 
well for categorical versus numerical input variables. 

C. A comparison of our approach with other approaches 
selected from the existing literature. 
For further testing of our proposed approach, we carried out 
another experiment aimed at comparing our method with the 
other approaches taken from the literature, namely Naresh et al. 
[14], Carvalho et al. [15], Avinash et al. [16], Kumar et al. [17] 
and Zainuddin et al. [18]. However, in this experiment, the 
evaluation measures used will be precision (P), Recall (R), and 
F1 measure (F1) and Accuracy (A). Its empirical findings are 
displayed in the Table 12. 
 

Table 12. P, R, F1 and A of our approach with other 
approaches selected from the existing literature 

Approach P R F1 A 
  Naresh et al. [14] 65.48 67.12 66.28 66.87 
Carvalho et al. [15] 79.56 80.04 79.79 78.95 
Avinash et al. [16] 70.19 69.38 69.78 68.42 
Kumar et al. [17] 83.21 82.40  82.80 81.94 
Zainuddin et al. [18] 69.34 70.67 69.99 71.68 
CNN+FastText 93.43 90.89 92.14 91.32 
 

From the results shown in the table 12, we remark that our 
approach (CNN+FastText) obtained the strongest performances 
in terms of accuracy (91.32%), precision (93.43%), recall 
(90.89%), and F1 measures (92.14%) compared to other chosen 
classifiers from the literature which are Naresh et al. [14], 
Carvalho et al. [15], Avinash et al. [16], Kumar et al. [17] and 
Zainuddin et al. [18]. 

VII. CONCLUSION 
Feature extraction is needed to get good performance in 
sentiment classification. The purpose of feature extraction is to 
identify the strongest and most informational set of features to 
enhance the effectiveness of the classifier. Moreover, Feature 
extraction is the most critical aspect of opinion classification 
since classification efficiency can be negatively affected if 
features are not properly chosen. For that, in this paper, we 
presented a preliminary study of the most popular feature 
extractors. And, we combined a CNN, NB, SVM, ID3, and C4.5 
with several word embedding methods in order to identify the 
most efficient extractor of features that positively affected the 
classifier performances. Accordingly to the experimental 
results, the performance of the used classifiers varies a little 
with the nature of the word embedding sets. In general we found 
the combination CNN+FastText outperforms all other 
combinations in terms of accuracy, precision, recall, and F1 
measure. 
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complexity in time much lower than others combinations. Since 
it consumed a training time equal to 15.46s and a testing time 
equal to 10.98s. 
 

B. A COMPARISON OF OUR APPROACH WITH OTHER MACHINE 
LEARNING ALGORITHMS. 
This experiment makes a comparison of the combinations of 
four machines-learning algorithms which are Naive Bayes 
(NB), Support Vector Machine (SVM), ID3 and C4.5 decision 
tree algorithm with six feature extractors which are BOW, N-
grams, TF-IDF, Word2vec, GloVe and FastText in terms of 
precision (P), Recall (R), and F1 measure (F1) and Accuracy 
(A). Its empirical findings are displayed in the Table 11. 
 
Table 11. P, R, F1 and A of the combination of four machines-

learning algorithms and six feature extractors 
 

Combination\criteria P R F1 A 
NB+BOW 48.31 45.64 46.93 47.12 

NB+N-grams 35.84 34.15 34.97 36.02 
NB+TF-IDF 50.97 51.08 51.02 52.68 

NB+Word2vec 49.64 50.09 49.86 50.32 
NB+GloVe 53.26 55.42 54.31 55.29 

NB+FastText 56.74 57.49 57.11 58.18 
SVM+BOW 45.61 44.88 45.24 46.07 

          SVM+N-grams 40.33 39.50 39.91 40.26 
SVM+TF-IDF 51.64 50.37 50.99 51.63 

SVM+Word2vec 45.87 46.25 46.05 45.91 
SVM+GloVe 50.89 49.68 50.27 49.82 

SVM+FastText 60.43 61.27 60.48 61.39 
ID3+BOW 62.54 63.19 62.86 63.42 
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C4.5+N-grams 58.34 60.59 59.44 61.48 
C4.5+TF-IDF 70.49 71.64 71.06 70.97 

C4.5+Word2vec 68.31 69.25 68.77 69.51 
C4.5+GloVe 71.58 73.82 72.68 73.96 

C4.5+FastText 77.65 76.92 77.28 76.64 
 
From the table 11, we remark that the combination machine-
learning algorithm+FastText performs better than other 
combinations in terms of P, R, F1 and A. Therefore, we notice 
that the feature extractor FastText outperforms all others feature 
extractors (BOW, N-grams, TF-IDF, Word2vec, and GloVe). 
And from the tables 10 and 11, we remark that CNN+FastText 
performs better than others machine learning algorithms 
(NB,SVM,ID3 and C4.5) in terms of P(93.43%), R(90.89%), 
F1(92.14%) and A(91.32%). 
 

In Table 11, we see that some values are lower than 0.5. In 
the case of the NB classifier. This is because the input values to 

the NB classifier are numerical values in this contribution. And, 
as we know from the machine learning literature, NB performs 
well for categorical versus numerical input variables. 

C. A comparison of our approach with other approaches 
selected from the existing literature. 
For further testing of our proposed approach, we carried out 
another experiment aimed at comparing our method with the 
other approaches taken from the literature, namely Naresh et al. 
[14], Carvalho et al. [15], Avinash et al. [16], Kumar et al. [17] 
and Zainuddin et al. [18]. However, in this experiment, the 
evaluation measures used will be precision (P), Recall (R), and 
F1 measure (F1) and Accuracy (A). Its empirical findings are 
displayed in the Table 12. 
 

Table 12. P, R, F1 and A of our approach with other 
approaches selected from the existing literature 

Approach P R F1 A 
  Naresh et al. [14] 65.48 67.12 66.28 66.87 
Carvalho et al. [15] 79.56 80.04 79.79 78.95 
Avinash et al. [16] 70.19 69.38 69.78 68.42 
Kumar et al. [17] 83.21 82.40  82.80 81.94 
Zainuddin et al. [18] 69.34 70.67 69.99 71.68 
CNN+FastText 93.43 90.89 92.14 91.32 
 

From the results shown in the table 12, we remark that our 
approach (CNN+FastText) obtained the strongest performances 
in terms of accuracy (91.32%), precision (93.43%), recall 
(90.89%), and F1 measures (92.14%) compared to other chosen 
classifiers from the literature which are Naresh et al. [14], 
Carvalho et al. [15], Avinash et al. [16], Kumar et al. [17] and 
Zainuddin et al. [18]. 

VII. CONCLUSION 
Feature extraction is needed to get good performance in 
sentiment classification. The purpose of feature extraction is to 
identify the strongest and most informational set of features to 
enhance the effectiveness of the classifier. Moreover, Feature 
extraction is the most critical aspect of opinion classification 
since classification efficiency can be negatively affected if 
features are not properly chosen. For that, in this paper, we 
presented a preliminary study of the most popular feature 
extractors. And, we combined a CNN, NB, SVM, ID3, and C4.5 
with several word embedding methods in order to identify the 
most efficient extractor of features that positively affected the 
classifier performances. Accordingly to the experimental 
results, the performance of the used classifiers varies a little 
with the nature of the word embedding sets. In general we found 
the combination CNN+FastText outperforms all other 
combinations in terms of accuracy, precision, recall, and F1 
measure. 
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complexity in time much lower than others combinations. Since 
it consumed a training time equal to 15.46s and a testing time 
equal to 10.98s. 
 

B. A COMPARISON OF OUR APPROACH WITH OTHER MACHINE 
LEARNING ALGORITHMS. 
This experiment makes a comparison of the combinations of 
four machines-learning algorithms which are Naive Bayes 
(NB), Support Vector Machine (SVM), ID3 and C4.5 decision 
tree algorithm with six feature extractors which are BOW, N-
grams, TF-IDF, Word2vec, GloVe and FastText in terms of 
precision (P), Recall (R), and F1 measure (F1) and Accuracy 
(A). Its empirical findings are displayed in the Table 11. 
 
Table 11. P, R, F1 and A of the combination of four machines-

learning algorithms and six feature extractors 
 

Combination\criteria P R F1 A 
NB+BOW 48.31 45.64 46.93 47.12 

NB+N-grams 35.84 34.15 34.97 36.02 
NB+TF-IDF 50.97 51.08 51.02 52.68 

NB+Word2vec 49.64 50.09 49.86 50.32 
NB+GloVe 53.26 55.42 54.31 55.29 

NB+FastText 56.74 57.49 57.11 58.18 
SVM+BOW 45.61 44.88 45.24 46.07 

          SVM+N-grams 40.33 39.50 39.91 40.26 
SVM+TF-IDF 51.64 50.37 50.99 51.63 

SVM+Word2vec 45.87 46.25 46.05 45.91 
SVM+GloVe 50.89 49.68 50.27 49.82 

SVM+FastText 60.43 61.27 60.48 61.39 
ID3+BOW 62.54 63.19 62.86 63.42 

ID3+N-grams 53.48 54.02 53.74 54.13 
ID3+TF-IDF 64.85 63.94 64.39 65.07 

ID3+Word2vec 58.46 60.32 59.37 61.53 
ID3+GloVe 64.15 63.24 63.69 64.18 

ID3+FastText 70.65 72.39 71.50 72.87 
C4.5+BOW 60.58 59.67 60.12 59.93 

C4.5+N-grams 58.34 60.59 59.44 61.48 
C4.5+TF-IDF 70.49 71.64 71.06 70.97 

C4.5+Word2vec 68.31 69.25 68.77 69.51 
C4.5+GloVe 71.58 73.82 72.68 73.96 

C4.5+FastText 77.65 76.92 77.28 76.64 
 
From the table 11, we remark that the combination machine-
learning algorithm+FastText performs better than other 
combinations in terms of P, R, F1 and A. Therefore, we notice 
that the feature extractor FastText outperforms all others feature 
extractors (BOW, N-grams, TF-IDF, Word2vec, and GloVe). 
And from the tables 10 and 11, we remark that CNN+FastText 
performs better than others machine learning algorithms 
(NB,SVM,ID3 and C4.5) in terms of P(93.43%), R(90.89%), 
F1(92.14%) and A(91.32%). 
 

In Table 11, we see that some values are lower than 0.5. In 
the case of the NB classifier. This is because the input values to 

the NB classifier are numerical values in this contribution. And, 
as we know from the machine learning literature, NB performs 
well for categorical versus numerical input variables. 

C. A comparison of our approach with other approaches 
selected from the existing literature. 
For further testing of our proposed approach, we carried out 
another experiment aimed at comparing our method with the 
other approaches taken from the literature, namely Naresh et al. 
[14], Carvalho et al. [15], Avinash et al. [16], Kumar et al. [17] 
and Zainuddin et al. [18]. However, in this experiment, the 
evaluation measures used will be precision (P), Recall (R), and 
F1 measure (F1) and Accuracy (A). Its empirical findings are 
displayed in the Table 12. 
 

Table 12. P, R, F1 and A of our approach with other 
approaches selected from the existing literature 

Approach P R F1 A 
  Naresh et al. [14] 65.48 67.12 66.28 66.87 
Carvalho et al. [15] 79.56 80.04 79.79 78.95 
Avinash et al. [16] 70.19 69.38 69.78 68.42 
Kumar et al. [17] 83.21 82.40  82.80 81.94 
Zainuddin et al. [18] 69.34 70.67 69.99 71.68 
CNN+FastText 93.43 90.89 92.14 91.32 
 

From the results shown in the table 12, we remark that our 
approach (CNN+FastText) obtained the strongest performances 
in terms of accuracy (91.32%), precision (93.43%), recall 
(90.89%), and F1 measures (92.14%) compared to other chosen 
classifiers from the literature which are Naresh et al. [14], 
Carvalho et al. [15], Avinash et al. [16], Kumar et al. [17] and 
Zainuddin et al. [18]. 

VII. CONCLUSION 
Feature extraction is needed to get good performance in 
sentiment classification. The purpose of feature extraction is to 
identify the strongest and most informational set of features to 
enhance the effectiveness of the classifier. Moreover, Feature 
extraction is the most critical aspect of opinion classification 
since classification efficiency can be negatively affected if 
features are not properly chosen. For that, in this paper, we 
presented a preliminary study of the most popular feature 
extractors. And, we combined a CNN, NB, SVM, ID3, and C4.5 
with several word embedding methods in order to identify the 
most efficient extractor of features that positively affected the 
classifier performances. Accordingly to the experimental 
results, the performance of the used classifiers varies a little 
with the nature of the word embedding sets. In general we found 
the combination CNN+FastText outperforms all other 
combinations in terms of accuracy, precision, recall, and F1 
measure. 
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complexity in time much lower than others combinations. Since 
it consumed a training time equal to 15.46s and a testing time 
equal to 10.98s. 
 

B. A COMPARISON OF OUR APPROACH WITH OTHER MACHINE 
LEARNING ALGORITHMS. 
This experiment makes a comparison of the combinations of 
four machines-learning algorithms which are Naive Bayes 
(NB), Support Vector Machine (SVM), ID3 and C4.5 decision 
tree algorithm with six feature extractors which are BOW, N-
grams, TF-IDF, Word2vec, GloVe and FastText in terms of 
precision (P), Recall (R), and F1 measure (F1) and Accuracy 
(A). Its empirical findings are displayed in the Table 11. 
 
Table 11. P, R, F1 and A of the combination of four machines-

learning algorithms and six feature extractors 
 

Combination\criteria P R F1 A 
NB+BOW 48.31 45.64 46.93 47.12 

NB+N-grams 35.84 34.15 34.97 36.02 
NB+TF-IDF 50.97 51.08 51.02 52.68 

NB+Word2vec 49.64 50.09 49.86 50.32 
NB+GloVe 53.26 55.42 54.31 55.29 

NB+FastText 56.74 57.49 57.11 58.18 
SVM+BOW 45.61 44.88 45.24 46.07 

          SVM+N-grams 40.33 39.50 39.91 40.26 
SVM+TF-IDF 51.64 50.37 50.99 51.63 

SVM+Word2vec 45.87 46.25 46.05 45.91 
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C4.5+TF-IDF 70.49 71.64 71.06 70.97 

C4.5+Word2vec 68.31 69.25 68.77 69.51 
C4.5+GloVe 71.58 73.82 72.68 73.96 

C4.5+FastText 77.65 76.92 77.28 76.64 
 
From the table 11, we remark that the combination machine-
learning algorithm+FastText performs better than other 
combinations in terms of P, R, F1 and A. Therefore, we notice 
that the feature extractor FastText outperforms all others feature 
extractors (BOW, N-grams, TF-IDF, Word2vec, and GloVe). 
And from the tables 10 and 11, we remark that CNN+FastText 
performs better than others machine learning algorithms 
(NB,SVM,ID3 and C4.5) in terms of P(93.43%), R(90.89%), 
F1(92.14%) and A(91.32%). 
 

In Table 11, we see that some values are lower than 0.5. In 
the case of the NB classifier. This is because the input values to 

the NB classifier are numerical values in this contribution. And, 
as we know from the machine learning literature, NB performs 
well for categorical versus numerical input variables. 

C. A comparison of our approach with other approaches 
selected from the existing literature. 
For further testing of our proposed approach, we carried out 
another experiment aimed at comparing our method with the 
other approaches taken from the literature, namely Naresh et al. 
[14], Carvalho et al. [15], Avinash et al. [16], Kumar et al. [17] 
and Zainuddin et al. [18]. However, in this experiment, the 
evaluation measures used will be precision (P), Recall (R), and 
F1 measure (F1) and Accuracy (A). Its empirical findings are 
displayed in the Table 12. 
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From the results shown in the table 12, we remark that our 
approach (CNN+FastText) obtained the strongest performances 
in terms of accuracy (91.32%), precision (93.43%), recall 
(90.89%), and F1 measures (92.14%) compared to other chosen 
classifiers from the literature which are Naresh et al. [14], 
Carvalho et al. [15], Avinash et al. [16], Kumar et al. [17] and 
Zainuddin et al. [18]. 
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Feature extraction is needed to get good performance in 
sentiment classification. The purpose of feature extraction is to 
identify the strongest and most informational set of features to 
enhance the effectiveness of the classifier. Moreover, Feature 
extraction is the most critical aspect of opinion classification 
since classification efficiency can be negatively affected if 
features are not properly chosen. For that, in this paper, we 
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extractors. And, we combined a CNN, NB, SVM, ID3, and C4.5 
with several word embedding methods in order to identify the 
most efficient extractor of features that positively affected the 
classifier performances. Accordingly to the experimental 
results, the performance of the used classifiers varies a little 
with the nature of the word embedding sets. In general we found 
the combination CNN+FastText outperforms all other 
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complexity in time much lower than others combinations. Since 
it consumed a training time equal to 15.46s and a testing time 
equal to 10.98s. 
 

B. A COMPARISON OF OUR APPROACH WITH OTHER MACHINE 
LEARNING ALGORITHMS. 
This experiment makes a comparison of the combinations of 
four machines-learning algorithms which are Naive Bayes 
(NB), Support Vector Machine (SVM), ID3 and C4.5 decision 
tree algorithm with six feature extractors which are BOW, N-
grams, TF-IDF, Word2vec, GloVe and FastText in terms of 
precision (P), Recall (R), and F1 measure (F1) and Accuracy 
(A). Its empirical findings are displayed in the Table 11. 
 
Table 11. P, R, F1 and A of the combination of four machines-

learning algorithms and six feature extractors 
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From the table 11, we remark that the combination machine-
learning algorithm+FastText performs better than other 
combinations in terms of P, R, F1 and A. Therefore, we notice 
that the feature extractor FastText outperforms all others feature 
extractors (BOW, N-grams, TF-IDF, Word2vec, and GloVe). 
And from the tables 10 and 11, we remark that CNN+FastText 
performs better than others machine learning algorithms 
(NB,SVM,ID3 and C4.5) in terms of P(93.43%), R(90.89%), 
F1(92.14%) and A(91.32%). 
 

In Table 11, we see that some values are lower than 0.5. In 
the case of the NB classifier. This is because the input values to 

the NB classifier are numerical values in this contribution. And, 
as we know from the machine learning literature, NB performs 
well for categorical versus numerical input variables. 

C. A comparison of our approach with other approaches 
selected from the existing literature. 
For further testing of our proposed approach, we carried out 
another experiment aimed at comparing our method with the 
other approaches taken from the literature, namely Naresh et al. 
[14], Carvalho et al. [15], Avinash et al. [16], Kumar et al. [17] 
and Zainuddin et al. [18]. However, in this experiment, the 
evaluation measures used will be precision (P), Recall (R), and 
F1 measure (F1) and Accuracy (A). Its empirical findings are 
displayed in the Table 12. 
 

Table 12. P, R, F1 and A of our approach with other 
approaches selected from the existing literature 

Approach P R F1 A 
  Naresh et al. [14] 65.48 67.12 66.28 66.87 
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From the results shown in the table 12, we remark that our 
approach (CNN+FastText) obtained the strongest performances 
in terms of accuracy (91.32%), precision (93.43%), recall 
(90.89%), and F1 measures (92.14%) compared to other chosen 
classifiers from the literature which are Naresh et al. [14], 
Carvalho et al. [15], Avinash et al. [16], Kumar et al. [17] and 
Zainuddin et al. [18]. 

VII. CONCLUSION 
Feature extraction is needed to get good performance in 
sentiment classification. The purpose of feature extraction is to 
identify the strongest and most informational set of features to 
enhance the effectiveness of the classifier. Moreover, Feature 
extraction is the most critical aspect of opinion classification 
since classification efficiency can be negatively affected if 
features are not properly chosen. For that, in this paper, we 
presented a preliminary study of the most popular feature 
extractors. And, we combined a CNN, NB, SVM, ID3, and C4.5 
with several word embedding methods in order to identify the 
most efficient extractor of features that positively affected the 
classifier performances. Accordingly to the experimental 
results, the performance of the used classifiers varies a little 
with the nature of the word embedding sets. In general we found 
the combination CNN+FastText outperforms all other 
combinations in terms of accuracy, precision, recall, and F1 
measure. 
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Format of the manuscripts

Original manuscripts and final versions of papers 
should be submitted in IEEE format according to the
formatting instructions available on
  https://journals.ieeeauthorcenter.ieee.org/
  Then click: "IEEE Author Tools for Journals"
  - "Article Templates"
  - "Templates for Transactions".

Length of the manuscripts

The length of papers in the aforementioned format 
should be 6-8 journal pages.
Wherever appropriate, include 1-2 figures or tables 
per journal page.

Paper structure

Papers should follow the standard structure, consist-
ing of Introduction (the part of paper numbered by 
“1”), and Conclusion (the last numbered part) and 
several Sections in between.
The Introduction should introduce the topic, tell why 
the subject of the paper is important, summarize the 
state of the art with references to existing works and 
underline the main innovative results of the paper. 
The Introduction should conclude with outlining the 
structure of the paper.

Accompanying parts

Papers should be accompanied by an Abstract and a
few Index Terms (Keywords). For the final version of 
accepted papers, please send the short cvs and photos  
of the authors as well.

Authors

In the title of the paper, authors are listed in the or- 
der given in the submitted manuscript. Their full affili- 
ations and e-mail addresses will be given in a footnote
on the first page as shown in the template. No  
degrees or other titles of the authors are given. Mem-
berships of IEEE, HTE and other professional socie-
ties will be indicated so please supply this information.
When submitting the manuscript, one of the authors 
should be indicated as corresponding author provid-
ing his/her postal address, fax number and telephone
number for eventual correspondence and communi-
cation with the Editorial Board.

References

References should be listed at the end of the paper  
in the IEEE format, see below:

a)  Last name of author or authors and first name or 
    initials, or name of organization
b)  Title of article in quotation marks
c)  Title of periodical in full and set in italics
d)  Volume, number, and, if available, part
e)  First and last pages of article
 f)  Date of issue
g)  Document Object Identifier (DOI)

[11] Boggs, S.A. and Fujimoto, N., “Techniques and
instrumentation for measurement of transients in
gas-insulated switchgear,” IEEE Transactions on
Electrical Installation, vol. ET-19, no. 2, pp.87–92,
April 1984. DOI: 10.1109/TEI.1984.298778
Format of a book reference:
[26] Peck, R.B., Hanson, W.E., and Thornburn,
T.H., Foundation Engineering, 2nd ed. New York:
McGraw-Hill, 1972, pp.230–292.
All references should be referred by the correspond-
ing numbers in the text.

Figures

Figures should be black-and-white, clear, and drawn
by the authors. Do not use figures or pictures down-
loaded from the Internet. Figures and pictures should
be submitted also as separate files. Captions are ob-
ligatory. Within the text, references should be made
by figure numbers, e.g. “see Fig. 2.”
When using figures from other printed materials, ex-
act references and note on copyright should be in-
cluded. Obtaining the copyright is the responsibility 
of authors.

Contact address

Authors are requested to submit their papers elec-
tronically via the following portal address:
https://www.ojs.hte.hu/infocommunications_journal/
about/submissions
If you have any question about the journal or the 
submission process, please do not hesitate to con- 
tact us via e-mail:
Editor-in-Chief: Pál Varga – pvarga@tmit.bme.hu
Associate Editor-in-Chief: 
Rolland Vida – vida@tmit.bme.hu
László Bacsárdi – bacsardi@hit.bme.hu

https://www.ojs.hte.hu/infocommunications_journal/about/submissions
https://www.ojs.hte.hu/infocommunications_journal/about/submissions
mailto:pvarga%40tmit.bme.hu?subject=
mailto:vida%40tmit.bme.hu?subject=
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Internet of Digital Reality:  
Applications and Key Challenges

Special Issue
of the Infocommunication Journal
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A Digital Reality (DR) is a high-level integration of virtual reality (including 
augmented reality, virtual and digital simulations and twins), artificial intelligence 
and 2D digital environments which creates a highly contextual reality for humans in 
which previously disparate realms of human experience are brought together.  
DR encompasses not only industrial applications but also helps increase productivity 
in all corners of life (both physical and digital), thereby enabling the development 
of new social entities and structures, such as 3D digital universities, 3D businesses, 
3D governance, 3D web-based digital entertainment, 3D collaborative sites and 
marketplaces. The Internet of Digital Reality (IoD) is a set of technologies that 
enables digital realities to be managed, transmitted and harmonized in networked 
environments (both public and private), focusing on a higher level of user 
accessibility, immersiveness and experience with  
the help of virtual reality and artificial intelligence.  

This special issue collects the latest  
results emerging on the field of  
Cognitive Infocommunications.

Chief Editor: 
Prof. Peter Baranyi  
Széchenyi István University

Guest Editors: 
Prof. György Wersényi  
Széchenyi István University
Dr. Ádám Csapó
Széchenyi István University  
Prof. Anna Esposito
Università degli Studi della Campania “Luigi Vanvitelli”
Prof. Atsushi Ito
Utsunomiya University, Japan

Important dates:

Submission paper deadline: 30th of September, 2022
Notification first review: 15th of December, 2022
Deadline for revised paper: 10th of February, 2023
Camera Ready: 15th of March, 2022

Regarding manuscript submission information, please visit:
https://www.infocommunications.hu/for-our-authors



SCIENTIFIC ASSOCIATION FOR INFOCOMMUNICATIONS

Who we are
Founded in 1949, the Scientific Association for Info-
communications (formerly known as Scientific Society 
for Telecommunications) is a voluntary and autono-
mous professional society of engineers and econo-
mists, researchers and businessmen, managers and 
educational, regulatory and other professionals work-
ing in the fields of telecommunications, broadcast-
ing, electronics, information and media technologies 
in Hungary.

Besides its 1000 individual members, the Scientific 
Association for Infocommunications (in Hungarian:  
HÍRKÖZLÉSI ÉS INFORMATIKAI TUDOMÁNYOS EGYESÜLET, HTE) 
has more than 60 corporate members as well. Among 
them there are large companies and small-and-medi-
um enterprises with industrial, trade, service-providing, 
research and development activities, as well as educa-
tional institutions and research centers.

HTE is a Sister Society of the Institute of Electrical and
Electronics Engineers, Inc. (IEEE) and the IEEE Communi-
cations Society.

What we do
HTE has a broad range of activities that aim to pro-
mote the convergence of information and communi-
cation technologies and the deployment of synergic
applications and services, to broaden the knowledge
and skills of our members, to facilitate the exchange
of ideas and experiences, as well as to integrate and

harmonize the professional opinions and standpoints
derived from various group interests and market dy-
namics.

To achieve these goals, we…
• contribute to the analysis of technical, economic, 

and social questions related to our field of compe-
tence, and forward the synthesized opinion of our 
experts to scientific, legislative, industrial and edu-
cational organizations and institutions;

• follow the national and international trends and 
results related to our field of competence, foster 
the professional and business relations between 
foreign and Hungarian companies and institutes;

• organize an extensive range of lectures, seminars, 
debates, conferences, exhibitions, company pres-
entations, and club events in order to transfer and 
deploy scientific, technical and economic knowl-
edge and skills;

• promote professional secondary and higher edu-
cation and take active part in the development of 
professional education, teaching and training;

• establish and maintain relations with other domes-
tic and foreign fellow associations, IEEE sister soci-
eties;

• award prizes for outstanding scientific, education-
al, managerial, commercial and/or societal activities 
and achievements in the fields of infocommunica-
tion.

Contact information
President: FERENC VÁGUJHELYI • elnok@hte.hu

Secretary-General: ISTVÁN MARADI • istvan.maradi@gmail.com
Operations Director: PÉTER NAGY • nagy.peter@hte.hu

International Affairs: ROLLAND VIDA, PhD • vida@tmit.bme.hu

Address: H-1051 Budapest, Bajcsy-Zsilinszky str. 12, HUNGARY, Room: 502
Phone: +36 1 353 1027

E-mail: info@hte.hu, Web: www.hte.hu


