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Welcome by the Editor

BY THE END OF 2021 the area of Infocommunications has 
really got dominated by the application of Artificial Intelli-

gence-related methods. Even in this final issue of our journal, 3/4 
or the articles are putting AI or machine learning into the focus 
as the approach for solving the otherwise very diverse problems.

Let us have a brief overview of the articles included in the 
current, last 2021-issue of the Infocommunications Journal.

Intheirpaper, Árpád László Makara, András Reichardt and 
László Csurgai-Horváth present their first results of a system 
for controlling a small satellite’s ion thruster’s ion beam using 
merely the electric field. To summarize the application area, their 
work is aimed to optimize the electrostatic ion engine accelera-
tor electrodes for orbit correction operations with minimum fuel 
usage. In order to solve the problem they used supervised ma-
chine learning techniques, along with the Least Mean Square 
method update steps. Since the satellite operates in space, a vac-
uum chamber can be a good modeling environment, but it is a 
very difficult to perform any measurement there, not to mention 
optimisation. Therefore, the authors choose to use a simulation-
based approach. As they summarize their results, they found that 
thrusting material does not affect the ability to control. Their 
solution based on the optimisation of boundary conditions pro-
vides a result within an acceptable number of iteration steps. The 
process is fast and easy to parameterise. In addition, this proce-
dure can be independent of the model and can be applied to a 
more complex physical ion thruster.

464XLAT is a prominent, standardised method to quickly de-
ploy limited IPv4 access service to IPv6-only networks without 
encapsulation. The aim of Ameen Al-Azzawi and Gábor Lencse 
in their paper was to identify possible security issues related 
to 464XLAT transition. They applied the traditional STRIDE 
method and analysed vulnerabilities of data flows, data stores, 
processes and interactions in the dimensions of STRIDE. Be-
sides, they built a test-bed and through that they analyzed how 
the provider-side translator behaves when it comes to DDoS at-
tacks. The main finding is that the double translation mechanism 
of 464XLAT proved its effectiveness in terms of IPv4 literals 
communications over IPv6 infrastructure, although there are 
clear security vulnerabilities that have to be addressed as part of 
a complete system deployment.

Vehicular traffic has various peculiarities, one of them be-
ing the behaviour of the participants as individuals or as group 
members. Behaviour analysis is a currently hot topic in this do-
main. Gergely Hollósi, Csaba Lukovszki, Máté Bancsics, and 
Gábor Magyar are investigating traffic swarm behavior in their 
paper, especially by using machine learning methods and game 
theory in behaviour analysis. Their article outlines and compares 
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From AI-based Optimisation of Ion Thrusters to
Machine Learning on the Roads and in Factories

Pal Varga

various methods for driver behaviour analysis, even in traffic 
situations with complex interactions. Although state of-the-art 
machine learning models, latent space exploration techniques 
and game theory methods are successfully applied to image pro-
cessing and various other problems, it is hard to find an approach 
that addresses traffic behaviour analysis as a whole. The authors 
suggest us to deeply consider the idea of traffic swarms, because 
this approach does not limit the interactions among drivers to 
the surrounding vehicles and the interactions are not bound to 
kinematic properties either. This allows us to analyse the actions 
as a result of complex behaviour instead of only trajectories or 
visible interactions of the vehicles.

The paper by Attila Frankó and Pál Varga surveys the ma-
chine learning based smart maintenance and quality control 
solutions. The authors aim to categorize the maintenance and 
quality control-related tasks at the various parts of the smart 
manufacturing ecosystem, and map machine learning solutions 
to these. The paper provides an overview of machine learning 
usage at various fields within diagnostics (especially fault de-
tection and root cause analysis), prognostics, predictions, health 
management, and intelligent quality control – including non-vis-
ual and computer visual-aided types. Within smart maintenance, 
the hottest topic seems to be related to machine learning with 
unlabeled data, since in this early-mid phase of smart factory 
development the data is mostly unlabeled. In relation to non-
visual quality control, the challenge is to enable high-data-rate 
and enhance flexibility in ever-changing smart factories, where-
as for CV-based applications the main challenge is to improve 
the inference time and decrease the required computational ca-
pacity to enable image recognition- based quality inspection in 
production lines.

Infocommunications Journal finishes the year 2021 with 
these papers and wishes happy 2022 to all its readers, authors, 
and reviewers.
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AI-Based Electrode Optimisation for Small Satellite 
Ion Thrusters

Árpád László Makara1, András Reichardt2 and László Csurgai-Horváth3

Abstract—Computing capacities for numerical modelling 
are available to an unprecedented extent today. The spread 
of various artificial intelligence (AI) -based solutions (which 
in many cases are also resource-intensive operations) is also 
facilitated by this increase in capacity, which offers several new 
opportunities in this area. On the one hand, optimization tasks 
can be done quickly, on the other hand, it is also possible to solve 
(estimate) problems where we cannot (for some reason) create a 
model for the initial problem. In our article, we investigate how 
to apply artificial intelligence-based solutions to electromagnetic 
field computing tasks as efficiently as possible. The required 
theoretical summary presents an implemented application: 
optimization of electrostatic ion engine accelerator electrodes 
for orbit correction operations. To solve each problem, we 
used methods from the supervised machine learning toolkit, 
usually along with LMS (least mean square method) update 
steps. All inputs required for AI were solved by numerical space 
calculation (primarily using the finite element method). The 
data input required to optimize the electrodes of an ion thruster 
can come from two sources: measurement data or simulation 
results. Given that the operating environment of a satellite can 
be modelled in a vacuum chamber, it is a particularly difficult 
issue to perform the measurement, but even more difficult in 
the case of optimisation. Therefore, an effective solution to the 
problem can only be achieved by simulation. The primary goal 
of this research is to optimise the fuel (in this case, the number 
of ions) during operation, with the stated aim of maximising the 
time of operation of the spacecraft.

Index Terms—ion thruster, electrode, optimisation, simulation, 
artificial intelligence, small satellite
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Abstract—Computing capacities for numerical modelling are
available to an unprecedented extent today. The spread of various
artificial intelligence (AI) -based solutions (which in many cases
are also resource-intensive operations) is also facilitated by this
increase in capacity, which offers several new opportunities in
this area. On the one hand, optimization tasks can be done
quickly, on the other hand, it is also possible to solve (estimate)
problems where we cannot (for some reason) create a model for
the initial problem. In our article, we investigate how to apply
artificial intelligence-based solutions to electromagnetic field com-
puting tasks as efficiently as possible. The required theoretical
summary presents an implemented application: optimization of
electrostatic ion engine accelerator electrodes for orbit correction
operations. To solve each problem, we used methods from the
supervised machine learning toolkit, usually along with LMS
(least mean square method) update steps. All inputs required for
AI were solved by numerical space calculation (primarily using
the finite element method). The data input required to optimize
the electrodes of an ion thruster can come from two sources:
measurement data or simulation results. Given that the operating
environment of a satellite can be modelled in a vacuum chamber,
it is a particularly difficult issue to perform the measurement,
but even more difficult in the case of optimisation. Therefore,
an effective solution to the problem can only be achieved by
simulation. The primary goal of this research is to optimise the
fuel (in this case, the number of ions) during operation, with the
stated aim of maximising the time of operation of the spacecraft.

Index Terms—ion thruster, electrode, optimisation, simulation,
artificial intelligence, small satellite

I. INTRODUCTION

The launch system of a spacecraft is a complex structure
and it consists of typically several rocket stages that often use
different types of high-power propulsion systems. A typical
and commonly applied structure can be observed in the Ariane
rocket family [1]. Usually high-power booster(s) with solid
propellant can be found in the first stage, extended with a
cryogenic core stage with liquid propellant. The boosters are
operating in the first launch phase for a couple of minutes
and after the separation are returning to the ground for
later reuse. The main stage operates up to its separation
when the spacecraft’s performance value an appropriate height
and speed reached. At this point the upper stage is ignited
to place the payload(s), e.g. satellite(s) to their final orbit.
The above-mentioned rocket engines are providing very high

*corresponding author

thrust in the kN-MN range for several minutes of duration.
When the satellite already reached its planned height and
speed the propulsion system supports the spacecraft’s further
orbital maneuvers and changes its position by firing thrusters.
Depending on the mission’s type, the task of the propulsion
subsystem may perform apogee injection e.g. to reach a final
geostationary orbit. For that one a few hundred of N thrust
level is required. In order to perform minor orbit control, like
modifying the inclination, maintenance of the orbit, low power
thrusters with few times 10N is required. The orientation of a
satellite should be also controlled in order to maintenance the
spin rate, perform axes stabilization or rotate the satellite to a
specific direction. This kind of maneuver requires a few N of
thrust.

Satellite propulsion subsystems have many different op-
erating principles and may use different propellant types.
Chemical propulsion systems with monopropellants or bipro-
pellants may provide higher thrusts. However, the resulted
chemical products may influence the external environment of
the spacecraft and it could be intolerable by the mission’s
goal, especially when there are sensitive measurement devices
among the payloads. Cold gas systems with neutral gases are
operating in the lower power ranges. The primary choice is
nitrogen as its relatively large molecular size prevents the
fuel leakage. An alternative propellant is argon, when nitrogen
cannot be applied for specific reasons.

The electric propulsion systems are using ionizable gases as
the propellant. Electrical power supplied by an external energy
source is used to accelerate the propellant to extreme velocities
and thereby achieve very high specific impulses. However,
the power as well as the thrust is limited by the available
electrical energy delivered by batteries, solar generators or
radioisotope thermoelectric generators (RTGs). The electric
propulsion systems have very low thrust, comparing to the
previous methods. Thrusters for electric propulsion require
propellants which can be easily evaporated and ionized and
which have a high molecular weight. Therefore the develop-
ment of thrusters for electric propulsion concentrated on the
use of inert gas xenon, which can be stored in high-pressure
gas tanks. Xenon has a high molecular weight and can be
quite easily ionised. The idea of electric propulsion is not
new - NASA Glenn Research Center has been a leader in ion
propulsion technology development since the late 1950s, with
its first test in space - the Space Electric Rocket Test 1— flying
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on July 20, 1964 [2]. In [3] and [4] the principles of operation
and the several types of thrusters that are either operational or
in advanced development are discussed. Ion thrusters (based
on a NASA design) are now being used to keep over 100
geosynchronous Earth orbit communication satellites in their
desired locations and there are other missions with electric
propulsion system as well.

To the beginning of 2021, the use of ion thrusters has once
again come to the fore [5]. An open question for the future,
which is the minor version for an ion thruster that can work
(especially for small satellites in space orbits close to Earth).
To minimise it, on the one hand, it is necessary to choose
the right fuel. On the other hand, adapting the structure of
the spacecraft to this. Previous simulation results available in
the literature are primarily particle-based plasma simulations,
all of which are faithfully modeled by a given arrangement
(such as the T5 model, flow simulation of an electrostatic ion
thruster [6]).

One possible, well-functioning method for electrostatic ion
engines is Monte Carlo Collision Method-based simulations
[7]. Another proven method is the PIC (Particle In Cell) to
solve the problem, for which we can see results for DP1
[8]. Also worth mentioning is the Hall Thrusters, where
the magnetic field is also present in the direction of the
plasma. Such simulation expiration dates are fundamentally
more complex than the electrostatic cases that are the subject
of recent research [9].

The most crucial goal of the current research is to investigate
the effect that can be achieved by controlling the potential
of each individual electrode when using electrostatic ion
thrusters. Based on the available results, two assumptions
should be take into account in order to get correct results:
first of all, ions must not condense on the electrodes or on any
component of the spacecraft, including other ions. On the other
hand, the density and initial direction of the ions in the space
of the accelerator electrodes cannot be arbitrary. With this
approach, it is primarily possible to study how the movement
of ions can be influenced by changing the potentials, and based
on this, the amount of fuel consumption can be optimized. The
results of the current research were designed for a general
structure, while using typical values from previous spacecraft.

The design of the acceleration electrodes of ion thrusters is a
complex problem. In ground conditions only vacuum-chamber
measurements are appropriate to simulate the real conditions
of space, that is a particularly complex issue. Therefore simu-
lations are feasible solutions in order to develop and optimize
the electrodes. The problem area is an electromagnetic field
computing task where applying an AI-based method is a novel
and encouraging approach to develop the optimal accelerator
electrodes of ion thrusters. In this paper we provide a finite
element based solution to calculate quasi-electrostatic field of
the internal the thruster and we perform simulations on the
outlets. The applicability of this thruster method for small
satellites is also investigated.

The organization of this paper is as follows. Section II.
provides a brief introduction to electric engines. Section III.
describes the presentation of our ion engine model made in
the earlier phase of the research [10]. In Section IV., we

present the ion engine optimisation implemented based on
our simulation model. Last but not least, in Section V. we
summarise our results.

II. PRINCIPLES OF ION ENGINE OPERATION

A. Electric propulsion engine types

Electric propulsion (EP) can be categorized by different
ways [11]. First type of ion thrusters are utilizing only
electric field to accelerate ions (see Fig. 1.). The other type
is using magnetic field and electric field to accelerate and
control ion or plasma jets [4]. This type is more sophisticated
but due to its size, it is not possible to implement within
CubeSat dimensions (the standard dimension 1 unit CubeSat
is 10 cm × 10 cm × 10 cm size) [12]. Both types are using
electric field acceleration grid (AG). It is formed as two grids
separated from each at a few centimeters having a potential
difference between them. Ions are entering through the input
grid and leaving through the output grid at a higher speed.

Fig. 1. Principle of an ion thrust engine operation.

B. Electric propulsion system proposed

We propose a simple electric propulsion system for small
satellites based on the principle by accelerating an ionized gas
moving outward of the spacecraft and thrusting the spacecraft
to the opposite direction. The gas should be charged (ionised)
allowing the acceleration by electric field. Our model is based
on a simple discharge chamber where gas is ionized and an
acceleration grid that moves ions outward. Control of ion jets
are performed using electrodes attached to the inner surface
of the nozzle and driven by a potential. In this paper we
analyze the ion jet control inside the nozzle by applying only
an electric field.

C. Possible system for CubeSats

CubeSats have limited space and mass. Currently there are
spinoffs offering a 2 unit large propulsion system based on
xenon or iodine [13]. With this system, an additional steering
mechanism can be used to change the orientation of the
satellite based on deflecting ions flying out from the thruster.
The deflector system can bend the beams, and thereby it can
help to maneuver the satellite. The system is shown on Fig. 2.
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The rectangular formations are the electrodes of the deflector
system. It can turn the ion beam and thereby it can turn the
satellite too.

The arrangement shown in Fig. 1. is used in the present re-
search. We did not examine how the plasma will be produced,
handled, stored and how to control the flow of sufficient ions
into the accelerator space. Furthermore, the modeling of the
hollow electrode is also neglected.

Fig. 2. Outline of the nozzle. Small rectangles on the sides are control
electrodes. The tube on the bottom is the upper side (top side) of the
acceleration grid. The top of the grid is connected to zero voltage. The
potential of the electrodes is used to control ions movements. Sizes are
measured in centimeters. Only for the first row of electrodes shown.

III. SIMULATION OF AN ELECTROSTATIC THRUSTER

The electromagnetic field created by control electrodes can
be modeled as a constant field with very slow change in time
[14]. We disregard the physical extent of the ions, only their
mass counts for acceleration. The ions have a sufficiently
low density in the space between the accelerator electrodes
to correct the assumption that they do not collide with each
other and that the field they create is negligible. Then the
electrostatic Laplace-Poisson equation is as follows (the partial
differential equation, PDE):

∇ε0∇ϕ = 0. (1)

where ε0 is the vacuum permittivity, ϕ is the potential. In
the simulation region we solve equation (1) with boundary
conditions (see Section III-A.) and get the field that moves the
ions. The problem was solved by the finite element method
(FEM). A possible arrangement of the nozzle is shown in Fig.
3. The force acting on the embankments can be expressed by
Lorentz’s law [15]:

F = q(E+ v ×B) (2)

where F is the force, q is the charge of the moving particle,
E is the electric field, v is the velocity of the moving particle
and B is the magnetic induction. The field B generated by the
hum of the ions is negligible compared to the effects of the

Fig. 3. Geometry of simulated rectangular shaped nozzle

electrodes, and the change in the potentials of the electrodes
is slow enough hence their effects are not significant.

After solving this model we can calculate the trajectory of
ions starting from base electrode by solving equation of motion
(3) (which is the Newton’s second law) with force calculated
from potential (4), [16]:

mion ·
d2r
dt2

= F (3)

F = (−1) · qion · ∇ϕ (4)

where r is the local vector of the moving ion, t is the time.
The current research is limited to two-dimensional cases for

faster runtime. A simulation result (the red line is the route of
a single moving ion) is shown in Fig. 4., which was generated
using MATLAB PDETool [17]. The three-dimensional case
is a magnitude difference in computing capacities. While
in the two-dimensional case the steps are of the order of
O(N2), in this case O(N3), where N is the number of FEM
simulations elements (degrees of freedom). The more accurate
the simulation result we intend to achieve, the more points we
need (denser mesh). For our method, this is the most resource-
intensive part where we chose the smaller one.

The effect of the actual ion beam is negligible from the
point of view of simulation so that the constituent ions can
be simulated one by one. Then it is enough to calculate the
resulting E field and then the motion of each ion. The force
of the thruster radius can be calculated as a result of these
individual forces. This approximation is valid as long as the
resulting electric field strength is given by the potential of the
electrodes.

A. The boundary conditions

There are two ways to consider different physical objects
during FEM simulation. One possible solution is to represent it
in material parameters (application of non-zero charge density
or relative dielectric constant in sub-areas). The other is to
apply boundary conditions (BC) [18].
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Fig. 4. Electrostatic potential simulated (colored contour) and particle
trajectory (red line). Sizes are measured in centimeters.

Each electrode in the simulation means a Dirichlet-type
boundary condition. There are two practical reasons for this:
from an operational point of view, only the effect of potential
is interesting, and on the other hand, its value can be easily
optimised. Denote the potential of the ith electrode by

ϕi = Ui (5)

It is necessary to select a reference point with a value of
zero, for which the base electrode is best suited (see Fig. 3.).
This is not a real electrode but a connecting hole between
the plasma space and the acceleration space. In the two-
dimensional model, this is also a similar boundary condition
to the real electrodes, with only a constant zero voltage.

It is necessary to handle the space environment at a suf-
ficient distance from the substantial part of the ion thruster
(see Fig. 3.). In a typical operating environment of the small
satellites, charged particles are present in negligible amounts.
Therefore, the atmosphere acts as a kind of ideal insulator that
can be modelled with a homogeneous Neumann-type boundary
condition:

∂ϕ

∂n
= 0 (6)

That is enough for the simulation. To describe more accu-
rately a real-world system, it would still be necessary to model
the environment of the satellite and the electrodes (such as
frame, electronics, etc.). With both boundary conditions and
material properties, these can be perfectly modelled; however,
they are not required for current research results, so we omit
them for the sake of simplicity.

IV. OPTIMISATION

Optimisation of parameters means, on the one hand, the
physical parameters of the spacecraft and, on the other hand,
the optimisation of operational resources. For each satellite,

the following parameters can be modified to optimise the
expected performance:

• the geometry of the electrodes and the thruster,
• the type of ion used as fuel,
• number of accelerator electrodes,
• size of the accelerator electrodes
• electrode potential.
In the case of small satellite design, the standards and

mission goal essentially limit the possibilities of the spacecraft
size and weight, so there is no possibility for large-scale
optimisation here. Therefore, the primary goal is to optimise
the use of energy (typically electricity) and fuel (in this case,
the number of ions) during operation, with the stated aim of
maximising the time of operation of the spacecraft. In the case
of electrostatic ion engines, the desired thrust can be achieved
along with two strategies: accelerating more ions with lower
voltages or accelerating less fuel particles with much higher
energies than before. A longer operating time can be ensured
for the thruster unit if the ions are available for as long as
possible. This cannot be easily replaced, so the task is to
minimalise the fuel (ion) consumption.

Thus, the subject of the current research is the optimisation
of the individual operational parameters.

A. Parameter optimization
As we know the expected movement of our spacecraft, so

the application of supervised machine learning is necessary.
Given that the partial differential equation of the electrostatic
model presented in the simulation part describes the desired
behaviour with sufficient potential, the regression problem
itself is given.

The surface of each electrode can be considered equipo-
tential. The values of this form is the weight vector W
(where W = [U1, U2....UN ]T , i is the ith electrode potential).
These values are, by the way, the boundary conditions of the
FEM model presented in Section III. The error function is
interpreted as follows:

K = e2(k) = [t(k)− a(k)]
2 (7)

where e is the value of the error, t is the expected output, a
is the instantaneous value of the estimate, and k is the number
of iterations. The error is actually the difference between the
expected trajectory of each ion and the simulation result. This
difference can be defined according to several approaches,
which will be discussed in more detail in Section IV-B.
The task is to minimize the resulting K error function, thus
optimizing the orientation corrections. This optimisation is
implemented with supervised machine learning within that the
Least Mean Square method [19]:

Wnext = Wprev + 2 · µ · e · p (8)

where µ is the learning-rate, e is the error, p is scaling
factor or input parameters. Using an LMS iterative procedure,
the residuum part will always remain, which can be somewhat
reduced by averaging the repeated calculations. The optimisa-
tion flowchart is shown in Fig. 5.
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Fig. 5. Schematic flow chart of the optimization and simulation process as
an infinite loop.

B. Choosing the target

One of the most important pillars of the supervised machine
learning is the designation of target states (t). If this is flawed
(or distorted), the training process will not move towards the
ideal solution. In the present case, taking advantage of the
momentum retention, we expect that the ion beam is pushing
the spacecraft along this path. In doing so, the trajectory of
each ion must be determined. This can be done either by
prescribing control points or control regions. Fig. 6. shows
a 4-zone control arrangement.

The error is actually the distance between the control point
or zone and the ion trajectories at a given altitude:

ei = ti − ai = distance(ax, cx)|y=const (9)

where ei is the ith control zone error, ax is the ion place,
in a given altitude, and cx is the control zone at same altitude.
In the case of parameters with acceleration and velocity
dimensions, it is expedient to prescribe the control zone in
the width of the entire calculation range or to interpret the
control moment on a time basis. Distance means Euclidean
distance for each quantity.

When prescribing a route, it is worth defining these points at
several heights, and by applying a weighting form the resulting
error is:

e =
1
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ωi(ti − ai) (10)

where w is the given control point’s scaling/importance
factor, N is the number of the control points/zones.

The role of each control point is different. At the beginning
of the arrangement (close to the base electrode), their primary
function is to prevent ions from collision with the electrodes.
In contrast, the points at the end of the engine are almost
exclusively responsible for orienting the ion in the correct
direction. It is advisable to use as many control elements
that are still proportional to the degrees of freedom (this is
actually a nonlinear curve fitting task). The width of the zones
should be selected in proportion to the width of the starting
point and the initial angle of the ions. If we select too many

reference points, two things can happen. First, the number of
iterations required can be greatly increased. On the other hand,
it is conceivable that the error function will have several local
minimal relatively close to each other, and the algorithm will
jump between each other. The latter is especially typical for
small-angle turns, where straight travel also results in a small
error. In Fig. 7. there is a relatively small degree case with
well-chosen control points.

C. More complex error criteria - status based error

Not only the path of the ion but also its other parameters
may be useful. Typically, this can be the value of acceleration
(per coordinate) and its position (also per coordinate). There is
a set of adjustable parameters (i.e., voltage of the accelerator
electrodes) on which all the parameters we are looking for
depending. For each element of the state, we can write an
error function as before. There is no certainty that the zero
position of each function will be in the same place. For this
reason, we need to prioritize which parameter is how important
to us. Of course, we can also define criteria that are interpreted
not at a specific place but at a given time (after a step). Then
the name of the reference value is correct, but the procedure
is the same.

Fig. 6. Control points of trajectory definition. CPs are control points, where
ions should fly through. AG is the top of acceleration-grid, SP designates
starting point.

As it was shown in the previous subsection the cost function
with highest priority is optimised. The potentials are then ad-
justed according to the next parameter in the sequence, taking
care that the higher priority parameter cannot deteriorate by
more than a predefined value. As soon as the error has been
reduced to a sufficient level, the next parameter is consumed,
taking care that two values cannot deteriorate more than the
individual limit.

In fact, we do the same thing as in the case of tension.
We narrow down the range of possible solutions, thus most
likely ignoring the best solution. Calculating the parameters at
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a lower location in the priority queue is actually a ”roaming”
around the optimum of another parameter, looking for a good
location suitable for both values. The steps in the procedure
are the following:

1) Optimisation of the parameter with highest priority
(typically by averaging multiple runs),

2) Specify fault tolerance,
3) Optimisation of the second parameter in the priority

queue (similar to the first point) so that the error for
the higher priority parameters cannot leave the tolerance
band,

4) Repeating steps 1.-3. so that the tolerance values for the
higher priorities cannot be violated by each optimisation.

D. Choosing the input parameters or the scaling factor

The parameter p can be denoted with two names: an input
parameter or a scaling factor. The former is a common name
for typical neural networks, which can be used in the present
case. The latter presupposes a higher level of abstraction,
where each parameter loses its physical meaning and encodes
a prior knowledge [20]. Regardless of interpretation, the values
of p affect the learning rate (µ):

P = p · pT . (11)

The maximum eigenvalue (λmax) or trace of the P matrix
is critical. The reciprocal of this value is an upper limit on the
maximum value of the learning rate to keep the process stable
[20]:

µmax <
1

λmax
≤ 1

traceP
. (12)

In the case of assigning a physical input parameter to the
same voltages, the natural choice is the surface (or, in two-
dimensional cases, the perimeter) of each electrode. This is
actually the same as the boundary condition area within our
FEM model calculation range. This actually means that each
potential is weighted by the size of the electrodes. The process
can be speeded up by consistently multiplying the values one
of the sides by minus one. Thus, the opposing electrodes
receive a more drastic change during each update step. Overall,
the system convering faster towards the solution; however,
the voltage values of each electrode pair may oscillate at the
beginning of the process.

In the present arrangement, the process can be accelerated
(slowed down if incorrectly selected) if the vector p is a
scaling factor (or more complex, a scaling function). In this
case, the prior knowledge should be used that towards the end
of the arrangement, the current electrodes contribute more to
the translation than the previous ones. Thus, in the present
study, the values of these scale factors were typically chosen
to be larger than the others (usually by an order of magnitude).
During testing, in most (but not always) cases, we found that
the residual error value (K) was closer to zero than if we had
chosen them equally. No drastic acceleration was generally
observed in the number of iteration steps (except for a few
more specific cases). However, due to the more precise fit,
the expected result can be found sooner, so overall it is faster

to find the potentials for each form of movement. Presumably,
one possible improvement of the procedure would be to create
a deterministic, more efficient scaling rule.

Variation of the input parameter/scaling factor can be un-
derstood as a time-varying iteration rate. In the event that
we do so and start from a large value in time (so that the
process is still stable), we take advantage of the rapid initial
changes in the LMS. After a few iterations (typically 20-30), it
is advisable to reduce its value cyclically. This reduces the rate
of change but also the value of the residuum part. In the tests
performed in the current research, we found that with well-
chosen scaling factors, the procedure usually takes the order of
100 steps. Thus, in essence, the calculation of a given form of
movement (the most resource-intensive element of which is the
FEM simulation) can be solved even on a personal computer.
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Fig. 7. Optimization result with control points. Sizes are measured in
centimeters.

E. Physical limitations

There are several physical constraints that need to be
respected to optimise the space of the model. For a non-
relativistic initial model, the first and most important is to
figure out the velocity of ions. In the case where the velocity
of each ion becomes comparable to the speed of light (e.g.,
it reaches 10% of the speed of light), the result becomes
increasingly inaccurate. The procedure would give a false
result also if the speed of light was not the maximum of the
available speed. However, it is necessary for the algorithm to
indicate when the ions are achieved at this speed.

Another critical physical limitation is the finite voltage of
the electrodes. In the case of a spacecraft, of course, the
voltage level can only be produced in a specific range. This
can typically be on the order of a few kV [8]. This can be
different for every electrodes. The output of the optimisation
step must always satisfy the following inequality:

Umin ≤ W ≤ Umax (13)
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is advisable to reduce its value cyclically. This reduces the rate
of change but also the value of the residuum part. In the tests
performed in the current research, we found that with well-
chosen scaling factors, the procedure usually takes the order of
100 steps. Thus, in essence, the calculation of a given form of
movement (the most resource-intensive element of which is the
FEM simulation) can be solved even on a personal computer.
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E. Physical limitations

There are several physical constraints that need to be
respected to optimise the space of the model. For a non-
relativistic initial model, the first and most important is to
figure out the velocity of ions. In the case where the velocity
of each ion becomes comparable to the speed of light (e.g.,
it reaches 10% of the speed of light), the result becomes
increasingly inaccurate. The procedure would give a false
result also if the speed of light was not the maximum of the
available speed. However, it is necessary for the algorithm to
indicate when the ions are achieved at this speed.

Another critical physical limitation is the finite voltage of
the electrodes. In the case of a spacecraft, of course, the
voltage level can only be produced in a specific range. This
can typically be on the order of a few kV [8]. This can be
different for every electrodes. The output of the optimisation
step must always satisfy the following inequality:

Umin ≤ W ≤ Umax (13)

6

a lower location in the priority queue is actually a ”roaming”
around the optimum of another parameter, looking for a good
location suitable for both values. The steps in the procedure
are the following:

1) Optimisation of the parameter with highest priority
(typically by averaging multiple runs),

2) Specify fault tolerance,
3) Optimisation of the second parameter in the priority

queue (similar to the first point) so that the error for
the higher priority parameters cannot leave the tolerance
band,

4) Repeating steps 1.-3. so that the tolerance values for the
higher priorities cannot be violated by each optimisation.

D. Choosing the input parameters or the scaling factor

The parameter p can be denoted with two names: an input
parameter or a scaling factor. The former is a common name
for typical neural networks, which can be used in the present
case. The latter presupposes a higher level of abstraction,
where each parameter loses its physical meaning and encodes
a prior knowledge [20]. Regardless of interpretation, the values
of p affect the learning rate (µ):

P = p · pT . (11)

The maximum eigenvalue (λmax) or trace of the P matrix
is critical. The reciprocal of this value is an upper limit on the
maximum value of the learning rate to keep the process stable
[20]:

µmax <
1

λmax
≤ 1

traceP
. (12)

In the case of assigning a physical input parameter to the
same voltages, the natural choice is the surface (or, in two-
dimensional cases, the perimeter) of each electrode. This is
actually the same as the boundary condition area within our
FEM model calculation range. This actually means that each
potential is weighted by the size of the electrodes. The process
can be speeded up by consistently multiplying the values one
of the sides by minus one. Thus, the opposing electrodes
receive a more drastic change during each update step. Overall,
the system convering faster towards the solution; however,
the voltage values of each electrode pair may oscillate at the
beginning of the process.

In the present arrangement, the process can be accelerated
(slowed down if incorrectly selected) if the vector p is a
scaling factor (or more complex, a scaling function). In this
case, the prior knowledge should be used that towards the end
of the arrangement, the current electrodes contribute more to
the translation than the previous ones. Thus, in the present
study, the values of these scale factors were typically chosen
to be larger than the others (usually by an order of magnitude).
During testing, in most (but not always) cases, we found that
the residual error value (K) was closer to zero than if we had
chosen them equally. No drastic acceleration was generally
observed in the number of iteration steps (except for a few
more specific cases). However, due to the more precise fit,
the expected result can be found sooner, so overall it is faster

to find the potentials for each form of movement. Presumably,
one possible improvement of the procedure would be to create
a deterministic, more efficient scaling rule.
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There are several physical constraints that need to be
respected to optimise the space of the model. For a non-
relativistic initial model, the first and most important is to
figure out the velocity of ions. In the case where the velocity
of each ion becomes comparable to the speed of light (e.g.,
it reaches 10% of the speed of light), the result becomes
increasingly inaccurate. The procedure would give a false
result also if the speed of light was not the maximum of the
available speed. However, it is necessary for the algorithm to
indicate when the ions are achieved at this speed.

Another critical physical limitation is the finite voltage of
the electrodes. In the case of a spacecraft, of course, the
voltage level can only be produced in a specific range. This
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FEM model calculation range. This actually means that each
potential is weighted by the size of the electrodes. The process
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receive a more drastic change during each update step. Overall,
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the voltage values of each electrode pair may oscillate at the
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chosen them equally. No drastic acceleration was generally
observed in the number of iteration steps (except for a few
more specific cases). However, due to the more precise fit,
the expected result can be found sooner, so overall it is faster

to find the potentials for each form of movement. Presumably,
one possible improvement of the procedure would be to create
a deterministic, more efficient scaling rule.

Variation of the input parameter/scaling factor can be un-
derstood as a time-varying iteration rate. In the event that
we do so and start from a large value in time (so that the
process is still stable), we take advantage of the rapid initial
changes in the LMS. After a few iterations (typically 20-30), it
is advisable to reduce its value cyclically. This reduces the rate
of change but also the value of the residuum part. In the tests
performed in the current research, we found that with well-
chosen scaling factors, the procedure usually takes the order of
100 steps. Thus, in essence, the calculation of a given form of
movement (the most resource-intensive element of which is the
FEM simulation) can be solved even on a personal computer.
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E. Physical limitations

There are several physical constraints that need to be
respected to optimise the space of the model. For a non-
relativistic initial model, the first and most important is to
figure out the velocity of ions. In the case where the velocity
of each ion becomes comparable to the speed of light (e.g.,
it reaches 10% of the speed of light), the result becomes
increasingly inaccurate. The procedure would give a false
result also if the speed of light was not the maximum of the
available speed. However, it is necessary for the algorithm to
indicate when the ions are achieved at this speed.

Another critical physical limitation is the finite voltage of
the electrodes. In the case of a spacecraft, of course, the
voltage level can only be produced in a specific range. This
can typically be on the order of a few kV [8]. This can be
different for every electrodes. The output of the optimisation
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E. Physical limitations

There are several physical constraints that need to be
respected to optimise the space of the model. For a non-
relativistic initial model, the first and most important is to
figure out the velocity of ions. In the case where the velocity
of each ion becomes comparable to the speed of light (e.g.,
it reaches 10% of the speed of light), the result becomes
increasingly inaccurate. The procedure would give a false
result also if the speed of light was not the maximum of the
available speed. However, it is necessary for the algorithm to
indicate when the ions are achieved at this speed.

Another critical physical limitation is the finite voltage of
the electrodes. In the case of a spacecraft, of course, the
voltage level can only be produced in a specific range. This
can typically be on the order of a few kV [8]. This can be
different for every electrodes. The output of the optimisation
step must always satisfy the following inequality:

Umin ≤ W ≤ Umax (13)
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where Umin is the lower and Umax is the upper limit for the
possible voltage value in the spacecraft. It can be interpreted
as both continuous and discrete quantities.

By not allowing the electrodes to take on any value, some
of the minimum possible locations of the function K are
omitted. A trivial example of this is when we prescribe as
much acceleration as possible (without an upper bound). An
obvious solution is to shape the most significant accelerating
potentials, but the physical limitations of the spacecraft do not
allow it. Thus, the task is to find the best solution in a local
environment of the error function.

V. CONCLUSION

We presented the first results of a system that can control
ion thruster’s ion beam using only electric field. The effect
of guiding electrodes can be controlled by the magnitude
of electrode potential and connection status of the other
electrodes. It is found that thrusting material does not affect
the ability to control. A solution based on the optimisation of
boundary conditions provides a result within an acceptable
number of iteration steps. The process is fast and easy to
parameterise. In addition, the procedure can be independent
of the model and can be applied to a more complex physical
thruster. The topic of future research is how to interpret the
error in the case of three-dimensional procedures. In this paper,
we examined only one starting point and start velocity; it is
straightforward to use more points and velocities to optimise.
Of course, such a simple optimisation can not be used to
completely resolve that problem. In our future work, we intend
to examine the usability of the more complex error function
and three-dimensional arrangements.
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are the following:

1) Optimisation of the parameter with highest priority
(typically by averaging multiple runs),
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the higher priority parameters cannot leave the tolerance
band,
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The parameter p can be denoted with two names: an input
parameter or a scaling factor. The former is a common name
for typical neural networks, which can be used in the present
case. The latter presupposes a higher level of abstraction,
where each parameter loses its physical meaning and encodes
a prior knowledge [20]. Regardless of interpretation, the values
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The maximum eigenvalue (λmax) or trace of the P matrix
is critical. The reciprocal of this value is an upper limit on the
maximum value of the learning rate to keep the process stable
[20]:
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In the case of assigning a physical input parameter to the
same voltages, the natural choice is the surface (or, in two-
dimensional cases, the perimeter) of each electrode. This is
actually the same as the boundary condition area within our
FEM model calculation range. This actually means that each
potential is weighted by the size of the electrodes. The process
can be speeded up by consistently multiplying the values one
of the sides by minus one. Thus, the opposing electrodes
receive a more drastic change during each update step. Overall,
the system convering faster towards the solution; however,
the voltage values of each electrode pair may oscillate at the
beginning of the process.

In the present arrangement, the process can be accelerated
(slowed down if incorrectly selected) if the vector p is a
scaling factor (or more complex, a scaling function). In this
case, the prior knowledge should be used that towards the end
of the arrangement, the current electrodes contribute more to
the translation than the previous ones. Thus, in the present
study, the values of these scale factors were typically chosen
to be larger than the others (usually by an order of magnitude).
During testing, in most (but not always) cases, we found that
the residual error value (K) was closer to zero than if we had
chosen them equally. No drastic acceleration was generally
observed in the number of iteration steps (except for a few
more specific cases). However, due to the more precise fit,
the expected result can be found sooner, so overall it is faster

to find the potentials for each form of movement. Presumably,
one possible improvement of the procedure would be to create
a deterministic, more efficient scaling rule.

Variation of the input parameter/scaling factor can be un-
derstood as a time-varying iteration rate. In the event that
we do so and start from a large value in time (so that the
process is still stable), we take advantage of the rapid initial
changes in the LMS. After a few iterations (typically 20-30), it
is advisable to reduce its value cyclically. This reduces the rate
of change but also the value of the residuum part. In the tests
performed in the current research, we found that with well-
chosen scaling factors, the procedure usually takes the order of
100 steps. Thus, in essence, the calculation of a given form of
movement (the most resource-intensive element of which is the
FEM simulation) can be solved even on a personal computer.
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Fig. 7. Optimization result with control points. Sizes are measured in
centimeters.

E. Physical limitations

There are several physical constraints that need to be
respected to optimise the space of the model. For a non-
relativistic initial model, the first and most important is to
figure out the velocity of ions. In the case where the velocity
of each ion becomes comparable to the speed of light (e.g.,
it reaches 10% of the speed of light), the result becomes
increasingly inaccurate. The procedure would give a false
result also if the speed of light was not the maximum of the
available speed. However, it is necessary for the algorithm to
indicate when the ions are achieved at this speed.

Another critical physical limitation is the finite voltage of
the electrodes. In the case of a spacecraft, of course, the
voltage level can only be produced in a specific range. This
can typically be on the order of a few kV [8]. This can be
different for every electrodes. The output of the optimisation
step must always satisfy the following inequality:

Umin ≤ W ≤ Umax (13)

6
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location suitable for both values. The steps in the procedure
are the following:

1) Optimisation of the parameter with highest priority
(typically by averaging multiple runs),

2) Specify fault tolerance,
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The parameter p can be denoted with two names: an input
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P = p · pT . (11)

The maximum eigenvalue (λmax) or trace of the P matrix
is critical. The reciprocal of this value is an upper limit on the
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[20]:

µmax <
1

λmax
≤ 1

traceP
. (12)
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E. Physical limitations

There are several physical constraints that need to be
respected to optimise the space of the model. For a non-
relativistic initial model, the first and most important is to
figure out the velocity of ions. In the case where the velocity
of each ion becomes comparable to the speed of light (e.g.,
it reaches 10% of the speed of light), the result becomes
increasingly inaccurate. The procedure would give a false
result also if the speed of light was not the maximum of the
available speed. However, it is necessary for the algorithm to
indicate when the ions are achieved at this speed.

Another critical physical limitation is the finite voltage of
the electrodes. In the case of a spacecraft, of course, the
voltage level can only be produced in a specific range. This
can typically be on the order of a few kV [8]. This can be
different for every electrodes. The output of the optimisation
step must always satisfy the following inequality:

Umin ≤ W ≤ Umax (13)
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where Umin is the lower and Umax is the upper limit for the
possible voltage value in the spacecraft. It can be interpreted
as both continuous and discrete quantities.

By not allowing the electrodes to take on any value, some
of the minimum possible locations of the function K are
omitted. A trivial example of this is when we prescribe as
much acceleration as possible (without an upper bound). An
obvious solution is to shape the most significant accelerating
potentials, but the physical limitations of the spacecraft do not
allow it. Thus, the task is to find the best solution in a local
environment of the error function.

V. CONCLUSION

We presented the first results of a system that can control
ion thruster’s ion beam using only electric field. The effect
of guiding electrodes can be controlled by the magnitude
of electrode potential and connection status of the other
electrodes. It is found that thrusting material does not affect
the ability to control. A solution based on the optimisation of
boundary conditions provides a result within an acceptable
number of iteration steps. The process is fast and easy to
parameterise. In addition, the procedure can be independent
of the model and can be applied to a more complex physical
thruster. The topic of future research is how to interpret the
error in the case of three-dimensional procedures. In this paper,
we examined only one starting point and start velocity; it is
straightforward to use more points and velocities to optimise.
Of course, such a simple optimisation can not be used to
completely resolve that problem. In our future work, we intend
to examine the usability of the more complex error function
and three-dimensional arrangements.

REFERENCES

[1] Arianespace, Ariane 5 User’s Manual Issue 5 Revision 2. Ariane, Oct.
2016.

[2] Ronald J. Cybulski, Daniel M, Shellhammer, Robert R. LoveII, Edward
J. Domino, and Joseph T. Kotnik, RESULTS FROM SERT I ION
ROCKET FLIGHT TEST, 1965th ed.

[3] J. E. Pollard, D. E. Jackson, D. C. Marvin, A. B. Jenkin, and
S. W. Janson, “Electric propulsion flight experience and technology
readiness,” Jun. 1993. [Online]. Available: http://adsabs.harvard.edu/
abs/1993jpmc.confX....P

[4] K. Holste, P. Dietz, S. Scharmann, K. Keil, T. Henning, D. Zschätzsch,
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   Identification of the Possible Security Issues of the 464XLAT IPv6 Transition Technology 

 

Abstract— This paper focuses on one of the most prominent 
IPv6 transition technologies named 464XLAT. The aim is to 
analyze the security threats that this technology might face. After 
carrying out the threat analysis using STRIDE method that stands 
for Spoofing, Tampering, Repudiation, Information Disclosure 
and Elevation of Privilege, and using DFD (Data-Flow Diagram) 
as a core for the analysis, we summarized the security 
vulnerabilities and attack points possibilities within this 
infrastructure. We have also built a testbed for 464XLAT topology 
using several virtual machines, which were created using Debian 
image. We used our testbed to perform DoS (Denial of Service) 
attack against the PLAT (provider-side translator) and monitor 
PLAT’s performance and the number of packets being translated 
under attack by different number of clients using the hping3 
command. 

 
Index Terms—464XLAT, DNS, IPv4aaS, IPv6, STRIDE, 

Translation,  

I. INTRODUCTION 
After the depletion of the IPv4 address pool, several 

technologies were invented to provide a practical solution for 
this matter. The high number of IPv6 transition technologies 
are surveyed and they are classified into different categories 
regarding the importance of their security analysis in [1]. The 
methodology for the identification of potential security issues 
of different IPv6 transition technologies has been defined in [2]. 
That paper also includes a detailed security analysis of DNS64 
(DNS extensions for network address translation from IPv6 
clients to IPv4 servers) [3] and a shorter security overview of 
stateful NAT64 (Network address and protocol translation from 
IPv6 clients to IPv4 servers) [4]. The combination of DNS64 
plus NAT64, however, has its own drawbacks, especially that 
the connection can only be established from the IPv6 only client 
and not supporting IPv4 literals [5]. Then came 464XLAT [6] 
with its double translation mechanism, where it did sort out the 
issues presented by the DNS64 +NAT64 solution.  

However, the application of 464XLAT may involve various 
security vulnerabilities. Therefore, it is essential to analyze the 

security threats that might affect this promising technology. 
According to [6], 464XLAT in general is very quick to deploy 
and has minimal IPv4 resource requirements and maximum 
IPv4 address sharing efficiency. Moreover, 464XLAT employs 
traffic engineering and capacity planning without the 
indirection or obfuscation of a tunnel [6]. 

Previously, we have published a conference paper [7], in 
which we have analyzed the potential vulnerabilities of 
464XLAT. In this paper we are taking it one step further by 
building 464XLAT topology with Linux based virtual machines 
and actually monitoring the operation of 464XLAT and the 
performance of its translators under DoS attack. (This paper is 
an extension of our former conference paper[7].) 

The main focus of this paper is to highlight security threats 
facing the network infrastructure as a result of deploying 
464XLAT within the network topology and building the testbed 
where an actual topology is tested with several attacking clients. 

In Section II, we discuss the operation of 464XLAT and its 
structure, section III is about operation of the STRIDE method, 
its elements and how it works, section IV is about 464XLAT 
security revealed by applying STRIDE on it, while in section 
V, we mention some previous publications regarding 464XLAT 
/ NAT64 security threats and in section VI, we build the testbed 
and explain its infrastructure and its topology elements. In 
section VII, we demonstrate an attack scenario using hping3 
command and adding several clients gradually. In section VIII, 

we analyze the results of our attack. In section IX, we present 
our plans for future research and the significance of our results. 
In section X, we summarize and conclude the value of the 
results the paper came up with where we prove that 464XLAT 
is effective technology and also susceptible to attack 
possibilities such as DoS. 
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Abstract— This paper focuses on one of the most prominent 
IPv6 transition technologies named 464XLAT. The aim is to 
analyze the security threats that this technology might face. After 
carrying out the threat analysis using STRIDE method that stands 
for Spoofing, Tampering, Repudiation, Information Disclosure 
and Elevation of Privilege, and using DFD (Data-Flow Diagram) 
as a core for the analysis, we summarized the security 
vulnerabilities and attack points possibilities within this 
infrastructure. We have also built a testbed for 464XLAT topology 
using several virtual machines, which were created using Debian 
image. We used our testbed to perform DoS (Denial of Service) 
attack against the PLAT (provider-side translator) and monitor 
PLAT’s performance and the number of packets being translated 
under attack by different number of clients using the hping3 
command. 
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I. INTRODUCTION 
After the depletion of the IPv4 address pool, several 

technologies were invented to provide a practical solution for 
this matter. The high number of IPv6 transition technologies 
are surveyed and they are classified into different categories 
regarding the importance of their security analysis in [1]. The 
methodology for the identification of potential security issues 
of different IPv6 transition technologies has been defined in [2]. 
That paper also includes a detailed security analysis of DNS64 
(DNS extensions for network address translation from IPv6 
clients to IPv4 servers) [3] and a shorter security overview of 
stateful NAT64 (Network address and protocol translation from 
IPv6 clients to IPv4 servers) [4]. The combination of DNS64 
plus NAT64, however, has its own drawbacks, especially that 
the connection can only be established from the IPv6 only client 
and not supporting IPv4 literals [5]. Then came 464XLAT [6] 
with its double translation mechanism, where it did sort out the 
issues presented by the DNS64 +NAT64 solution.  
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security threats that might affect this promising technology. 
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indirection or obfuscation of a tunnel [6]. 
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which we have analyzed the potential vulnerabilities of 
464XLAT. In this paper we are taking it one step further by 
building 464XLAT topology with Linux based virtual machines 
and actually monitoring the operation of 464XLAT and the 
performance of its translators under DoS attack. (This paper is 
an extension of our former conference paper[7].) 

The main focus of this paper is to highlight security threats 
facing the network infrastructure as a result of deploying 
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where an actual topology is tested with several attacking clients. 

In Section II, we discuss the operation of 464XLAT and its 
structure, section III is about operation of the STRIDE method, 
its elements and how it works, section IV is about 464XLAT 
security revealed by applying STRIDE on it, while in section 
V, we mention some previous publications regarding 464XLAT 
/ NAT64 security threats and in section VI, we build the testbed 
and explain its infrastructure and its topology elements. In 
section VII, we demonstrate an attack scenario using hping3 
command and adding several clients gradually. In section VIII, 

we analyze the results of our attack. In section IX, we present 
our plans for future research and the significance of our results. 
In section X, we summarize and conclude the value of the 
results the paper came up with where we prove that 464XLAT 
is effective technology and also susceptible to attack 
possibilities such as DoS. 
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II. THE OPERATION OF 464XLAT 

The main structure of 464XLAT, as shown in Fig. 1, is divided 
in two sides; CLAT & PLAT. 

A. CLAT (customer-side translator) 
CLAT algorithmically translates 1:1 private IPv4 addresses 

to global IPv6 addresses and vice versa [6]. It acts as IPv6 
router, DNS proxy and DHCP server for local client as well. 
Normally, CLAT must know its own prefix and PLAT side 
prefix in order to use it as destination for its outgoing packets 
[6]. 

As for IPv6 client, its own packets will pass through the 
CLAT without the need to any translation process and will be 
forwarded to the PLAT directly. 

B. PLAT (provider-side translator) 
It translates N:1 global IPv6 addresses with the previously 

set CLAT prefix to public IPv4 addresses and vice versa [6], it 
actually implements a stateful NAT64 gateway as described in 
RFC 6146 [4]. We give an easy introduction to understand to 
the operation of 464XLAT by Fig. 2. The client in the bottom 
left hand side corner of the figure (using private IPv4 address 
192.168.1.2) wants to connect to the server in the top left hand 
side corner (using public IPv4 address 198.51.100.1). The 
prefix at CLAT side is 2001:8db:aaaa::/96, whereas the prefix 
at PLAT side is 2001:8db:1234::/96. CLAT translates the IPv4 
packet into an IPv6 packet, in which the source address will be 
2001:db8:aaaa::192.168.1.2, and the destination address will be 
2001:db8:1234::198.51.100.1. 

At the PLAT side, the 2001:db8:1234::/96 prefix is 
discovered in the destination address, and an IPv4 packet is 
built using the embedded 198.51.100.1 IPv4 address as 
destination address, and the source IPv4 address is chosen from 
the pool of 192.0.2.1-192.0.2.100 (this time it happened to be 
192.0.2.1). Source port is also replaced, when needed, and the 
connection is registered into the state table of the NAT64 
translator to be able to perform the stateful translation in the 
reverse direction, too. (Please refer to RFC 6146 [4] for further 
details of the stateful NAT64 translation.) 

Besides double translation, there are two other possible 
scenarios. If both the client and the server have IPv6 addresses, 
then there is no translation at all, but native IPv6 is used. If the 
client has an IPv6 address, but the server has only and IPv4 
address, then there are two possible modes of operation: 

 If DNS64 is configured, then the DNS64 server returns 
an IPv4-embedded IPv6 address, and only a single 
translation happens at the PLAT. (This is the DNS64 + 
NAT64 solution.). 

 If no DNS64 is configured, then the client uses IPv4 and 
double translation happens as described above. 

III. THE OPERATION OF STRIDE 
STRIDE stands for Spoofing, Tampering, Repudiation, 

Information Disclosure, Denial of Service and Elevation of 

Privilege [8]. These are general threats that any network 
device/node might be susceptible to. 

 
A. Spoofing: when an attacker claims to be someone else by 

changing his real source IP address in order to bypass a filter 
or an IDS (intrusion detection system) and also to perform 
DDOS (Dedicated DoS attack) against the potential target 
[7][8]. 

B. Tampering: the process of changing the content of data flow 
on its way to the destination, for example, the attacker might 
alter the packet destination to a malicious server [8]. In 
wireless communication however, a possibility of MIM  
(man in the middle) can be used to achieve this attack, such 
as intercepting HTTP and HTTPS connection between 
HTTP(S) such as mobile or desktop browser [9]. 

C. Repudiation: it is the claim of a user of not doing an act, 
while he actually did, like DNS resolution request or in case 
of ATM money withdrawal where customer might 
withdraw a specific amount of money then claims that he 
has not performed any transaction [2]. This threat often 
appears on the business layer (above network layer in 
TCP/IP or above application layer such as HTTP/HTML). 

D. Information Disclosure: an attacker gets sensitive 
information, which could be used in various ways, e.g. it 
might help him in hacking, like knowing who’s talking to 
whom by monitoring DNS traffic or TTL value of the 
packet, which gives the attacker an idea of many hops has 
the packet gone through then the packet original or source 
address location will be compromised [2]. 

E. Denial of Service: The attacker can flood a system with 
useless requests to consume as much processing power as 
possible in order to prevent the targeted machine from 
serving legitimate (useful) ones. For example, it can flood a 
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DNS server with huge number of useless queries to prevent 
legitimate queries from getting a response [2]. 

F. Elevation of Privilege: bypassing the authority matrix of 
specific organization, like getting root permission on a 
specific server [9]. 

 
The STRIDE method uses the DFD (Data Flow Diagram) of 

the investigated system in order to examine the critical areas 
within the system, so it comes up with total security analysis 
using the four types of elements of the DFD (Data Flows, Data 
Stores, Processes and Interactors). 

Data flow models usually applied on network & architecture 
systems rather than software products, but they can be applied 
on both [8]. STRIDE has different approaches regarding threat 
models: 

 Assets-centered threat model: anything the attacker 
wants to access, control or damage. According to [10], 
assets-centered threat model is being conducted using 
4 approaches: DREAD, Trike, OCTAVE and PASTA. 
For instance, OCTAVE, which stands for Operationally 
Threat Asset and Vulnerability Evaluation, is a robust 
approach but its rather complicated, it takes 
considerable time to learn and get familiar with its 
process. Furthermore, its documentation is voluminous 
[10]. 

 Attacker-centered threat model: it is based on knowing 
the attacker, his motivations and skills. It is useful but 
hard to implement [8]. 

 Software-centric threat model: focuses on software 
being built and the deployed systems, it’s the best 
approach for threat modeling [8], because it supposes 
that software developers are the best people to 
understand the software they are developing, which 
makes the software an ideal starting point to trigger the 
threat modeling process. 

In general, the best models are diagrams that help 
participants understand the software and find threats against 
it. Each element of the DFD has its own security threats as 
explained in Table I. It means each element is susceptible to 
some threats while not susceptible to others [8]. 

IV. SECURITY ISSUES OF 464XLAT 
We presented DFD of 464XLAT in a previous paper [11]. 

Nevertheless, we made some slight changes on the DFD and 
after applying the STRIDE method on the DFD diagram of 
464XLAT in Fig.3, some security threats are visible at the 
points (1-11), which represent the threat possibilities within the 
DFD diagram. In this section, we carefully examine all the 

elements of the DFD for all possible threats & attacks in details. 
(Please see the summary of vulnerabilities in Table II.) 

A. IPV4 / IPV6 Client 
1) Spoofing:  

 The spoofed IP could be used to send useless 
packets to the CLAT and this scenario is considered 
as DOS attack against the CLAT. 

2) Repudiation: the client might deny the request he made 
in the first place. 

B. Data flow from IPv4 only client to NAT46 
1) Tampering: it can be used as an attack against the domain 

name or changing the IP address of packet destination, which 
might be used to direct the packet towards fraudulent server, 
this kind of attack is also called FoS (Failure of Service) 
because it prevents the real client from receiving an answer to 
its real query [2]. 

2) Information Disclosure: an attacker might be interested 
in knowing the browsing habits of the requester, and the packet 
itself might contain some sensitive information sent by the 
client himself [2]. 

3) Denial of Service: flooding the gateway with unwanted 
requests to prevent the real query from getting an answer. 

TABLE I.  VULNERABILITIES OF DIFFERENT DFD ELEMENTS [2] 

DFD 
Element Spoofing Tampering Repudiation Information 

Disclosure 
Denial of 

Service 
Elevation of 
Privilege 

Data Flows       

Data Stores       

Processes       

Interactors       
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for Spoofing, Tampering, Repudiation, Information Disclosure 
and Elevation of Privilege, and using DFD (Data-Flow Diagram) 
as a core for the analysis, we summarized the security 
vulnerabilities and attack points possibilities within this 
infrastructure. We have also built a testbed for 464XLAT topology 
using several virtual machines, which were created using Debian 
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I. INTRODUCTION 
After the depletion of the IPv4 address pool, several 

technologies were invented to provide a practical solution for 
this matter. The high number of IPv6 transition technologies 
are surveyed and they are classified into different categories 
regarding the importance of their security analysis in [1]. The 
methodology for the identification of potential security issues 
of different IPv6 transition technologies has been defined in [2]. 
That paper also includes a detailed security analysis of DNS64 
(DNS extensions for network address translation from IPv6 
clients to IPv4 servers) [3] and a shorter security overview of 
stateful NAT64 (Network address and protocol translation from 
IPv6 clients to IPv4 servers) [4]. The combination of DNS64 
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the connection can only be established from the IPv6 only client 
and not supporting IPv4 literals [5]. Then came 464XLAT [6] 
with its double translation mechanism, where it did sort out the 
issues presented by the DNS64 +NAT64 solution.  

However, the application of 464XLAT may involve various 
security vulnerabilities. Therefore, it is essential to analyze the 

security threats that might affect this promising technology. 
According to [6], 464XLAT in general is very quick to deploy 
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IPv4 address sharing efficiency. Moreover, 464XLAT employs 
traffic engineering and capacity planning without the 
indirection or obfuscation of a tunnel [6]. 

Previously, we have published a conference paper [7], in 
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464XLAT. In this paper we are taking it one step further by 
building 464XLAT topology with Linux based virtual machines 
and actually monitoring the operation of 464XLAT and the 
performance of its translators under DoS attack. (This paper is 
an extension of our former conference paper[7].) 

The main focus of this paper is to highlight security threats 
facing the network infrastructure as a result of deploying 
464XLAT within the network topology and building the testbed 
where an actual topology is tested with several attacking clients. 

In Section II, we discuss the operation of 464XLAT and its 
structure, section III is about operation of the STRIDE method, 
its elements and how it works, section IV is about 464XLAT 
security revealed by applying STRIDE on it, while in section 
V, we mention some previous publications regarding 464XLAT 
/ NAT64 security threats and in section VI, we build the testbed 
and explain its infrastructure and its topology elements. In 
section VII, we demonstrate an attack scenario using hping3 
command and adding several clients gradually. In section VIII, 

we analyze the results of our attack. In section IX, we present 
our plans for future research and the significance of our results. 
In section X, we summarize and conclude the value of the 
results the paper came up with where we prove that 464XLAT 
is effective technology and also susceptible to attack 
possibilities such as DoS. 
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DNS server with huge number of useless queries to prevent 
legitimate queries from getting a response [2]. 

F. Elevation of Privilege: bypassing the authority matrix of 
specific organization, like getting root permission on a 
specific server [9]. 

 
The STRIDE method uses the DFD (Data Flow Diagram) of 

the investigated system in order to examine the critical areas 
within the system, so it comes up with total security analysis 
using the four types of elements of the DFD (Data Flows, Data 
Stores, Processes and Interactors). 

Data flow models usually applied on network & architecture 
systems rather than software products, but they can be applied 
on both [8]. STRIDE has different approaches regarding threat 
models: 

 Assets-centered threat model: anything the attacker 
wants to access, control or damage. According to [10], 
assets-centered threat model is being conducted using 
4 approaches: DREAD, Trike, OCTAVE and PASTA. 
For instance, OCTAVE, which stands for Operationally 
Threat Asset and Vulnerability Evaluation, is a robust 
approach but its rather complicated, it takes 
considerable time to learn and get familiar with its 
process. Furthermore, its documentation is voluminous 
[10]. 

 Attacker-centered threat model: it is based on knowing 
the attacker, his motivations and skills. It is useful but 
hard to implement [8]. 

 Software-centric threat model: focuses on software 
being built and the deployed systems, it’s the best 
approach for threat modeling [8], because it supposes 
that software developers are the best people to 
understand the software they are developing, which 
makes the software an ideal starting point to trigger the 
threat modeling process. 

In general, the best models are diagrams that help 
participants understand the software and find threats against 
it. Each element of the DFD has its own security threats as 
explained in Table I. It means each element is susceptible to 
some threats while not susceptible to others [8]. 

IV. SECURITY ISSUES OF 464XLAT 
We presented DFD of 464XLAT in a previous paper [11]. 

Nevertheless, we made some slight changes on the DFD and 
after applying the STRIDE method on the DFD diagram of 
464XLAT in Fig.3, some security threats are visible at the 
points (1-11), which represent the threat possibilities within the 
DFD diagram. In this section, we carefully examine all the 

elements of the DFD for all possible threats & attacks in details. 
(Please see the summary of vulnerabilities in Table II.) 

A. IPV4 / IPV6 Client 
1) Spoofing:  

 The spoofed IP could be used to send useless 
packets to the CLAT and this scenario is considered 
as DOS attack against the CLAT. 

2) Repudiation: the client might deny the request he made 
in the first place. 

B. Data flow from IPv4 only client to NAT46 
1) Tampering: it can be used as an attack against the domain 

name or changing the IP address of packet destination, which 
might be used to direct the packet towards fraudulent server, 
this kind of attack is also called FoS (Failure of Service) 
because it prevents the real client from receiving an answer to 
its real query [2]. 

2) Information Disclosure: an attacker might be interested 
in knowing the browsing habits of the requester, and the packet 
itself might contain some sensitive information sent by the 
client himself [2]. 

3) Denial of Service: flooding the gateway with unwanted 
requests to prevent the real query from getting an answer. 

TABLE I.  VULNERABILITIES OF DIFFERENT DFD ELEMENTS [2] 

DFD 
Element Spoofing Tampering Repudiation Information 

Disclosure 
Denial of 

Service 
Elevation of 
Privilege 

Data Flows       

Data Stores       

Processes       

Interactors       
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C. Data flow from NAT46 gateway to the client 

1) Tampering: an attack against the client, for example 
sending misleading information at application level or breaking 
the connecting sending a RST at TCP level. 

2) Information Disclosure: an attacker getting access to 
sensitive data. 

3) Denial of Service: sending high number of forged replies 
to the client to prevent if form processing the genuine ones. 

D. NAT46 Gateway (CLAT) 
1) Spoofing: in this case, spoofing means unauthorized user 

controls the gateway and translate the private IPv4 to the wrong 
IPv6 and send the packet to different destination. 

2) Tampering: an attacker tampered with the data within the 
gateway itself by which might result in e.g. returning the wrong 
IPv6 address [2]. 

3) Repudiation: after spoofing the CLAT, an attacker might 
deny sending a packet that was actually sent by the CLAT 
himself while hiding his own identity. Logging is the key here, 
if the database administrator is not fully trusted, then a system 
in another privilege domain has to be installed.  

4) Information Disclosure: an attacker might make use of 
the browsing data and queries made by the requester in order to 
hack the main requester later on. 

5) Denial of Service: it could be by an attacker spoofing an 
IP of legitimate user flooding the CLAT with huge number of 
requests, see section IV.B.3. 

6) Elevation of Privilege: it happens when an attacker gain 
access to a service he shouldn’t be getting in the first place. 
However, it mainly happens due to inside job [2] and the 
attacker might gain the right of admin or root to whatever he 
likes later on. 

E. Data flow from NAT46 to NAT64 

1) Tampering: the packet destination IP might be 
altered while it’s on its way to NAT64 gateway. 

2) Information Disclosure:  see section IV.B.2. 

3) Denial of Service: after spoofing the NAT46, 
attacker might send numerous useless packets to the 
NAT64 gateway. 

F. Data flow from NAT64 to NAT46 gateway  

1) Tampering: see section IV.C.1.  

2) Information Disclosure: it is possible that an attacker 
might access the packet details on its way back to NAT46 
gateway and extract sensitive information out of it. 

3) Denial of Service: flooding the NAT46 gateway with 
unwanted packets to prevent it from translating the genuine 
traffic. 

G. NAT64 Gateway (PLAT) 
1) Spoofing: an attacker might take control (spoof) the 

gateway and do many malicious activities with it, see 
section IV.D.1. 

 
 
1 Similarly to NAT devices, NAT64 gateways usually use source port 

2) Tampering: an attacker might change the content of 
packet details withing the gateway, see section IV.D.2. 

3) Repudiation: see section IV.D.3. 
4) Information Disclosure: see section IV.D.4. 
5) Denial of Service: DoS attack might come in a way that 

affect the NAT64 Gateway (PLAT), such as Exhaustion of 
source port and public IPv4 address pool, which is an issue 
since the gateway uses 63K1 number of source ports per public 
IPv4 address. An enhanced algorithm presented by [12] helps 
in tackling this issue in details. 

6) Elevation of Privilege: one of the elevation problems is 
called buffer overflow attack [13], which could happen if a 
device like NAT64 getting inputs from both sides and that 
might affect its memory storage units. 
H. Internal connection tracking table 

1) Potential attackers have no direct access to it, they can 
influence its content in indirect ways only.  

1) Denial of Service: The attacker may initiate fake 
connections (either using his real IPv6 address or fake ones) and 
thus achieve the insertion of fake entries into the connection 
tracking table. The high number of fake entries may slow down 
the operation of the NAT64 gateway or even prevent legitimate 
users from establishing further connections, when the table is 
full. If PLAT applies a connection limit per source IPv6 
address, then the attacker may exhaust the available number of 
connections for legitimate users by spoofing their IPv6 
addresses and initiating fake connections. 

I. Data flow from PLAT to IPv4 Server 
1) Tampering: attacker might change the source IP address 

of the packet so the IPv4 server will not know, who sent the 
packet in the first place. 

2) Information Disclosure: see Section IV.B.2 
3) Denial of Service: an attacker might spoof the IP and 

flood the IPv4 server with plenty of undesired requests. 

J. IPV4 server / IPv4 network 
1) Spoofing: Source IP address might be spoofed, see 

section IV.A.1. 
2) Repudiation: denying of sending a request is viable in 

this case, see section IV.A.2. 

K. Data flow from IPV4 server / IPv4 network to PLAT 

1) Tampering: the attacker might send TCP-RST packets 
to erase the mapped entries within the NAT64 gateway. 

 

2) Information Disclosure: it is possible that an attacker 
might access the packet details on its way back to NAT64 
gateway and extract sensitive information out of it, like TTL 
value or browsing habits [2]. 

3) Denial of Service: flooding the NAT64 gateway with 
unwanted requests to prevent it from translating the real traffic. 

numbers from the range of 1024 – 65536. 

3 
   Identification of the Possible Security Issues of the 464XLAT IPv6 Transition Technology 

 

DNS server with huge number of useless queries to prevent 
legitimate queries from getting a response [2]. 

F. Elevation of Privilege: bypassing the authority matrix of 
specific organization, like getting root permission on a 
specific server [9]. 

 
The STRIDE method uses the DFD (Data Flow Diagram) of 

the investigated system in order to examine the critical areas 
within the system, so it comes up with total security analysis 
using the four types of elements of the DFD (Data Flows, Data 
Stores, Processes and Interactors). 

Data flow models usually applied on network & architecture 
systems rather than software products, but they can be applied 
on both [8]. STRIDE has different approaches regarding threat 
models: 

 Assets-centered threat model: anything the attacker 
wants to access, control or damage. According to [10], 
assets-centered threat model is being conducted using 
4 approaches: DREAD, Trike, OCTAVE and PASTA. 
For instance, OCTAVE, which stands for Operationally 
Threat Asset and Vulnerability Evaluation, is a robust 
approach but its rather complicated, it takes 
considerable time to learn and get familiar with its 
process. Furthermore, its documentation is voluminous 
[10]. 

 Attacker-centered threat model: it is based on knowing 
the attacker, his motivations and skills. It is useful but 
hard to implement [8]. 

 Software-centric threat model: focuses on software 
being built and the deployed systems, it’s the best 
approach for threat modeling [8], because it supposes 
that software developers are the best people to 
understand the software they are developing, which 
makes the software an ideal starting point to trigger the 
threat modeling process. 

In general, the best models are diagrams that help 
participants understand the software and find threats against 
it. Each element of the DFD has its own security threats as 
explained in Table I. It means each element is susceptible to 
some threats while not susceptible to others [8]. 

IV. SECURITY ISSUES OF 464XLAT 
We presented DFD of 464XLAT in a previous paper [11]. 

Nevertheless, we made some slight changes on the DFD and 
after applying the STRIDE method on the DFD diagram of 
464XLAT in Fig.3, some security threats are visible at the 
points (1-11), which represent the threat possibilities within the 
DFD diagram. In this section, we carefully examine all the 

elements of the DFD for all possible threats & attacks in details. 
(Please see the summary of vulnerabilities in Table II.) 

A. IPV4 / IPV6 Client 
1) Spoofing:  
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DNS server with huge number of useless queries to prevent 
legitimate queries from getting a response [2]. 

F. Elevation of Privilege: bypassing the authority matrix of 
specific organization, like getting root permission on a 
specific server [9]. 

 
The STRIDE method uses the DFD (Data Flow Diagram) of 

the investigated system in order to examine the critical areas 
within the system, so it comes up with total security analysis 
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Stores, Processes and Interactors). 
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systems rather than software products, but they can be applied 
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process. Furthermore, its documentation is voluminous 
[10]. 

 Attacker-centered threat model: it is based on knowing 
the attacker, his motivations and skills. It is useful but 
hard to implement [8]. 

 Software-centric threat model: focuses on software 
being built and the deployed systems, it’s the best 
approach for threat modeling [8], because it supposes 
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understand the software they are developing, which 
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In general, the best models are diagrams that help 
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C. Data flow from NAT46 gateway to the client 

1) Tampering: an attack against the client, for example 
sending misleading information at application level or breaking 
the connecting sending a RST at TCP level. 

2) Information Disclosure: an attacker getting access to 
sensitive data. 

3) Denial of Service: sending high number of forged replies 
to the client to prevent if form processing the genuine ones. 

D. NAT46 Gateway (CLAT) 
1) Spoofing: in this case, spoofing means unauthorized user 

controls the gateway and translate the private IPv4 to the wrong 
IPv6 and send the packet to different destination. 

2) Tampering: an attacker tampered with the data within the 
gateway itself by which might result in e.g. returning the wrong 
IPv6 address [2]. 

3) Repudiation: after spoofing the CLAT, an attacker might 
deny sending a packet that was actually sent by the CLAT 
himself while hiding his own identity. Logging is the key here, 
if the database administrator is not fully trusted, then a system 
in another privilege domain has to be installed.  

4) Information Disclosure: an attacker might make use of 
the browsing data and queries made by the requester in order to 
hack the main requester later on. 

5) Denial of Service: it could be by an attacker spoofing an 
IP of legitimate user flooding the CLAT with huge number of 
requests, see section IV.B.3. 

6) Elevation of Privilege: it happens when an attacker gain 
access to a service he shouldn’t be getting in the first place. 
However, it mainly happens due to inside job [2] and the 
attacker might gain the right of admin or root to whatever he 
likes later on. 

E. Data flow from NAT46 to NAT64 

1) Tampering: the packet destination IP might be 
altered while it’s on its way to NAT64 gateway. 

2) Information Disclosure:  see section IV.B.2. 

3) Denial of Service: after spoofing the NAT46, 
attacker might send numerous useless packets to the 
NAT64 gateway. 

F. Data flow from NAT64 to NAT46 gateway  

1) Tampering: see section IV.C.1.  

2) Information Disclosure: it is possible that an attacker 
might access the packet details on its way back to NAT46 
gateway and extract sensitive information out of it. 

3) Denial of Service: flooding the NAT46 gateway with 
unwanted packets to prevent it from translating the genuine 
traffic. 

G. NAT64 Gateway (PLAT) 
1) Spoofing: an attacker might take control (spoof) the 

gateway and do many malicious activities with it, see 
section IV.D.1. 

 
 
1 Similarly to NAT devices, NAT64 gateways usually use source port 

2) Tampering: an attacker might change the content of 
packet details withing the gateway, see section IV.D.2. 

3) Repudiation: see section IV.D.3. 
4) Information Disclosure: see section IV.D.4. 
5) Denial of Service: DoS attack might come in a way that 

affect the NAT64 Gateway (PLAT), such as Exhaustion of 
source port and public IPv4 address pool, which is an issue 
since the gateway uses 63K1 number of source ports per public 
IPv4 address. An enhanced algorithm presented by [12] helps 
in tackling this issue in details. 

6) Elevation of Privilege: one of the elevation problems is 
called buffer overflow attack [13], which could happen if a 
device like NAT64 getting inputs from both sides and that 
might affect its memory storage units. 
H. Internal connection tracking table 

1) Potential attackers have no direct access to it, they can 
influence its content in indirect ways only.  

1) Denial of Service: The attacker may initiate fake 
connections (either using his real IPv6 address or fake ones) and 
thus achieve the insertion of fake entries into the connection 
tracking table. The high number of fake entries may slow down 
the operation of the NAT64 gateway or even prevent legitimate 
users from establishing further connections, when the table is 
full. If PLAT applies a connection limit per source IPv6 
address, then the attacker may exhaust the available number of 
connections for legitimate users by spoofing their IPv6 
addresses and initiating fake connections. 

I. Data flow from PLAT to IPv4 Server 
1) Tampering: attacker might change the source IP address 

of the packet so the IPv4 server will not know, who sent the 
packet in the first place. 

2) Information Disclosure: see Section IV.B.2 
3) Denial of Service: an attacker might spoof the IP and 

flood the IPv4 server with plenty of undesired requests. 

J. IPV4 server / IPv4 network 
1) Spoofing: Source IP address might be spoofed, see 

section IV.A.1. 
2) Repudiation: denying of sending a request is viable in 

this case, see section IV.A.2. 

K. Data flow from IPV4 server / IPv4 network to PLAT 

1) Tampering: the attacker might send TCP-RST packets 
to erase the mapped entries within the NAT64 gateway. 

 

2) Information Disclosure: it is possible that an attacker 
might access the packet details on its way back to NAT64 
gateway and extract sensitive information out of it, like TTL 
value or browsing habits [2]. 

3) Denial of Service: flooding the NAT64 gateway with 
unwanted requests to prevent it from translating the real traffic. 

numbers from the range of 1024 – 65536. 
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L. Summary of the results 

To summarize the attacks or the vulnerabilities within 
464XLAT structure, we concluded the following threats: 

A. Spoofing of NAT46 or NAT64 gateways results in 
altering packets destination or returning the wrong IP 
address to the requester. 

B. DoS: denying access of a legitimate user to his 
authorized traffic and obstructing the function of 
NAT46 & NAT64 gateways. 

C. FoS: preventing the real client from receiving an 
answer to its real query. 

D. Leaking of confidential information like IP address, 
TTL value and browsing habits. 

E. Tampering with NAT64 tracking table: loosing of 
mapped entries. 

F. Privileges level altering: getting root privilege will 
increase the inside job attack very often. 

G. Buffer overflow attack in case of NAT64, which 
affects the storage (connection tracking table) entries 
and might erase them accidently. 
 
 
 TABLE II. SUMMARY OF 464XLAT THREATS 
DFD 

Element Threat Possible attacks 

1 Spoofing & 
Repudiation 

DoS attack against the 
CLAT 

2, 3 

Tampering, 
Information 
Disclosure 

and Denial of 
Service 

FoS, collecting unauthorized 
information, DoS 

4 All STRIDE 
Elements 

FoS, DoS and unauthorized 
access, 

5, 6 

Tampering, 
Information 
Disclosure 

and Denial of 
Service 

FoS, collecting unauthorized 
information, DoS 

7 All STRIDE 
Elements 

FoS, DoS and 
unauthorized access, 

8 Only indirect 
attacks 

Tampering with 
Connection Tracking Table; 
DOS attack (exhaustion of 
connection tracking table, 

slowing down look up 
speed) 

9, 10 

Tampering, 
Information 
Disclosure 

and Denial of 
Service 

FoS, collecting 
unauthorized information, 

DoS 

11 Spoofing & 
Repudiation 

DoS attack against the 
PLAT 

V. RELATED WORK 
Very few papers have been published regarding our topic. 

However, [14] has focused on the IPv6 security issues as far as 
cellular networks concern and it came up with different 
categories of possible attacks. They demonstrated three 

 
 

2  Google, Google Scholar. https://scholar.google.com. 

different DoS attacks on NAT64 block targeting features that 
only exist in IPv6 cellular networks: 

A. NAT overflow attack: According to [14], most of 
service providers tend to drop the source address of a 
spoofed packet and replace it with a public IPv4 
address. Therefore, a host can send & receive packets 
using single private IPv4 address assigned by NAT. 

As a result, the maximum of external mapping for 
single targeted service is 65,535. Meanwhile, in IPv6 
cellular networks, a device can utilize 264 IPv6 
addresses. So, if a device creates mapping on NAT64 
using all the 264 IPv6 addresses, the result will be 
65,535 * 264 mappings, which can lead to overload for 
NAT64 [14] . It also showed that NAT64 gateway will 
stop the mapping process for any incoming request 
after 1500 entries (depending on the preset value) 
within its tracking table (if the requester is sending from 
the same IP address targeting the same service) and 
sends back TCP-RST packet back to the requester as 
response for the TCP-SYN packet. However, this 
policy of NAT64 can be exploited as DoS attack [14]. 

B. NAT wiping attack: The targeted victim in this case is 
the mapping entry itself. NAT64 uses the N:1 mapping 
criterion. If an adversary targets the external IPv4 of 
NAT64 gateway, N hosts are sharing the same external 
IPv4 address will be liable to DoS attack. The adversary 
will send malicious TCP-RST packets to wipe out the 
target mappings within the NAT64. As a result, the 
mapped users to the very same external IPv4 address 
will be denied access to their service.  

To do so, the attacker needs to know the TCP 5-tuple 
of the targeted service (Protocol, Destination IP 
address, port number, External IP address of NAT64 
and External port number of NAT64). 

 
C. NAT Bricking attack: it’s type of DoS attack which also 

exploits the N:1 mapping algorithm adopted by 
NAT64. Basically, the adversary can send huge number 
of requests using the external IPv4 address(es) of the 
NAT64 gateway [14]. However, big vendors (google, 
YouTube, etc.) have IP blocking approach if it exceeds 
specific number of requests per minute. Nevertheless, 
[14] has done an experiment to target Google scholar 2 
website, which is an IPv4 based site. So, the IPv6 
cellular host sends 150 requests per minute to trigger 
CAPTCHA request. Every time CAPTCHA request 
emerges, adversary source IP address is being changed 
by turning the airplane mode on and off, this process 
was repeated 1000 times. Finally, the NAT bricking 
attack was able to trigger CAPTCHA request for a total 
of 631 external IPv4 from Google Scholar, including 
one of the victim’s external IP address [14]. 
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C. Data flow from NAT46 gateway to the client 

1) Tampering: an attack against the client, for example 
sending misleading information at application level or breaking 
the connecting sending a RST at TCP level. 

2) Information Disclosure: an attacker getting access to 
sensitive data. 

3) Denial of Service: sending high number of forged replies 
to the client to prevent if form processing the genuine ones. 

D. NAT46 Gateway (CLAT) 
1) Spoofing: in this case, spoofing means unauthorized user 

controls the gateway and translate the private IPv4 to the wrong 
IPv6 and send the packet to different destination. 

2) Tampering: an attacker tampered with the data within the 
gateway itself by which might result in e.g. returning the wrong 
IPv6 address [2]. 

3) Repudiation: after spoofing the CLAT, an attacker might 
deny sending a packet that was actually sent by the CLAT 
himself while hiding his own identity. Logging is the key here, 
if the database administrator is not fully trusted, then a system 
in another privilege domain has to be installed.  

4) Information Disclosure: an attacker might make use of 
the browsing data and queries made by the requester in order to 
hack the main requester later on. 

5) Denial of Service: it could be by an attacker spoofing an 
IP of legitimate user flooding the CLAT with huge number of 
requests, see section IV.B.3. 

6) Elevation of Privilege: it happens when an attacker gain 
access to a service he shouldn’t be getting in the first place. 
However, it mainly happens due to inside job [2] and the 
attacker might gain the right of admin or root to whatever he 
likes later on. 

E. Data flow from NAT46 to NAT64 

1) Tampering: the packet destination IP might be 
altered while it’s on its way to NAT64 gateway. 

2) Information Disclosure:  see section IV.B.2. 

3) Denial of Service: after spoofing the NAT46, 
attacker might send numerous useless packets to the 
NAT64 gateway. 

F. Data flow from NAT64 to NAT46 gateway  

1) Tampering: see section IV.C.1.  

2) Information Disclosure: it is possible that an attacker 
might access the packet details on its way back to NAT46 
gateway and extract sensitive information out of it. 

3) Denial of Service: flooding the NAT46 gateway with 
unwanted packets to prevent it from translating the genuine 
traffic. 

G. NAT64 Gateway (PLAT) 
1) Spoofing: an attacker might take control (spoof) the 

gateway and do many malicious activities with it, see 
section IV.D.1. 

 
 
1 Similarly to NAT devices, NAT64 gateways usually use source port 

2) Tampering: an attacker might change the content of 
packet details withing the gateway, see section IV.D.2. 

3) Repudiation: see section IV.D.3. 
4) Information Disclosure: see section IV.D.4. 
5) Denial of Service: DoS attack might come in a way that 

affect the NAT64 Gateway (PLAT), such as Exhaustion of 
source port and public IPv4 address pool, which is an issue 
since the gateway uses 63K1 number of source ports per public 
IPv4 address. An enhanced algorithm presented by [12] helps 
in tackling this issue in details. 

6) Elevation of Privilege: one of the elevation problems is 
called buffer overflow attack [13], which could happen if a 
device like NAT64 getting inputs from both sides and that 
might affect its memory storage units. 
H. Internal connection tracking table 

1) Potential attackers have no direct access to it, they can 
influence its content in indirect ways only.  

1) Denial of Service: The attacker may initiate fake 
connections (either using his real IPv6 address or fake ones) and 
thus achieve the insertion of fake entries into the connection 
tracking table. The high number of fake entries may slow down 
the operation of the NAT64 gateway or even prevent legitimate 
users from establishing further connections, when the table is 
full. If PLAT applies a connection limit per source IPv6 
address, then the attacker may exhaust the available number of 
connections for legitimate users by spoofing their IPv6 
addresses and initiating fake connections. 

I. Data flow from PLAT to IPv4 Server 
1) Tampering: attacker might change the source IP address 

of the packet so the IPv4 server will not know, who sent the 
packet in the first place. 

2) Information Disclosure: see Section IV.B.2 
3) Denial of Service: an attacker might spoof the IP and 

flood the IPv4 server with plenty of undesired requests. 

J. IPV4 server / IPv4 network 
1) Spoofing: Source IP address might be spoofed, see 

section IV.A.1. 
2) Repudiation: denying of sending a request is viable in 

this case, see section IV.A.2. 

K. Data flow from IPV4 server / IPv4 network to PLAT 

1) Tampering: the attacker might send TCP-RST packets 
to erase the mapped entries within the NAT64 gateway. 

 

2) Information Disclosure: it is possible that an attacker 
might access the packet details on its way back to NAT64 
gateway and extract sensitive information out of it, like TTL 
value or browsing habits [2]. 

3) Denial of Service: flooding the NAT64 gateway with 
unwanted requests to prevent it from translating the real traffic. 
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C. Data flow from NAT46 gateway to the client 

1) Tampering: an attack against the client, for example 
sending misleading information at application level or breaking 
the connecting sending a RST at TCP level. 

2) Information Disclosure: an attacker getting access to 
sensitive data. 

3) Denial of Service: sending high number of forged replies 
to the client to prevent if form processing the genuine ones. 

D. NAT46 Gateway (CLAT) 
1) Spoofing: in this case, spoofing means unauthorized user 

controls the gateway and translate the private IPv4 to the wrong 
IPv6 and send the packet to different destination. 

2) Tampering: an attacker tampered with the data within the 
gateway itself by which might result in e.g. returning the wrong 
IPv6 address [2]. 

3) Repudiation: after spoofing the CLAT, an attacker might 
deny sending a packet that was actually sent by the CLAT 
himself while hiding his own identity. Logging is the key here, 
if the database administrator is not fully trusted, then a system 
in another privilege domain has to be installed.  

4) Information Disclosure: an attacker might make use of 
the browsing data and queries made by the requester in order to 
hack the main requester later on. 

5) Denial of Service: it could be by an attacker spoofing an 
IP of legitimate user flooding the CLAT with huge number of 
requests, see section IV.B.3. 

6) Elevation of Privilege: it happens when an attacker gain 
access to a service he shouldn’t be getting in the first place. 
However, it mainly happens due to inside job [2] and the 
attacker might gain the right of admin or root to whatever he 
likes later on. 

E. Data flow from NAT46 to NAT64 

1) Tampering: the packet destination IP might be 
altered while it’s on its way to NAT64 gateway. 

2) Information Disclosure:  see section IV.B.2. 

3) Denial of Service: after spoofing the NAT46, 
attacker might send numerous useless packets to the 
NAT64 gateway. 

F. Data flow from NAT64 to NAT46 gateway  

1) Tampering: see section IV.C.1.  

2) Information Disclosure: it is possible that an attacker 
might access the packet details on its way back to NAT46 
gateway and extract sensitive information out of it. 

3) Denial of Service: flooding the NAT46 gateway with 
unwanted packets to prevent it from translating the genuine 
traffic. 

G. NAT64 Gateway (PLAT) 
1) Spoofing: an attacker might take control (spoof) the 

gateway and do many malicious activities with it, see 
section IV.D.1. 

 
 
1 Similarly to NAT devices, NAT64 gateways usually use source port 

2) Tampering: an attacker might change the content of 
packet details withing the gateway, see section IV.D.2. 

3) Repudiation: see section IV.D.3. 
4) Information Disclosure: see section IV.D.4. 
5) Denial of Service: DoS attack might come in a way that 

affect the NAT64 Gateway (PLAT), such as Exhaustion of 
source port and public IPv4 address pool, which is an issue 
since the gateway uses 63K1 number of source ports per public 
IPv4 address. An enhanced algorithm presented by [12] helps 
in tackling this issue in details. 

6) Elevation of Privilege: one of the elevation problems is 
called buffer overflow attack [13], which could happen if a 
device like NAT64 getting inputs from both sides and that 
might affect its memory storage units. 
H. Internal connection tracking table 

1) Potential attackers have no direct access to it, they can 
influence its content in indirect ways only.  

1) Denial of Service: The attacker may initiate fake 
connections (either using his real IPv6 address or fake ones) and 
thus achieve the insertion of fake entries into the connection 
tracking table. The high number of fake entries may slow down 
the operation of the NAT64 gateway or even prevent legitimate 
users from establishing further connections, when the table is 
full. If PLAT applies a connection limit per source IPv6 
address, then the attacker may exhaust the available number of 
connections for legitimate users by spoofing their IPv6 
addresses and initiating fake connections. 

I. Data flow from PLAT to IPv4 Server 
1) Tampering: attacker might change the source IP address 

of the packet so the IPv4 server will not know, who sent the 
packet in the first place. 

2) Information Disclosure: see Section IV.B.2 
3) Denial of Service: an attacker might spoof the IP and 

flood the IPv4 server with plenty of undesired requests. 

J. IPV4 server / IPv4 network 
1) Spoofing: Source IP address might be spoofed, see 

section IV.A.1. 
2) Repudiation: denying of sending a request is viable in 

this case, see section IV.A.2. 

K. Data flow from IPV4 server / IPv4 network to PLAT 

1) Tampering: the attacker might send TCP-RST packets 
to erase the mapped entries within the NAT64 gateway. 

 

2) Information Disclosure: it is possible that an attacker 
might access the packet details on its way back to NAT64 
gateway and extract sensitive information out of it, like TTL 
value or browsing habits [2]. 

3) Denial of Service: flooding the NAT64 gateway with 
unwanted requests to prevent it from translating the real traffic. 
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C. Data flow from NAT46 gateway to the client 

1) Tampering: an attack against the client, for example 
sending misleading information at application level or breaking 
the connecting sending a RST at TCP level. 

2) Information Disclosure: an attacker getting access to 
sensitive data. 

3) Denial of Service: sending high number of forged replies 
to the client to prevent if form processing the genuine ones. 

D. NAT46 Gateway (CLAT) 
1) Spoofing: in this case, spoofing means unauthorized user 

controls the gateway and translate the private IPv4 to the wrong 
IPv6 and send the packet to different destination. 

2) Tampering: an attacker tampered with the data within the 
gateway itself by which might result in e.g. returning the wrong 
IPv6 address [2]. 

3) Repudiation: after spoofing the CLAT, an attacker might 
deny sending a packet that was actually sent by the CLAT 
himself while hiding his own identity. Logging is the key here, 
if the database administrator is not fully trusted, then a system 
in another privilege domain has to be installed.  

4) Information Disclosure: an attacker might make use of 
the browsing data and queries made by the requester in order to 
hack the main requester later on. 

5) Denial of Service: it could be by an attacker spoofing an 
IP of legitimate user flooding the CLAT with huge number of 
requests, see section IV.B.3. 

6) Elevation of Privilege: it happens when an attacker gain 
access to a service he shouldn’t be getting in the first place. 
However, it mainly happens due to inside job [2] and the 
attacker might gain the right of admin or root to whatever he 
likes later on. 

E. Data flow from NAT46 to NAT64 

1) Tampering: the packet destination IP might be 
altered while it’s on its way to NAT64 gateway. 

2) Information Disclosure:  see section IV.B.2. 

3) Denial of Service: after spoofing the NAT46, 
attacker might send numerous useless packets to the 
NAT64 gateway. 

F. Data flow from NAT64 to NAT46 gateway  

1) Tampering: see section IV.C.1.  

2) Information Disclosure: it is possible that an attacker 
might access the packet details on its way back to NAT46 
gateway and extract sensitive information out of it. 

3) Denial of Service: flooding the NAT46 gateway with 
unwanted packets to prevent it from translating the genuine 
traffic. 

G. NAT64 Gateway (PLAT) 
1) Spoofing: an attacker might take control (spoof) the 

gateway and do many malicious activities with it, see 
section IV.D.1. 

 
 
1 Similarly to NAT devices, NAT64 gateways usually use source port 

2) Tampering: an attacker might change the content of 
packet details withing the gateway, see section IV.D.2. 

3) Repudiation: see section IV.D.3. 
4) Information Disclosure: see section IV.D.4. 
5) Denial of Service: DoS attack might come in a way that 

affect the NAT64 Gateway (PLAT), such as Exhaustion of 
source port and public IPv4 address pool, which is an issue 
since the gateway uses 63K1 number of source ports per public 
IPv4 address. An enhanced algorithm presented by [12] helps 
in tackling this issue in details. 

6) Elevation of Privilege: one of the elevation problems is 
called buffer overflow attack [13], which could happen if a 
device like NAT64 getting inputs from both sides and that 
might affect its memory storage units. 
H. Internal connection tracking table 

1) Potential attackers have no direct access to it, they can 
influence its content in indirect ways only.  

1) Denial of Service: The attacker may initiate fake 
connections (either using his real IPv6 address or fake ones) and 
thus achieve the insertion of fake entries into the connection 
tracking table. The high number of fake entries may slow down 
the operation of the NAT64 gateway or even prevent legitimate 
users from establishing further connections, when the table is 
full. If PLAT applies a connection limit per source IPv6 
address, then the attacker may exhaust the available number of 
connections for legitimate users by spoofing their IPv6 
addresses and initiating fake connections. 

I. Data flow from PLAT to IPv4 Server 
1) Tampering: attacker might change the source IP address 

of the packet so the IPv4 server will not know, who sent the 
packet in the first place. 

2) Information Disclosure: see Section IV.B.2 
3) Denial of Service: an attacker might spoof the IP and 

flood the IPv4 server with plenty of undesired requests. 

J. IPV4 server / IPv4 network 
1) Spoofing: Source IP address might be spoofed, see 

section IV.A.1. 
2) Repudiation: denying of sending a request is viable in 

this case, see section IV.A.2. 

K. Data flow from IPV4 server / IPv4 network to PLAT 

1) Tampering: the attacker might send TCP-RST packets 
to erase the mapped entries within the NAT64 gateway. 

 

2) Information Disclosure: it is possible that an attacker 
might access the packet details on its way back to NAT64 
gateway and extract sensitive information out of it, like TTL 
value or browsing habits [2]. 

3) Denial of Service: flooding the NAT64 gateway with 
unwanted requests to prevent it from translating the real traffic. 
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C. Data flow from NAT46 gateway to the client 

1) Tampering: an attack against the client, for example 
sending misleading information at application level or breaking 
the connecting sending a RST at TCP level. 

2) Information Disclosure: an attacker getting access to 
sensitive data. 

3) Denial of Service: sending high number of forged replies 
to the client to prevent if form processing the genuine ones. 

D. NAT46 Gateway (CLAT) 
1) Spoofing: in this case, spoofing means unauthorized user 

controls the gateway and translate the private IPv4 to the wrong 
IPv6 and send the packet to different destination. 

2) Tampering: an attacker tampered with the data within the 
gateway itself by which might result in e.g. returning the wrong 
IPv6 address [2]. 

3) Repudiation: after spoofing the CLAT, an attacker might 
deny sending a packet that was actually sent by the CLAT 
himself while hiding his own identity. Logging is the key here, 
if the database administrator is not fully trusted, then a system 
in another privilege domain has to be installed.  

4) Information Disclosure: an attacker might make use of 
the browsing data and queries made by the requester in order to 
hack the main requester later on. 

5) Denial of Service: it could be by an attacker spoofing an 
IP of legitimate user flooding the CLAT with huge number of 
requests, see section IV.B.3. 

6) Elevation of Privilege: it happens when an attacker gain 
access to a service he shouldn’t be getting in the first place. 
However, it mainly happens due to inside job [2] and the 
attacker might gain the right of admin or root to whatever he 
likes later on. 

E. Data flow from NAT46 to NAT64 

1) Tampering: the packet destination IP might be 
altered while it’s on its way to NAT64 gateway. 

2) Information Disclosure:  see section IV.B.2. 

3) Denial of Service: after spoofing the NAT46, 
attacker might send numerous useless packets to the 
NAT64 gateway. 

F. Data flow from NAT64 to NAT46 gateway  

1) Tampering: see section IV.C.1.  

2) Information Disclosure: it is possible that an attacker 
might access the packet details on its way back to NAT46 
gateway and extract sensitive information out of it. 

3) Denial of Service: flooding the NAT46 gateway with 
unwanted packets to prevent it from translating the genuine 
traffic. 

G. NAT64 Gateway (PLAT) 
1) Spoofing: an attacker might take control (spoof) the 

gateway and do many malicious activities with it, see 
section IV.D.1. 

 
 
1 Similarly to NAT devices, NAT64 gateways usually use source port 

2) Tampering: an attacker might change the content of 
packet details withing the gateway, see section IV.D.2. 

3) Repudiation: see section IV.D.3. 
4) Information Disclosure: see section IV.D.4. 
5) Denial of Service: DoS attack might come in a way that 

affect the NAT64 Gateway (PLAT), such as Exhaustion of 
source port and public IPv4 address pool, which is an issue 
since the gateway uses 63K1 number of source ports per public 
IPv4 address. An enhanced algorithm presented by [12] helps 
in tackling this issue in details. 

6) Elevation of Privilege: one of the elevation problems is 
called buffer overflow attack [13], which could happen if a 
device like NAT64 getting inputs from both sides and that 
might affect its memory storage units. 
H. Internal connection tracking table 

1) Potential attackers have no direct access to it, they can 
influence its content in indirect ways only.  

1) Denial of Service: The attacker may initiate fake 
connections (either using his real IPv6 address or fake ones) and 
thus achieve the insertion of fake entries into the connection 
tracking table. The high number of fake entries may slow down 
the operation of the NAT64 gateway or even prevent legitimate 
users from establishing further connections, when the table is 
full. If PLAT applies a connection limit per source IPv6 
address, then the attacker may exhaust the available number of 
connections for legitimate users by spoofing their IPv6 
addresses and initiating fake connections. 

I. Data flow from PLAT to IPv4 Server 
1) Tampering: attacker might change the source IP address 

of the packet so the IPv4 server will not know, who sent the 
packet in the first place. 

2) Information Disclosure: see Section IV.B.2 
3) Denial of Service: an attacker might spoof the IP and 

flood the IPv4 server with plenty of undesired requests. 

J. IPV4 server / IPv4 network 
1) Spoofing: Source IP address might be spoofed, see 

section IV.A.1. 
2) Repudiation: denying of sending a request is viable in 

this case, see section IV.A.2. 

K. Data flow from IPV4 server / IPv4 network to PLAT 

1) Tampering: the attacker might send TCP-RST packets 
to erase the mapped entries within the NAT64 gateway. 

 

2) Information Disclosure: it is possible that an attacker 
might access the packet details on its way back to NAT64 
gateway and extract sensitive information out of it, like TTL 
value or browsing habits [2]. 

3) Denial of Service: flooding the NAT64 gateway with 
unwanted requests to prevent it from translating the real traffic. 
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C. Data flow from NAT46 gateway to the client 

1) Tampering: an attack against the client, for example 
sending misleading information at application level or breaking 
the connecting sending a RST at TCP level. 

2) Information Disclosure: an attacker getting access to 
sensitive data. 

3) Denial of Service: sending high number of forged replies 
to the client to prevent if form processing the genuine ones. 

D. NAT46 Gateway (CLAT) 
1) Spoofing: in this case, spoofing means unauthorized user 

controls the gateway and translate the private IPv4 to the wrong 
IPv6 and send the packet to different destination. 

2) Tampering: an attacker tampered with the data within the 
gateway itself by which might result in e.g. returning the wrong 
IPv6 address [2]. 

3) Repudiation: after spoofing the CLAT, an attacker might 
deny sending a packet that was actually sent by the CLAT 
himself while hiding his own identity. Logging is the key here, 
if the database administrator is not fully trusted, then a system 
in another privilege domain has to be installed.  

4) Information Disclosure: an attacker might make use of 
the browsing data and queries made by the requester in order to 
hack the main requester later on. 

5) Denial of Service: it could be by an attacker spoofing an 
IP of legitimate user flooding the CLAT with huge number of 
requests, see section IV.B.3. 

6) Elevation of Privilege: it happens when an attacker gain 
access to a service he shouldn’t be getting in the first place. 
However, it mainly happens due to inside job [2] and the 
attacker might gain the right of admin or root to whatever he 
likes later on. 

E. Data flow from NAT46 to NAT64 

1) Tampering: the packet destination IP might be 
altered while it’s on its way to NAT64 gateway. 

2) Information Disclosure:  see section IV.B.2. 

3) Denial of Service: after spoofing the NAT46, 
attacker might send numerous useless packets to the 
NAT64 gateway. 

F. Data flow from NAT64 to NAT46 gateway  

1) Tampering: see section IV.C.1.  

2) Information Disclosure: it is possible that an attacker 
might access the packet details on its way back to NAT46 
gateway and extract sensitive information out of it. 

3) Denial of Service: flooding the NAT46 gateway with 
unwanted packets to prevent it from translating the genuine 
traffic. 

G. NAT64 Gateway (PLAT) 
1) Spoofing: an attacker might take control (spoof) the 

gateway and do many malicious activities with it, see 
section IV.D.1. 

 
 
1 Similarly to NAT devices, NAT64 gateways usually use source port 

2) Tampering: an attacker might change the content of 
packet details withing the gateway, see section IV.D.2. 

3) Repudiation: see section IV.D.3. 
4) Information Disclosure: see section IV.D.4. 
5) Denial of Service: DoS attack might come in a way that 

affect the NAT64 Gateway (PLAT), such as Exhaustion of 
source port and public IPv4 address pool, which is an issue 
since the gateway uses 63K1 number of source ports per public 
IPv4 address. An enhanced algorithm presented by [12] helps 
in tackling this issue in details. 

6) Elevation of Privilege: one of the elevation problems is 
called buffer overflow attack [13], which could happen if a 
device like NAT64 getting inputs from both sides and that 
might affect its memory storage units. 
H. Internal connection tracking table 

1) Potential attackers have no direct access to it, they can 
influence its content in indirect ways only.  

1) Denial of Service: The attacker may initiate fake 
connections (either using his real IPv6 address or fake ones) and 
thus achieve the insertion of fake entries into the connection 
tracking table. The high number of fake entries may slow down 
the operation of the NAT64 gateway or even prevent legitimate 
users from establishing further connections, when the table is 
full. If PLAT applies a connection limit per source IPv6 
address, then the attacker may exhaust the available number of 
connections for legitimate users by spoofing their IPv6 
addresses and initiating fake connections. 

I. Data flow from PLAT to IPv4 Server 
1) Tampering: attacker might change the source IP address 

of the packet so the IPv4 server will not know, who sent the 
packet in the first place. 

2) Information Disclosure: see Section IV.B.2 
3) Denial of Service: an attacker might spoof the IP and 

flood the IPv4 server with plenty of undesired requests. 

J. IPV4 server / IPv4 network 
1) Spoofing: Source IP address might be spoofed, see 

section IV.A.1. 
2) Repudiation: denying of sending a request is viable in 

this case, see section IV.A.2. 

K. Data flow from IPV4 server / IPv4 network to PLAT 

1) Tampering: the attacker might send TCP-RST packets 
to erase the mapped entries within the NAT64 gateway. 

 

2) Information Disclosure: it is possible that an attacker 
might access the packet details on its way back to NAT64 
gateway and extract sensitive information out of it, like TTL 
value or browsing habits [2]. 

3) Denial of Service: flooding the NAT64 gateway with 
unwanted requests to prevent it from translating the real traffic. 
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C. Data flow from NAT46 gateway to the client 

1) Tampering: an attack against the client, for example 
sending misleading information at application level or breaking 
the connecting sending a RST at TCP level. 

2) Information Disclosure: an attacker getting access to 
sensitive data. 

3) Denial of Service: sending high number of forged replies 
to the client to prevent if form processing the genuine ones. 

D. NAT46 Gateway (CLAT) 
1) Spoofing: in this case, spoofing means unauthorized user 

controls the gateway and translate the private IPv4 to the wrong 
IPv6 and send the packet to different destination. 

2) Tampering: an attacker tampered with the data within the 
gateway itself by which might result in e.g. returning the wrong 
IPv6 address [2]. 

3) Repudiation: after spoofing the CLAT, an attacker might 
deny sending a packet that was actually sent by the CLAT 
himself while hiding his own identity. Logging is the key here, 
if the database administrator is not fully trusted, then a system 
in another privilege domain has to be installed.  

4) Information Disclosure: an attacker might make use of 
the browsing data and queries made by the requester in order to 
hack the main requester later on. 

5) Denial of Service: it could be by an attacker spoofing an 
IP of legitimate user flooding the CLAT with huge number of 
requests, see section IV.B.3. 

6) Elevation of Privilege: it happens when an attacker gain 
access to a service he shouldn’t be getting in the first place. 
However, it mainly happens due to inside job [2] and the 
attacker might gain the right of admin or root to whatever he 
likes later on. 

E. Data flow from NAT46 to NAT64 

1) Tampering: the packet destination IP might be 
altered while it’s on its way to NAT64 gateway. 

2) Information Disclosure:  see section IV.B.2. 

3) Denial of Service: after spoofing the NAT46, 
attacker might send numerous useless packets to the 
NAT64 gateway. 

F. Data flow from NAT64 to NAT46 gateway  

1) Tampering: see section IV.C.1.  

2) Information Disclosure: it is possible that an attacker 
might access the packet details on its way back to NAT46 
gateway and extract sensitive information out of it. 

3) Denial of Service: flooding the NAT46 gateway with 
unwanted packets to prevent it from translating the genuine 
traffic. 

G. NAT64 Gateway (PLAT) 
1) Spoofing: an attacker might take control (spoof) the 

gateway and do many malicious activities with it, see 
section IV.D.1. 

 
 
1 Similarly to NAT devices, NAT64 gateways usually use source port 

2) Tampering: an attacker might change the content of 
packet details withing the gateway, see section IV.D.2. 

3) Repudiation: see section IV.D.3. 
4) Information Disclosure: see section IV.D.4. 
5) Denial of Service: DoS attack might come in a way that 

affect the NAT64 Gateway (PLAT), such as Exhaustion of 
source port and public IPv4 address pool, which is an issue 
since the gateway uses 63K1 number of source ports per public 
IPv4 address. An enhanced algorithm presented by [12] helps 
in tackling this issue in details. 

6) Elevation of Privilege: one of the elevation problems is 
called buffer overflow attack [13], which could happen if a 
device like NAT64 getting inputs from both sides and that 
might affect its memory storage units. 
H. Internal connection tracking table 

1) Potential attackers have no direct access to it, they can 
influence its content in indirect ways only.  

1) Denial of Service: The attacker may initiate fake 
connections (either using his real IPv6 address or fake ones) and 
thus achieve the insertion of fake entries into the connection 
tracking table. The high number of fake entries may slow down 
the operation of the NAT64 gateway or even prevent legitimate 
users from establishing further connections, when the table is 
full. If PLAT applies a connection limit per source IPv6 
address, then the attacker may exhaust the available number of 
connections for legitimate users by spoofing their IPv6 
addresses and initiating fake connections. 

I. Data flow from PLAT to IPv4 Server 
1) Tampering: attacker might change the source IP address 

of the packet so the IPv4 server will not know, who sent the 
packet in the first place. 

2) Information Disclosure: see Section IV.B.2 
3) Denial of Service: an attacker might spoof the IP and 

flood the IPv4 server with plenty of undesired requests. 

J. IPV4 server / IPv4 network 
1) Spoofing: Source IP address might be spoofed, see 

section IV.A.1. 
2) Repudiation: denying of sending a request is viable in 

this case, see section IV.A.2. 

K. Data flow from IPV4 server / IPv4 network to PLAT 

1) Tampering: the attacker might send TCP-RST packets 
to erase the mapped entries within the NAT64 gateway. 

 

2) Information Disclosure: it is possible that an attacker 
might access the packet details on its way back to NAT64 
gateway and extract sensitive information out of it, like TTL 
value or browsing habits [2]. 

3) Denial of Service: flooding the NAT64 gateway with 
unwanted requests to prevent it from translating the real traffic. 
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C. Data flow from NAT46 gateway to the client 

1) Tampering: an attack against the client, for example 
sending misleading information at application level or breaking 
the connecting sending a RST at TCP level. 

2) Information Disclosure: an attacker getting access to 
sensitive data. 

3) Denial of Service: sending high number of forged replies 
to the client to prevent if form processing the genuine ones. 

D. NAT46 Gateway (CLAT) 
1) Spoofing: in this case, spoofing means unauthorized user 

controls the gateway and translate the private IPv4 to the wrong 
IPv6 and send the packet to different destination. 

2) Tampering: an attacker tampered with the data within the 
gateway itself by which might result in e.g. returning the wrong 
IPv6 address [2]. 

3) Repudiation: after spoofing the CLAT, an attacker might 
deny sending a packet that was actually sent by the CLAT 
himself while hiding his own identity. Logging is the key here, 
if the database administrator is not fully trusted, then a system 
in another privilege domain has to be installed.  

4) Information Disclosure: an attacker might make use of 
the browsing data and queries made by the requester in order to 
hack the main requester later on. 

5) Denial of Service: it could be by an attacker spoofing an 
IP of legitimate user flooding the CLAT with huge number of 
requests, see section IV.B.3. 

6) Elevation of Privilege: it happens when an attacker gain 
access to a service he shouldn’t be getting in the first place. 
However, it mainly happens due to inside job [2] and the 
attacker might gain the right of admin or root to whatever he 
likes later on. 

E. Data flow from NAT46 to NAT64 

1) Tampering: the packet destination IP might be 
altered while it’s on its way to NAT64 gateway. 

2) Information Disclosure:  see section IV.B.2. 

3) Denial of Service: after spoofing the NAT46, 
attacker might send numerous useless packets to the 
NAT64 gateway. 

F. Data flow from NAT64 to NAT46 gateway  

1) Tampering: see section IV.C.1.  

2) Information Disclosure: it is possible that an attacker 
might access the packet details on its way back to NAT46 
gateway and extract sensitive information out of it. 

3) Denial of Service: flooding the NAT46 gateway with 
unwanted packets to prevent it from translating the genuine 
traffic. 

G. NAT64 Gateway (PLAT) 
1) Spoofing: an attacker might take control (spoof) the 

gateway and do many malicious activities with it, see 
section IV.D.1. 

 
 
1 Similarly to NAT devices, NAT64 gateways usually use source port 

2) Tampering: an attacker might change the content of 
packet details withing the gateway, see section IV.D.2. 

3) Repudiation: see section IV.D.3. 
4) Information Disclosure: see section IV.D.4. 
5) Denial of Service: DoS attack might come in a way that 

affect the NAT64 Gateway (PLAT), such as Exhaustion of 
source port and public IPv4 address pool, which is an issue 
since the gateway uses 63K1 number of source ports per public 
IPv4 address. An enhanced algorithm presented by [12] helps 
in tackling this issue in details. 

6) Elevation of Privilege: one of the elevation problems is 
called buffer overflow attack [13], which could happen if a 
device like NAT64 getting inputs from both sides and that 
might affect its memory storage units. 
H. Internal connection tracking table 

1) Potential attackers have no direct access to it, they can 
influence its content in indirect ways only.  

1) Denial of Service: The attacker may initiate fake 
connections (either using his real IPv6 address or fake ones) and 
thus achieve the insertion of fake entries into the connection 
tracking table. The high number of fake entries may slow down 
the operation of the NAT64 gateway or even prevent legitimate 
users from establishing further connections, when the table is 
full. If PLAT applies a connection limit per source IPv6 
address, then the attacker may exhaust the available number of 
connections for legitimate users by spoofing their IPv6 
addresses and initiating fake connections. 

I. Data flow from PLAT to IPv4 Server 
1) Tampering: attacker might change the source IP address 

of the packet so the IPv4 server will not know, who sent the 
packet in the first place. 

2) Information Disclosure: see Section IV.B.2 
3) Denial of Service: an attacker might spoof the IP and 

flood the IPv4 server with plenty of undesired requests. 

J. IPV4 server / IPv4 network 
1) Spoofing: Source IP address might be spoofed, see 

section IV.A.1. 
2) Repudiation: denying of sending a request is viable in 

this case, see section IV.A.2. 

K. Data flow from IPV4 server / IPv4 network to PLAT 

1) Tampering: the attacker might send TCP-RST packets 
to erase the mapped entries within the NAT64 gateway. 

 

2) Information Disclosure: it is possible that an attacker 
might access the packet details on its way back to NAT64 
gateway and extract sensitive information out of it, like TTL 
value or browsing habits [2]. 

3) Denial of Service: flooding the NAT64 gateway with 
unwanted requests to prevent it from translating the real traffic. 
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C. Data flow from NAT46 gateway to the client 

1) Tampering: an attack against the client, for example 
sending misleading information at application level or breaking 
the connecting sending a RST at TCP level. 

2) Information Disclosure: an attacker getting access to 
sensitive data. 

3) Denial of Service: sending high number of forged replies 
to the client to prevent if form processing the genuine ones. 

D. NAT46 Gateway (CLAT) 
1) Spoofing: in this case, spoofing means unauthorized user 

controls the gateway and translate the private IPv4 to the wrong 
IPv6 and send the packet to different destination. 

2) Tampering: an attacker tampered with the data within the 
gateway itself by which might result in e.g. returning the wrong 
IPv6 address [2]. 

3) Repudiation: after spoofing the CLAT, an attacker might 
deny sending a packet that was actually sent by the CLAT 
himself while hiding his own identity. Logging is the key here, 
if the database administrator is not fully trusted, then a system 
in another privilege domain has to be installed.  

4) Information Disclosure: an attacker might make use of 
the browsing data and queries made by the requester in order to 
hack the main requester later on. 

5) Denial of Service: it could be by an attacker spoofing an 
IP of legitimate user flooding the CLAT with huge number of 
requests, see section IV.B.3. 

6) Elevation of Privilege: it happens when an attacker gain 
access to a service he shouldn’t be getting in the first place. 
However, it mainly happens due to inside job [2] and the 
attacker might gain the right of admin or root to whatever he 
likes later on. 

E. Data flow from NAT46 to NAT64 

1) Tampering: the packet destination IP might be 
altered while it’s on its way to NAT64 gateway. 

2) Information Disclosure:  see section IV.B.2. 

3) Denial of Service: after spoofing the NAT46, 
attacker might send numerous useless packets to the 
NAT64 gateway. 

F. Data flow from NAT64 to NAT46 gateway  

1) Tampering: see section IV.C.1.  

2) Information Disclosure: it is possible that an attacker 
might access the packet details on its way back to NAT46 
gateway and extract sensitive information out of it. 

3) Denial of Service: flooding the NAT46 gateway with 
unwanted packets to prevent it from translating the genuine 
traffic. 

G. NAT64 Gateway (PLAT) 
1) Spoofing: an attacker might take control (spoof) the 

gateway and do many malicious activities with it, see 
section IV.D.1. 
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2) Tampering: an attacker might change the content of 
packet details withing the gateway, see section IV.D.2. 

3) Repudiation: see section IV.D.3. 
4) Information Disclosure: see section IV.D.4. 
5) Denial of Service: DoS attack might come in a way that 

affect the NAT64 Gateway (PLAT), such as Exhaustion of 
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since the gateway uses 63K1 number of source ports per public 
IPv4 address. An enhanced algorithm presented by [12] helps 
in tackling this issue in details. 

6) Elevation of Privilege: one of the elevation problems is 
called buffer overflow attack [13], which could happen if a 
device like NAT64 getting inputs from both sides and that 
might affect its memory storage units. 
H. Internal connection tracking table 

1) Potential attackers have no direct access to it, they can 
influence its content in indirect ways only.  

1) Denial of Service: The attacker may initiate fake 
connections (either using his real IPv6 address or fake ones) and 
thus achieve the insertion of fake entries into the connection 
tracking table. The high number of fake entries may slow down 
the operation of the NAT64 gateway or even prevent legitimate 
users from establishing further connections, when the table is 
full. If PLAT applies a connection limit per source IPv6 
address, then the attacker may exhaust the available number of 
connections for legitimate users by spoofing their IPv6 
addresses and initiating fake connections. 

I. Data flow from PLAT to IPv4 Server 
1) Tampering: attacker might change the source IP address 

of the packet so the IPv4 server will not know, who sent the 
packet in the first place. 

2) Information Disclosure: see Section IV.B.2 
3) Denial of Service: an attacker might spoof the IP and 

flood the IPv4 server with plenty of undesired requests. 

J. IPV4 server / IPv4 network 
1) Spoofing: Source IP address might be spoofed, see 

section IV.A.1. 
2) Repudiation: denying of sending a request is viable in 

this case, see section IV.A.2. 

K. Data flow from IPV4 server / IPv4 network to PLAT 

1) Tampering: the attacker might send TCP-RST packets 
to erase the mapped entries within the NAT64 gateway. 

 

2) Information Disclosure: it is possible that an attacker 
might access the packet details on its way back to NAT64 
gateway and extract sensitive information out of it, like TTL 
value or browsing habits [2]. 

3) Denial of Service: flooding the NAT64 gateway with 
unwanted requests to prevent it from translating the real traffic. 
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L. Summary of the results 

To summarize the attacks or the vulnerabilities within 
464XLAT structure, we concluded the following threats: 

A. Spoofing of NAT46 or NAT64 gateways results in 
altering packets destination or returning the wrong IP 
address to the requester. 

B. DoS: denying access of a legitimate user to his 
authorized traffic and obstructing the function of 
NAT46 & NAT64 gateways. 

C. FoS: preventing the real client from receiving an 
answer to its real query. 

D. Leaking of confidential information like IP address, 
TTL value and browsing habits. 

E. Tampering with NAT64 tracking table: loosing of 
mapped entries. 

F. Privileges level altering: getting root privilege will 
increase the inside job attack very often. 

G. Buffer overflow attack in case of NAT64, which 
affects the storage (connection tracking table) entries 
and might erase them accidently. 
 
 
 TABLE II. SUMMARY OF 464XLAT THREATS 
DFD 

Element Threat Possible attacks 

1 Spoofing & 
Repudiation 

DoS attack against the 
CLAT 

2, 3 

Tampering, 
Information 
Disclosure 

and Denial of 
Service 

FoS, collecting unauthorized 
information, DoS 

4 All STRIDE 
Elements 

FoS, DoS and unauthorized 
access, 

5, 6 

Tampering, 
Information 
Disclosure 

and Denial of 
Service 

FoS, collecting unauthorized 
information, DoS 

7 All STRIDE 
Elements 

FoS, DoS and 
unauthorized access, 

8 Only indirect 
attacks 

Tampering with 
Connection Tracking Table; 
DOS attack (exhaustion of 
connection tracking table, 

slowing down look up 
speed) 

9, 10 

Tampering, 
Information 
Disclosure 

and Denial of 
Service 

FoS, collecting 
unauthorized information, 

DoS 

11 Spoofing & 
Repudiation 

DoS attack against the 
PLAT 

V. RELATED WORK 
Very few papers have been published regarding our topic. 

However, [14] has focused on the IPv6 security issues as far as 
cellular networks concern and it came up with different 
categories of possible attacks. They demonstrated three 

 
 

2  Google, Google Scholar. https://scholar.google.com. 

different DoS attacks on NAT64 block targeting features that 
only exist in IPv6 cellular networks: 

A. NAT overflow attack: According to [14], most of 
service providers tend to drop the source address of a 
spoofed packet and replace it with a public IPv4 
address. Therefore, a host can send & receive packets 
using single private IPv4 address assigned by NAT. 

As a result, the maximum of external mapping for 
single targeted service is 65,535. Meanwhile, in IPv6 
cellular networks, a device can utilize 264 IPv6 
addresses. So, if a device creates mapping on NAT64 
using all the 264 IPv6 addresses, the result will be 
65,535 * 264 mappings, which can lead to overload for 
NAT64 [14] . It also showed that NAT64 gateway will 
stop the mapping process for any incoming request 
after 1500 entries (depending on the preset value) 
within its tracking table (if the requester is sending from 
the same IP address targeting the same service) and 
sends back TCP-RST packet back to the requester as 
response for the TCP-SYN packet. However, this 
policy of NAT64 can be exploited as DoS attack [14]. 

B. NAT wiping attack: The targeted victim in this case is 
the mapping entry itself. NAT64 uses the N:1 mapping 
criterion. If an adversary targets the external IPv4 of 
NAT64 gateway, N hosts are sharing the same external 
IPv4 address will be liable to DoS attack. The adversary 
will send malicious TCP-RST packets to wipe out the 
target mappings within the NAT64. As a result, the 
mapped users to the very same external IPv4 address 
will be denied access to their service.  

To do so, the attacker needs to know the TCP 5-tuple 
of the targeted service (Protocol, Destination IP 
address, port number, External IP address of NAT64 
and External port number of NAT64). 

 
C. NAT Bricking attack: it’s type of DoS attack which also 

exploits the N:1 mapping algorithm adopted by 
NAT64. Basically, the adversary can send huge number 
of requests using the external IPv4 address(es) of the 
NAT64 gateway [14]. However, big vendors (google, 
YouTube, etc.) have IP blocking approach if it exceeds 
specific number of requests per minute. Nevertheless, 
[14] has done an experiment to target Google scholar 2 
website, which is an IPv4 based site. So, the IPv6 
cellular host sends 150 requests per minute to trigger 
CAPTCHA request. Every time CAPTCHA request 
emerges, adversary source IP address is being changed 
by turning the airplane mode on and off, this process 
was repeated 1000 times. Finally, the NAT bricking 
attack was able to trigger CAPTCHA request for a total 
of 631 external IPv4 from Google Scholar, including 
one of the victim’s external IP address [14]. 

 

5 
   Identification of the Possible Security Issues of the 464XLAT IPv6 Transition Technology 

 
L. Summary of the results 

To summarize the attacks or the vulnerabilities within 
464XLAT structure, we concluded the following threats: 

A. Spoofing of NAT46 or NAT64 gateways results in 
altering packets destination or returning the wrong IP 
address to the requester. 

B. DoS: denying access of a legitimate user to his 
authorized traffic and obstructing the function of 
NAT46 & NAT64 gateways. 

C. FoS: preventing the real client from receiving an 
answer to its real query. 

D. Leaking of confidential information like IP address, 
TTL value and browsing habits. 

E. Tampering with NAT64 tracking table: loosing of 
mapped entries. 

F. Privileges level altering: getting root privilege will 
increase the inside job attack very often. 

G. Buffer overflow attack in case of NAT64, which 
affects the storage (connection tracking table) entries 
and might erase them accidently. 
 
 
 TABLE II. SUMMARY OF 464XLAT THREATS 
DFD 

Element Threat Possible attacks 

1 Spoofing & 
Repudiation 

DoS attack against the 
CLAT 

2, 3 

Tampering, 
Information 
Disclosure 

and Denial of 
Service 

FoS, collecting unauthorized 
information, DoS 

4 All STRIDE 
Elements 

FoS, DoS and unauthorized 
access, 

5, 6 

Tampering, 
Information 
Disclosure 

and Denial of 
Service 

FoS, collecting unauthorized 
information, DoS 

7 All STRIDE 
Elements 

FoS, DoS and 
unauthorized access, 

8 Only indirect 
attacks 

Tampering with 
Connection Tracking Table; 
DOS attack (exhaustion of 
connection tracking table, 

slowing down look up 
speed) 

9, 10 

Tampering, 
Information 
Disclosure 

and Denial of 
Service 

FoS, collecting 
unauthorized information, 

DoS 

11 Spoofing & 
Repudiation 

DoS attack against the 
PLAT 

V. RELATED WORK 
Very few papers have been published regarding our topic. 

However, [14] has focused on the IPv6 security issues as far as 
cellular networks concern and it came up with different 
categories of possible attacks. They demonstrated three 

 
 

2  Google, Google Scholar. https://scholar.google.com. 

different DoS attacks on NAT64 block targeting features that 
only exist in IPv6 cellular networks: 

A. NAT overflow attack: According to [14], most of 
service providers tend to drop the source address of a 
spoofed packet and replace it with a public IPv4 
address. Therefore, a host can send & receive packets 
using single private IPv4 address assigned by NAT. 

As a result, the maximum of external mapping for 
single targeted service is 65,535. Meanwhile, in IPv6 
cellular networks, a device can utilize 264 IPv6 
addresses. So, if a device creates mapping on NAT64 
using all the 264 IPv6 addresses, the result will be 
65,535 * 264 mappings, which can lead to overload for 
NAT64 [14] . It also showed that NAT64 gateway will 
stop the mapping process for any incoming request 
after 1500 entries (depending on the preset value) 
within its tracking table (if the requester is sending from 
the same IP address targeting the same service) and 
sends back TCP-RST packet back to the requester as 
response for the TCP-SYN packet. However, this 
policy of NAT64 can be exploited as DoS attack [14]. 

B. NAT wiping attack: The targeted victim in this case is 
the mapping entry itself. NAT64 uses the N:1 mapping 
criterion. If an adversary targets the external IPv4 of 
NAT64 gateway, N hosts are sharing the same external 
IPv4 address will be liable to DoS attack. The adversary 
will send malicious TCP-RST packets to wipe out the 
target mappings within the NAT64. As a result, the 
mapped users to the very same external IPv4 address 
will be denied access to their service.  

To do so, the attacker needs to know the TCP 5-tuple 
of the targeted service (Protocol, Destination IP 
address, port number, External IP address of NAT64 
and External port number of NAT64). 

 
C. NAT Bricking attack: it’s type of DoS attack which also 

exploits the N:1 mapping algorithm adopted by 
NAT64. Basically, the adversary can send huge number 
of requests using the external IPv4 address(es) of the 
NAT64 gateway [14]. However, big vendors (google, 
YouTube, etc.) have IP blocking approach if it exceeds 
specific number of requests per minute. Nevertheless, 
[14] has done an experiment to target Google scholar 2 
website, which is an IPv4 based site. So, the IPv6 
cellular host sends 150 requests per minute to trigger 
CAPTCHA request. Every time CAPTCHA request 
emerges, adversary source IP address is being changed 
by turning the airplane mode on and off, this process 
was repeated 1000 times. Finally, the NAT bricking 
attack was able to trigger CAPTCHA request for a total 
of 631 external IPv4 from Google Scholar, including 
one of the victim’s external IP address [14]. 

 

5 
   Identification of the Possible Security Issues of the 464XLAT IPv6 Transition Technology 

 
L. Summary of the results 

To summarize the attacks or the vulnerabilities within 
464XLAT structure, we concluded the following threats: 

A. Spoofing of NAT46 or NAT64 gateways results in 
altering packets destination or returning the wrong IP 
address to the requester. 

B. DoS: denying access of a legitimate user to his 
authorized traffic and obstructing the function of 
NAT46 & NAT64 gateways. 

C. FoS: preventing the real client from receiving an 
answer to its real query. 

D. Leaking of confidential information like IP address, 
TTL value and browsing habits. 

E. Tampering with NAT64 tracking table: loosing of 
mapped entries. 

F. Privileges level altering: getting root privilege will 
increase the inside job attack very often. 

G. Buffer overflow attack in case of NAT64, which 
affects the storage (connection tracking table) entries 
and might erase them accidently. 
 
 
 TABLE II. SUMMARY OF 464XLAT THREATS 
DFD 

Element Threat Possible attacks 

1 Spoofing & 
Repudiation 

DoS attack against the 
CLAT 

2, 3 

Tampering, 
Information 
Disclosure 

and Denial of 
Service 

FoS, collecting unauthorized 
information, DoS 

4 All STRIDE 
Elements 

FoS, DoS and unauthorized 
access, 

5, 6 

Tampering, 
Information 
Disclosure 

and Denial of 
Service 

FoS, collecting unauthorized 
information, DoS 

7 All STRIDE 
Elements 

FoS, DoS and 
unauthorized access, 

8 Only indirect 
attacks 

Tampering with 
Connection Tracking Table; 
DOS attack (exhaustion of 
connection tracking table, 

slowing down look up 
speed) 

9, 10 

Tampering, 
Information 
Disclosure 

and Denial of 
Service 

FoS, collecting 
unauthorized information, 

DoS 

11 Spoofing & 
Repudiation 

DoS attack against the 
PLAT 

V. RELATED WORK 
Very few papers have been published regarding our topic. 

However, [14] has focused on the IPv6 security issues as far as 
cellular networks concern and it came up with different 
categories of possible attacks. They demonstrated three 

 
 

2  Google, Google Scholar. https://scholar.google.com. 

different DoS attacks on NAT64 block targeting features that 
only exist in IPv6 cellular networks: 

A. NAT overflow attack: According to [14], most of 
service providers tend to drop the source address of a 
spoofed packet and replace it with a public IPv4 
address. Therefore, a host can send & receive packets 
using single private IPv4 address assigned by NAT. 

As a result, the maximum of external mapping for 
single targeted service is 65,535. Meanwhile, in IPv6 
cellular networks, a device can utilize 264 IPv6 
addresses. So, if a device creates mapping on NAT64 
using all the 264 IPv6 addresses, the result will be 
65,535 * 264 mappings, which can lead to overload for 
NAT64 [14] . It also showed that NAT64 gateway will 
stop the mapping process for any incoming request 
after 1500 entries (depending on the preset value) 
within its tracking table (if the requester is sending from 
the same IP address targeting the same service) and 
sends back TCP-RST packet back to the requester as 
response for the TCP-SYN packet. However, this 
policy of NAT64 can be exploited as DoS attack [14]. 

B. NAT wiping attack: The targeted victim in this case is 
the mapping entry itself. NAT64 uses the N:1 mapping 
criterion. If an adversary targets the external IPv4 of 
NAT64 gateway, N hosts are sharing the same external 
IPv4 address will be liable to DoS attack. The adversary 
will send malicious TCP-RST packets to wipe out the 
target mappings within the NAT64. As a result, the 
mapped users to the very same external IPv4 address 
will be denied access to their service.  

To do so, the attacker needs to know the TCP 5-tuple 
of the targeted service (Protocol, Destination IP 
address, port number, External IP address of NAT64 
and External port number of NAT64). 

 
C. NAT Bricking attack: it’s type of DoS attack which also 

exploits the N:1 mapping algorithm adopted by 
NAT64. Basically, the adversary can send huge number 
of requests using the external IPv4 address(es) of the 
NAT64 gateway [14]. However, big vendors (google, 
YouTube, etc.) have IP blocking approach if it exceeds 
specific number of requests per minute. Nevertheless, 
[14] has done an experiment to target Google scholar 2 
website, which is an IPv4 based site. So, the IPv6 
cellular host sends 150 requests per minute to trigger 
CAPTCHA request. Every time CAPTCHA request 
emerges, adversary source IP address is being changed 
by turning the airplane mode on and off, this process 
was repeated 1000 times. Finally, the NAT bricking 
attack was able to trigger CAPTCHA request for a total 
of 631 external IPv4 from Google Scholar, including 
one of the victim’s external IP address [14]. 

 

5 
   Identification of the Possible Security Issues of the 464XLAT IPv6 Transition Technology 

 
L. Summary of the results 

To summarize the attacks or the vulnerabilities within 
464XLAT structure, we concluded the following threats: 

A. Spoofing of NAT46 or NAT64 gateways results in 
altering packets destination or returning the wrong IP 
address to the requester. 

B. DoS: denying access of a legitimate user to his 
authorized traffic and obstructing the function of 
NAT46 & NAT64 gateways. 

C. FoS: preventing the real client from receiving an 
answer to its real query. 

D. Leaking of confidential information like IP address, 
TTL value and browsing habits. 

E. Tampering with NAT64 tracking table: loosing of 
mapped entries. 

F. Privileges level altering: getting root privilege will 
increase the inside job attack very often. 

G. Buffer overflow attack in case of NAT64, which 
affects the storage (connection tracking table) entries 
and might erase them accidently. 
 
 
 TABLE II. SUMMARY OF 464XLAT THREATS 
DFD 

Element Threat Possible attacks 

1 Spoofing & 
Repudiation 

DoS attack against the 
CLAT 

2, 3 

Tampering, 
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and Denial of 
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information, DoS 
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Elements 
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attacks 
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Connection Tracking Table; 
DOS attack (exhaustion of 
connection tracking table, 

slowing down look up 
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V. RELATED WORK 
Very few papers have been published regarding our topic. 

However, [14] has focused on the IPv6 security issues as far as 
cellular networks concern and it came up with different 
categories of possible attacks. They demonstrated three 
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different DoS attacks on NAT64 block targeting features that 
only exist in IPv6 cellular networks: 

A. NAT overflow attack: According to [14], most of 
service providers tend to drop the source address of a 
spoofed packet and replace it with a public IPv4 
address. Therefore, a host can send & receive packets 
using single private IPv4 address assigned by NAT. 

As a result, the maximum of external mapping for 
single targeted service is 65,535. Meanwhile, in IPv6 
cellular networks, a device can utilize 264 IPv6 
addresses. So, if a device creates mapping on NAT64 
using all the 264 IPv6 addresses, the result will be 
65,535 * 264 mappings, which can lead to overload for 
NAT64 [14] . It also showed that NAT64 gateway will 
stop the mapping process for any incoming request 
after 1500 entries (depending on the preset value) 
within its tracking table (if the requester is sending from 
the same IP address targeting the same service) and 
sends back TCP-RST packet back to the requester as 
response for the TCP-SYN packet. However, this 
policy of NAT64 can be exploited as DoS attack [14]. 

B. NAT wiping attack: The targeted victim in this case is 
the mapping entry itself. NAT64 uses the N:1 mapping 
criterion. If an adversary targets the external IPv4 of 
NAT64 gateway, N hosts are sharing the same external 
IPv4 address will be liable to DoS attack. The adversary 
will send malicious TCP-RST packets to wipe out the 
target mappings within the NAT64. As a result, the 
mapped users to the very same external IPv4 address 
will be denied access to their service.  

To do so, the attacker needs to know the TCP 5-tuple 
of the targeted service (Protocol, Destination IP 
address, port number, External IP address of NAT64 
and External port number of NAT64). 

 
C. NAT Bricking attack: it’s type of DoS attack which also 

exploits the N:1 mapping algorithm adopted by 
NAT64. Basically, the adversary can send huge number 
of requests using the external IPv4 address(es) of the 
NAT64 gateway [14]. However, big vendors (google, 
YouTube, etc.) have IP blocking approach if it exceeds 
specific number of requests per minute. Nevertheless, 
[14] has done an experiment to target Google scholar 2 
website, which is an IPv4 based site. So, the IPv6 
cellular host sends 150 requests per minute to trigger 
CAPTCHA request. Every time CAPTCHA request 
emerges, adversary source IP address is being changed 
by turning the airplane mode on and off, this process 
was repeated 1000 times. Finally, the NAT bricking 
attack was able to trigger CAPTCHA request for a total 
of 631 external IPv4 from Google Scholar, including 
one of the victim’s external IP address [14]. 
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Moreover, [15][15] has explained that the majority of the 
transition technologies use some form of NAT, NAT44, 
NAT64, NAT46, etc. and how it is a myth that NAT is putting 
the user inside this secured box of protective shield from the 
outside attackers, the sequence of communications below 
explains how vulnerable the NAT client could be: 

 
1- Attacker attracts the victim towards specific website.  
2- Victim clicks on the malicious URL and enters the 

page. 
3- The page has a hidden form connecting to http:// 

attacker.com:6667 (IRC port). 
4- The victim submits the form without his consent.  
5- An HTTP connection is created to the (fake) IRC 

server. 
6- The form as well has hidden value which sends:” 

OPEN DCC CHAT PORT”. 
7- Router sees an "IRC connection" then open a port back 

through the NAT. 
8- The attacker now has an open path to the network.  

  The very same process could have been applied using FTP 
NAT helper if not IRC. 

According to [15], todays preferred transition technologies 
are 6rd, DS-Lite and 464XLAT, while risk Mitigation Strategies 
can be summarized as follow: 

1- Minimizing the need for SP-NAT (Service-Provider 
NAT). 

2- The more IPv6 established sessions, the less you rely 
on SP-NAT and all the security issues associated with 
that. 

3- Search for a transition plan that uses native IPv6 such 
as 464XLAT & DS-Lite. 

As for the testbed, several attempts were conducted by 
researchers to build an efficient testbed in order to test the 
transition technologies, their weak spots and vulnerabilities. A 
successful testbed was built by Marius Georgescu [16], in 
which he measured the latency, throughput and packet loss by 
adopting 464XLAT transition technology and some other 
methods as well. 
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sends back TCP-RST packet back to the requester as 
response for the TCP-SYN packet. However, this 
policy of NAT64 can be exploited as DoS attack [14]. 
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criterion. If an adversary targets the external IPv4 of 
NAT64 gateway, N hosts are sharing the same external 
IPv4 address will be liable to DoS attack. The adversary 
will send malicious TCP-RST packets to wipe out the 
target mappings within the NAT64. As a result, the 
mapped users to the very same external IPv4 address 
will be denied access to their service.  

To do so, the attacker needs to know the TCP 5-tuple 
of the targeted service (Protocol, Destination IP 
address, port number, External IP address of NAT64 
and External port number of NAT64). 
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6- The form as well has hidden value which sends:” 
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7- Router sees an "IRC connection" then open a port back 

through the NAT. 
8- The attacker now has an open path to the network.  

  The very same process could have been applied using FTP 
NAT helper if not IRC. 

According to [15], todays preferred transition technologies 
are 6rd, DS-Lite and 464XLAT, while risk Mitigation Strategies 
can be summarized as follow: 

1- Minimizing the need for SP-NAT (Service-Provider 
NAT). 

2- The more IPv6 established sessions, the less you rely 
on SP-NAT and all the security issues associated with 
that. 

3- Search for a transition plan that uses native IPv6 such 
as 464XLAT & DS-Lite. 

As for the testbed, several attempts were conducted by 
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transition technologies, their weak spots and vulnerabilities. A 
successful testbed was built by Marius Georgescu [16], in 
which he measured the latency, throughput and packet loss by 
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• VMnet13: the network between PLAT eth2 and IPv4 server 
eth1. The network is IPv4 only. 
Table III shows the Linux and VMware settings used for each 
virtual machine. 

C. Test configuration 
The main configuration blocks are within CLAT (stateless 

translator) and PLAT (stateful translator). 
In both cases, the configurations included three steps:  
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 configuring the operating parameters of TAYGA  
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map 10.0.0.1 2001:db8:c::10.0.0.1  
map 10.0.0.2 2001:db8:c::10.0.0.2  
map 10.0.0.3 2001:db8:c::10.0.0.3  
map 10.0.0.4 2001:db8:c::10.0.0.4 
map 10.0.0.5 2001:db8:c::10.0.0.5 
map 10.0.0.6 2001:db8:c::10.0.0.6 
map 10.0.0.7 2001:db8:c::10.0.0.7 
map 10.0.0.8 2001:db8:c::10.0.0.8 

As for further settings, the following bash shell script was 
responsible for setting up routes and enabling Linux kernel 
routing: 
#!/bin/bash  
ip route add 198.51.100.0/24 dev nat64  
ip route add 2001:db8:c::/96 dev nat64  
ip route add 2001:db8:a::/96 via 2001:db8:2::2  
echo 1 > /proc/sys/net/ipv4/ip_forward  

echo 1 > /proc/sys/net/ipv6/conf/all/forwarding  
ip route del 2001:db8:a::/96 dev nat64  

We note that the last command was to delete a routing rule 
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#!/bin/bash  
ip route add 10.0.0.0/24 dev nat64  
ip route add 2001:db8:a::/96 via 2001:db8:2::1  
echo 1 > /proc/sys/net/ipv4/ip_forward  
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Furthermore, the below iptables command was applied:  
iptables -t nat -A POSTROUTING -o eth2 -j MASQUERADE 

The aim of this command is to perform a stateful NAT44 
translation using the well-known Netfilter framework. It was 
necessary, because TAYGA is only a stateless NAT64 translator 
by itself, and thus it requires an additional stateless NAT44 
translator to implement stateful NAT64.  

TABLE III. LINUX AND VMWARE NETWORK SETTING FOR VIRTUAL MACHINES 

eth0 Linux setting DHCP DHCP DHCP DHCP

eth1  Linux setting Static IPv4: 
10.0.0.1-8 Static IPv4: 10.0.0.11 Static IPv6: 

2001:db8:2::2/64
Static IPv4: 

198.51.100.2

eth2  Linux setting N/A Static IPv6: 
2001:db8:2::1/64 Static IPv4: 198.51.100.1 N/A

eth0  VMware setting NAT NAT NAT NAT

eth1  VMware setting VMnet11 VMnet11 VMnet12 VMnet13

eth2  VMware setting N/A VMnet12 VMnet13 N/A
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L. Summary of the results 

To summarize the attacks or the vulnerabilities within 
464XLAT structure, we concluded the following threats: 

A. Spoofing of NAT46 or NAT64 gateways results in 
altering packets destination or returning the wrong IP 
address to the requester. 

B. DoS: denying access of a legitimate user to his 
authorized traffic and obstructing the function of 
NAT46 & NAT64 gateways. 

C. FoS: preventing the real client from receiving an 
answer to its real query. 

D. Leaking of confidential information like IP address, 
TTL value and browsing habits. 

E. Tampering with NAT64 tracking table: loosing of 
mapped entries. 

F. Privileges level altering: getting root privilege will 
increase the inside job attack very often. 

G. Buffer overflow attack in case of NAT64, which 
affects the storage (connection tracking table) entries 
and might erase them accidently. 
 
 
 TABLE II. SUMMARY OF 464XLAT THREATS 
DFD 

Element Threat Possible attacks 

1 Spoofing & 
Repudiation 

DoS attack against the 
CLAT 

2, 3 

Tampering, 
Information 
Disclosure 

and Denial of 
Service 

FoS, collecting unauthorized 
information, DoS 

4 All STRIDE 
Elements 

FoS, DoS and unauthorized 
access, 

5, 6 

Tampering, 
Information 
Disclosure 

and Denial of 
Service 

FoS, collecting unauthorized 
information, DoS 

7 All STRIDE 
Elements 

FoS, DoS and 
unauthorized access, 

8 Only indirect 
attacks 

Tampering with 
Connection Tracking Table; 
DOS attack (exhaustion of 
connection tracking table, 

slowing down look up 
speed) 

9, 10 

Tampering, 
Information 
Disclosure 

and Denial of 
Service 

FoS, collecting 
unauthorized information, 

DoS 

11 Spoofing & 
Repudiation 

DoS attack against the 
PLAT 

V. RELATED WORK 
Very few papers have been published regarding our topic. 

However, [14] has focused on the IPv6 security issues as far as 
cellular networks concern and it came up with different 
categories of possible attacks. They demonstrated three 

 
 

2  Google, Google Scholar. https://scholar.google.com. 

different DoS attacks on NAT64 block targeting features that 
only exist in IPv6 cellular networks: 

A. NAT overflow attack: According to [14], most of 
service providers tend to drop the source address of a 
spoofed packet and replace it with a public IPv4 
address. Therefore, a host can send & receive packets 
using single private IPv4 address assigned by NAT. 

As a result, the maximum of external mapping for 
single targeted service is 65,535. Meanwhile, in IPv6 
cellular networks, a device can utilize 264 IPv6 
addresses. So, if a device creates mapping on NAT64 
using all the 264 IPv6 addresses, the result will be 
65,535 * 264 mappings, which can lead to overload for 
NAT64 [14] . It also showed that NAT64 gateway will 
stop the mapping process for any incoming request 
after 1500 entries (depending on the preset value) 
within its tracking table (if the requester is sending from 
the same IP address targeting the same service) and 
sends back TCP-RST packet back to the requester as 
response for the TCP-SYN packet. However, this 
policy of NAT64 can be exploited as DoS attack [14]. 

B. NAT wiping attack: The targeted victim in this case is 
the mapping entry itself. NAT64 uses the N:1 mapping 
criterion. If an adversary targets the external IPv4 of 
NAT64 gateway, N hosts are sharing the same external 
IPv4 address will be liable to DoS attack. The adversary 
will send malicious TCP-RST packets to wipe out the 
target mappings within the NAT64. As a result, the 
mapped users to the very same external IPv4 address 
will be denied access to their service.  

To do so, the attacker needs to know the TCP 5-tuple 
of the targeted service (Protocol, Destination IP 
address, port number, External IP address of NAT64 
and External port number of NAT64). 

 
C. NAT Bricking attack: it’s type of DoS attack which also 

exploits the N:1 mapping algorithm adopted by 
NAT64. Basically, the adversary can send huge number 
of requests using the external IPv4 address(es) of the 
NAT64 gateway [14]. However, big vendors (google, 
YouTube, etc.) have IP blocking approach if it exceeds 
specific number of requests per minute. Nevertheless, 
[14] has done an experiment to target Google scholar 2 
website, which is an IPv4 based site. So, the IPv6 
cellular host sends 150 requests per minute to trigger 
CAPTCHA request. Every time CAPTCHA request 
emerges, adversary source IP address is being changed 
by turning the airplane mode on and off, this process 
was repeated 1000 times. Finally, the NAT bricking 
attack was able to trigger CAPTCHA request for a total 
of 631 external IPv4 from Google Scholar, including 
one of the victim’s external IP address [14]. 
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Moreover, [15][15] has explained that the majority of the 
transition technologies use some form of NAT, NAT44, 
NAT64, NAT46, etc. and how it is a myth that NAT is putting 
the user inside this secured box of protective shield from the 
outside attackers, the sequence of communications below 
explains how vulnerable the NAT client could be: 

 
1- Attacker attracts the victim towards specific website.  
2- Victim clicks on the malicious URL and enters the 

page. 
3- The page has a hidden form connecting to http:// 

attacker.com:6667 (IRC port). 
4- The victim submits the form without his consent.  
5- An HTTP connection is created to the (fake) IRC 

server. 
6- The form as well has hidden value which sends:” 

OPEN DCC CHAT PORT”. 
7- Router sees an "IRC connection" then open a port back 

through the NAT. 
8- The attacker now has an open path to the network.  

  The very same process could have been applied using FTP 
NAT helper if not IRC. 

According to [15], todays preferred transition technologies 
are 6rd, DS-Lite and 464XLAT, while risk Mitigation Strategies 
can be summarized as follow: 

1- Minimizing the need for SP-NAT (Service-Provider 
NAT). 

2- The more IPv6 established sessions, the less you rely 
on SP-NAT and all the security issues associated with 
that. 

3- Search for a transition plan that uses native IPv6 such 
as 464XLAT & DS-Lite. 

As for the testbed, several attempts were conducted by 
researchers to build an efficient testbed in order to test the 
transition technologies, their weak spots and vulnerabilities. A 
successful testbed was built by Marius Georgescu [16], in 
which he measured the latency, throughput and packet loss by 
adopting 464XLAT transition technology and some other 
methods as well. 

 
 

3 D. Bakai, “Debian VM”, [Online]. Available: 
https://git.sch.bme.hu/bakaid/debian-vm 

VI. 464XLAT TESTBED 
The testbed was built through remote access to a Windows-

based virtual machine with the following specifications: 

 Intel(R) Xeon(R) Silver 4215 CPU @ 2.50GHz, (16 
VCPUs) 

 16.0 GB RAM 
 64-bit Windows 10 operating system. 

Further virtualization was created by installing VMware 
workstation 12 Player. Several virtual machines were created 
using Debian image, which was created by using the debian-vm 
tool  of Daniel Bakai 3. Every machine had Debian 8.9 operating 
system. 

A. Test Topology 
The topology of the 464XLAT testbed is shown in Fig. 4, it 
can be divided into two sides:  
•  On the left side, there are four clients (10.0.0.1 -- 10.0.0.8) 
and the CLAT.  
• On the right side, there are the PLAT and the IPv4 server.  

B. Testbed Implementation  
In our testbed, each virtual machine has the following 
specifications: 

 Clients 1-8: 1GB RAM, 1 CPU core, and 20 GB hard 
disk. 
CLAT: 1GB RAM, 3 CPU cores, and 20 GB hard 
disk.  

 PLAT: 1GB RAM, 3 CPU cores, and 20 GB  hard 
disk.  

 IPv4 Server: 1GB of RAM, 1 CPU core, and 20 GB 
hard disk.  

Furthermore, the topology was build using three separated 
virtual networks: VMnet11, VMnet12, and VMnet13. 
• VMnet11: the network between the eight clients and CLAT 
eth1. The network is IPv4 only. 
• VMnet12: the network between CLAT eth2 and PLAT eth1. 
The network is IPv6 only. 

 

 

Fig. 4 464XLAT Testbed 
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• VMnet13: the network between PLAT eth2 and IPv4 server 
eth1. The network is IPv4 only. 
Table III shows the Linux and VMware settings used for each 
virtual machine. 

C. Test configuration 
The main configuration blocks are within CLAT (stateless 

translator) and PLAT (stateful translator). 
In both cases, the configurations included three steps:  

 configuring TAYGA to run 
 configuring the operating parameters of TAYGA  
 further settings  

The details of their settings are presented below. 

1)  Configuring CLAT 
It was set in the /etc/default/tayga.conf file that 

TAYGA should be started at operating system boot time: 
RUN="yes"  
CONFIGURE_NAT44="no"  

Here, we did not intend to use TAYGA as stateful NAT64 
because CLAT is a stateless NAT46 translator. 

The operating parameters of TAYGA were set in the 
/etc/tayga.conf file as follows: 
tun-device nat64  
ipv4-addr 10.0.0.9  
ipv6-addr 2001:db8:2::9  
prefix 2001:db8:a::/96 
map 10.0.0.1 2001:db8:c::10.0.0.1  
map 10.0.0.2 2001:db8:c::10.0.0.2  
map 10.0.0.3 2001:db8:c::10.0.0.3  
map 10.0.0.4 2001:db8:c::10.0.0.4 
map 10.0.0.5 2001:db8:c::10.0.0.5 
map 10.0.0.6 2001:db8:c::10.0.0.6 
map 10.0.0.7 2001:db8:c::10.0.0.7 
map 10.0.0.8 2001:db8:c::10.0.0.8 

As for further settings, the following bash shell script was 
responsible for setting up routes and enabling Linux kernel 
routing: 
#!/bin/bash  
ip route add 198.51.100.0/24 dev nat64  
ip route add 2001:db8:c::/96 dev nat64  
ip route add 2001:db8:a::/96 via 2001:db8:2::2  
echo 1 > /proc/sys/net/ipv4/ip_forward  

echo 1 > /proc/sys/net/ipv6/conf/all/forwarding  
ip route del 2001:db8:a::/96 dev nat64  

We note that the last command was to delete a routing rule 
that was automatically set by TAYGA. 

2) Configuring PLAT 
It was set in the /etc/default/tayga.conf file that 

TAYGA should be started at operating system boot time: 
RUN="yes"  
CONFIGURE_NAT44="no"  

Here, we used TAYGA as a stateful NAT64 translator, but we 
set the iptables rule by hand (see below). 

The operating parameters of TAYGA were set in the 
/etc/tayga.conf file as follows: 
tun-device nat64  
ipv4-addr 198.51.100.9  
ipv6-addr 2001:db8:2::9  
prefix 2001:db8:a::/96  
map 10.0.0.1 2001:db8:c::10.0.0.1  
map 10.0.0.2 2001:db8:c::10.0.0.2  
map 10.0.0.3 2001:db8:c::10.0.0.3  
map 10.0.0.4 2001:db8:c::10.0.0.4 
map 10.0.0.5 2001:db8:c::10.0.0.5 
map 10.0.0.6 2001:db8:c::10.0.0.6 
map 10.0.0.7 2001:db8:c::10.0.0.7 
map 10.0.0.8 2001:db8:c::10.0.0.8 

As for further settings, the following bash shell script was 
responsible for setting up routes and enabling Linux kernel 
routing: 
#!/bin/bash  
ip route add 10.0.0.0/24 dev nat64  
ip route add 2001:db8:a::/96 via 2001:db8:2::1  
echo 1 > /proc/sys/net/ipv4/ip_forward  
echo 1 > /proc/sys/net/ipv6/conf/all/forwarding  
 

Furthermore, the below iptables command was applied:  
iptables -t nat -A POSTROUTING -o eth2 -j MASQUERADE 

The aim of this command is to perform a stateful NAT44 
translation using the well-known Netfilter framework. It was 
necessary, because TAYGA is only a stateless NAT64 translator 
by itself, and thus it requires an additional stateless NAT44 
translator to implement stateful NAT64.  

TABLE III. LINUX AND VMWARE NETWORK SETTING FOR VIRTUAL MACHINES 

eth0 Linux setting DHCP DHCP DHCP DHCP

eth1  Linux setting Static IPv4: 
10.0.0.1-8 Static IPv4: 10.0.0.11 Static IPv6: 

2001:db8:2::2/64
Static IPv4: 

198.51.100.2

eth2  Linux setting N/A Static IPv6: 
2001:db8:2::1/64 Static IPv4: 198.51.100.1 N/A

eth0  VMware setting NAT NAT NAT NAT

eth1  VMware setting VMnet11 VMnet11 VMnet12 VMnet13

eth2  VMware setting N/A VMnet12 VMnet13 N/A
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• VMnet13: the network between PLAT eth2 and IPv4 server 
eth1. The network is IPv4 only. 
Table III shows the Linux and VMware settings used for each 
virtual machine. 

C. Test configuration 
The main configuration blocks are within CLAT (stateless 

translator) and PLAT (stateful translator). 
In both cases, the configurations included three steps:  

 configuring TAYGA to run 
 configuring the operating parameters of TAYGA  
 further settings  

The details of their settings are presented below. 

1)  Configuring CLAT 
It was set in the /etc/default/tayga.conf file that 

TAYGA should be started at operating system boot time: 
RUN="yes"  
CONFIGURE_NAT44="no"  

Here, we did not intend to use TAYGA as stateful NAT64 
because CLAT is a stateless NAT46 translator. 

The operating parameters of TAYGA were set in the 
/etc/tayga.conf file as follows: 
tun-device nat64  
ipv4-addr 10.0.0.9  
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prefix 2001:db8:a::/96 
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map 10.0.0.2 2001:db8:c::10.0.0.2  
map 10.0.0.3 2001:db8:c::10.0.0.3  
map 10.0.0.4 2001:db8:c::10.0.0.4 
map 10.0.0.5 2001:db8:c::10.0.0.5 
map 10.0.0.6 2001:db8:c::10.0.0.6 
map 10.0.0.7 2001:db8:c::10.0.0.7 
map 10.0.0.8 2001:db8:c::10.0.0.8 

As for further settings, the following bash shell script was 
responsible for setting up routes and enabling Linux kernel 
routing: 
#!/bin/bash  
ip route add 198.51.100.0/24 dev nat64  
ip route add 2001:db8:c::/96 dev nat64  
ip route add 2001:db8:a::/96 via 2001:db8:2::2  
echo 1 > /proc/sys/net/ipv4/ip_forward  

echo 1 > /proc/sys/net/ipv6/conf/all/forwarding  
ip route del 2001:db8:a::/96 dev nat64  

We note that the last command was to delete a routing rule 
that was automatically set by TAYGA. 

2) Configuring PLAT 
It was set in the /etc/default/tayga.conf file that 

TAYGA should be started at operating system boot time: 
RUN="yes"  
CONFIGURE_NAT44="no"  

Here, we used TAYGA as a stateful NAT64 translator, but we 
set the iptables rule by hand (see below). 

The operating parameters of TAYGA were set in the 
/etc/tayga.conf file as follows: 
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map 10.0.0.3 2001:db8:c::10.0.0.3  
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map 10.0.0.5 2001:db8:c::10.0.0.5 
map 10.0.0.6 2001:db8:c::10.0.0.6 
map 10.0.0.7 2001:db8:c::10.0.0.7 
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As for further settings, the following bash shell script was 
responsible for setting up routes and enabling Linux kernel 
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#!/bin/bash  
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ip route add 2001:db8:a::/96 via 2001:db8:2::1  
echo 1 > /proc/sys/net/ipv4/ip_forward  
echo 1 > /proc/sys/net/ipv6/conf/all/forwarding  
 

Furthermore, the below iptables command was applied:  
iptables -t nat -A POSTROUTING -o eth2 -j MASQUERADE 

The aim of this command is to perform a stateful NAT44 
translation using the well-known Netfilter framework. It was 
necessary, because TAYGA is only a stateless NAT64 translator 
by itself, and thus it requires an additional stateless NAT44 
translator to implement stateful NAT64.  

TABLE III. LINUX AND VMWARE NETWORK SETTING FOR VIRTUAL MACHINES 
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eth2  Linux setting N/A Static IPv6: 
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eth0  VMware setting NAT NAT NAT NAT

eth1  VMware setting VMnet11 VMnet11 VMnet12 VMnet13

eth2  VMware setting N/A VMnet12 VMnet13 N/A
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• VMnet13: the network between PLAT eth2 and IPv4 server 
eth1. The network is IPv4 only. 
Table III shows the Linux and VMware settings used for each 
virtual machine. 

C. Test configuration 
The main configuration blocks are within CLAT (stateless 

translator) and PLAT (stateful translator). 
In both cases, the configurations included three steps:  

 configuring TAYGA to run 
 configuring the operating parameters of TAYGA  
 further settings  

The details of their settings are presented below. 

1)  Configuring CLAT 
It was set in the /etc/default/tayga.conf file that 

TAYGA should be started at operating system boot time: 
RUN="yes"  
CONFIGURE_NAT44="no"  

Here, we did not intend to use TAYGA as stateful NAT64 
because CLAT is a stateless NAT46 translator. 

The operating parameters of TAYGA were set in the 
/etc/tayga.conf file as follows: 
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map 10.0.0.3 2001:db8:c::10.0.0.3  
map 10.0.0.4 2001:db8:c::10.0.0.4 
map 10.0.0.5 2001:db8:c::10.0.0.5 
map 10.0.0.6 2001:db8:c::10.0.0.6 
map 10.0.0.7 2001:db8:c::10.0.0.7 
map 10.0.0.8 2001:db8:c::10.0.0.8 

As for further settings, the following bash shell script was 
responsible for setting up routes and enabling Linux kernel 
routing: 
#!/bin/bash  
ip route add 198.51.100.0/24 dev nat64  
ip route add 2001:db8:c::/96 dev nat64  
ip route add 2001:db8:a::/96 via 2001:db8:2::2  
echo 1 > /proc/sys/net/ipv4/ip_forward  

echo 1 > /proc/sys/net/ipv6/conf/all/forwarding  
ip route del 2001:db8:a::/96 dev nat64  

We note that the last command was to delete a routing rule 
that was automatically set by TAYGA. 

2) Configuring PLAT 
It was set in the /etc/default/tayga.conf file that 

TAYGA should be started at operating system boot time: 
RUN="yes"  
CONFIGURE_NAT44="no"  

Here, we used TAYGA as a stateful NAT64 translator, but we 
set the iptables rule by hand (see below). 

The operating parameters of TAYGA were set in the 
/etc/tayga.conf file as follows: 
tun-device nat64  
ipv4-addr 198.51.100.9  
ipv6-addr 2001:db8:2::9  
prefix 2001:db8:a::/96  
map 10.0.0.1 2001:db8:c::10.0.0.1  
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map 10.0.0.3 2001:db8:c::10.0.0.3  
map 10.0.0.4 2001:db8:c::10.0.0.4 
map 10.0.0.5 2001:db8:c::10.0.0.5 
map 10.0.0.6 2001:db8:c::10.0.0.6 
map 10.0.0.7 2001:db8:c::10.0.0.7 
map 10.0.0.8 2001:db8:c::10.0.0.8 

As for further settings, the following bash shell script was 
responsible for setting up routes and enabling Linux kernel 
routing: 
#!/bin/bash  
ip route add 10.0.0.0/24 dev nat64  
ip route add 2001:db8:a::/96 via 2001:db8:2::1  
echo 1 > /proc/sys/net/ipv4/ip_forward  
echo 1 > /proc/sys/net/ipv6/conf/all/forwarding  
 

Furthermore, the below iptables command was applied:  
iptables -t nat -A POSTROUTING -o eth2 -j MASQUERADE 

The aim of this command is to perform a stateful NAT44 
translation using the well-known Netfilter framework. It was 
necessary, because TAYGA is only a stateless NAT64 translator 
by itself, and thus it requires an additional stateless NAT44 
translator to implement stateful NAT64.  
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• VMnet13: the network between PLAT eth2 and IPv4 server 
eth1. The network is IPv4 only. 
Table III shows the Linux and VMware settings used for each 
virtual machine. 

C. Test configuration 
The main configuration blocks are within CLAT (stateless 

translator) and PLAT (stateful translator). 
In both cases, the configurations included three steps:  

 configuring TAYGA to run 
 configuring the operating parameters of TAYGA  
 further settings  

The details of their settings are presented below. 

1)  Configuring CLAT 
It was set in the /etc/default/tayga.conf file that 

TAYGA should be started at operating system boot time: 
RUN="yes"  
CONFIGURE_NAT44="no"  

Here, we did not intend to use TAYGA as stateful NAT64 
because CLAT is a stateless NAT46 translator. 

The operating parameters of TAYGA were set in the 
/etc/tayga.conf file as follows: 
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map 10.0.0.1 2001:db8:c::10.0.0.1  
map 10.0.0.2 2001:db8:c::10.0.0.2  
map 10.0.0.3 2001:db8:c::10.0.0.3  
map 10.0.0.4 2001:db8:c::10.0.0.4 
map 10.0.0.5 2001:db8:c::10.0.0.5 
map 10.0.0.6 2001:db8:c::10.0.0.6 
map 10.0.0.7 2001:db8:c::10.0.0.7 
map 10.0.0.8 2001:db8:c::10.0.0.8 

As for further settings, the following bash shell script was 
responsible for setting up routes and enabling Linux kernel 
routing: 
#!/bin/bash  
ip route add 198.51.100.0/24 dev nat64  
ip route add 2001:db8:c::/96 dev nat64  
ip route add 2001:db8:a::/96 via 2001:db8:2::2  
echo 1 > /proc/sys/net/ipv4/ip_forward  

echo 1 > /proc/sys/net/ipv6/conf/all/forwarding  
ip route del 2001:db8:a::/96 dev nat64  

We note that the last command was to delete a routing rule 
that was automatically set by TAYGA. 

2) Configuring PLAT 
It was set in the /etc/default/tayga.conf file that 

TAYGA should be started at operating system boot time: 
RUN="yes"  
CONFIGURE_NAT44="no"  

Here, we used TAYGA as a stateful NAT64 translator, but we 
set the iptables rule by hand (see below). 

The operating parameters of TAYGA were set in the 
/etc/tayga.conf file as follows: 
tun-device nat64  
ipv4-addr 198.51.100.9  
ipv6-addr 2001:db8:2::9  
prefix 2001:db8:a::/96  
map 10.0.0.1 2001:db8:c::10.0.0.1  
map 10.0.0.2 2001:db8:c::10.0.0.2  
map 10.0.0.3 2001:db8:c::10.0.0.3  
map 10.0.0.4 2001:db8:c::10.0.0.4 
map 10.0.0.5 2001:db8:c::10.0.0.5 
map 10.0.0.6 2001:db8:c::10.0.0.6 
map 10.0.0.7 2001:db8:c::10.0.0.7 
map 10.0.0.8 2001:db8:c::10.0.0.8 

As for further settings, the following bash shell script was 
responsible for setting up routes and enabling Linux kernel 
routing: 
#!/bin/bash  
ip route add 10.0.0.0/24 dev nat64  
ip route add 2001:db8:a::/96 via 2001:db8:2::1  
echo 1 > /proc/sys/net/ipv4/ip_forward  
echo 1 > /proc/sys/net/ipv6/conf/all/forwarding  
 

Furthermore, the below iptables command was applied:  
iptables -t nat -A POSTROUTING -o eth2 -j MASQUERADE 

The aim of this command is to perform a stateful NAT44 
translation using the well-known Netfilter framework. It was 
necessary, because TAYGA is only a stateless NAT64 translator 
by itself, and thus it requires an additional stateless NAT44 
translator to implement stateful NAT64.  

TABLE III. LINUX AND VMWARE NETWORK SETTING FOR VIRTUAL MACHINES 

eth0 Linux setting DHCP DHCP DHCP DHCP

eth1  Linux setting Static IPv4: 
10.0.0.1-8 Static IPv4: 10.0.0.11 Static IPv6: 
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eth2  Linux setting N/A Static IPv6: 
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eth0  VMware setting NAT NAT NAT NAT

eth1  VMware setting VMnet11 VMnet11 VMnet12 VMnet13

eth2  VMware setting N/A VMnet12 VMnet13 N/A
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VII. SAMPLE DOS ATTACK 
The aim of the DoS attack is to exhaust the resources of the 

PLAT device. It is carried out by sending high frequency ping 
requests from the eight clients to the IPv4 server using the 
hping3 command. 

To carry out the attack, SSH authentication were established 
between client one (10.0.0.1) and the rest of the network 
elements in order to be able to carry out the experiments by a 
script. The script was responsible for starting traffic capture by 
using tshark and for starting the attacking program on all 
clients at (mostly) the same time by a script. 

The attack was through a hping3 command with specific 
arguments: 
hping3 -S -p80 -s5000 -k 198.51.100.2 -iu1500 

-S: TCP Syn attack. 
-p: destination port number. 
-s: source port number. 
-k: to maintain the same port number and avoid its increment. 
-iu: to control the number of sent packets per second.  

We note that the last parameter does not directly set the 
packet rate, but it specifies a kind of targeted delay in 
microseconds. Different packet rates can be applied by 
manipulating the “-iu” argument of the hping3 command (e.g. 
100 packets/s, 1000 packets/s, etc.). The experiments were 
carried out using various packet rates. For the demonstration of 
the DoS attack, we selected a rate (about 460 packets/s) at which 

almost all packets were correctly translated by the PLAT, when 
only a single client was used, but a significant amount of the 
frames were not correctly translated, when 8 attacking clients 
were used. Please see a fragment of the tshark output in Fig 5. 
The incorrectly translated frame is highlighted by a red oval. 

The attack process was as below: 

a. Start the measurements, then wait for 10 seconds to 
monitor the performance before the attack. 

b. Start attack with client 1, then wait for 100 seconds to 
monitor the effect of one client. 

c. Start attack with client 2, then waiting for 100 seconds. 
d. Start attack with client 3 & client 4, then wait for 100 

seconds. 
e. Start attack with clients 5, 6, 7, 8, then wait for 100 

seconds. 
f. End the measurements, then stop the eight attacks. 

VIII. RESULTS AND ANALYSIS 
Fig. 6 shows the number of correctly translated, not translated 

and all frames per second as a function of time in case of 460 
packets/s rate. It is fairly obvious that the number of sent packets 
are increasing by doubling the number of clients (1, 2, 4, 8). 
Every spike in the graph represents new added client(s).  

 From 0-100 second (only client1). 
 From 100-200 second (client 1& 2). 
 From 200-300 second (client 1,2,3 and 4). 
 From 300-400 second (client 1,2,3,4,5,6,7 and 8). 
 

 
Fig. 6 Measurements with 460 packets/s per client load: the number of good/bad/all packets as a function of time (number of attacking clients: 1, 2, 4, and 8) 

  
Fig. 5.  PLAT eth2 tshark capture 
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were used. Please see a fragment of the tshark output in Fig 5. 
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e. Start attack with clients 5, 6, 7, 8, then wait for 100 
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f. End the measurements, then stop the eight attacks. 

VIII. RESULTS AND ANALYSIS 
Fig. 6 shows the number of correctly translated, not translated 

and all frames per second as a function of time in case of 460 
packets/s rate. It is fairly obvious that the number of sent packets 
are increasing by doubling the number of clients (1, 2, 4, 8). 
Every spike in the graph represents new added client(s).  

 From 0-100 second (only client1). 
 From 100-200 second (client 1& 2). 
 From 200-300 second (client 1,2,3 and 4). 
 From 300-400 second (client 1,2,3,4,5,6,7 and 8). 
 

 
Fig. 6 Measurements with 460 packets/s per client load: the number of good/bad/all packets as a function of time (number of attacking clients: 1, 2, 4, and 8) 
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• VMnet13: the network between PLAT eth2 and IPv4 server 
eth1. The network is IPv4 only. 
Table III shows the Linux and VMware settings used for each 
virtual machine. 

C. Test configuration 
The main configuration blocks are within CLAT (stateless 

translator) and PLAT (stateful translator). 
In both cases, the configurations included three steps:  

 configuring TAYGA to run 
 configuring the operating parameters of TAYGA  
 further settings  

The details of their settings are presented below. 

1)  Configuring CLAT 
It was set in the /etc/default/tayga.conf file that 

TAYGA should be started at operating system boot time: 
RUN="yes"  
CONFIGURE_NAT44="no"  

Here, we did not intend to use TAYGA as stateful NAT64 
because CLAT is a stateless NAT46 translator. 

The operating parameters of TAYGA were set in the 
/etc/tayga.conf file as follows: 
tun-device nat64  
ipv4-addr 10.0.0.9  
ipv6-addr 2001:db8:2::9  
prefix 2001:db8:a::/96 
map 10.0.0.1 2001:db8:c::10.0.0.1  
map 10.0.0.2 2001:db8:c::10.0.0.2  
map 10.0.0.3 2001:db8:c::10.0.0.3  
map 10.0.0.4 2001:db8:c::10.0.0.4 
map 10.0.0.5 2001:db8:c::10.0.0.5 
map 10.0.0.6 2001:db8:c::10.0.0.6 
map 10.0.0.7 2001:db8:c::10.0.0.7 
map 10.0.0.8 2001:db8:c::10.0.0.8 

As for further settings, the following bash shell script was 
responsible for setting up routes and enabling Linux kernel 
routing: 
#!/bin/bash  
ip route add 198.51.100.0/24 dev nat64  
ip route add 2001:db8:c::/96 dev nat64  
ip route add 2001:db8:a::/96 via 2001:db8:2::2  
echo 1 > /proc/sys/net/ipv4/ip_forward  

echo 1 > /proc/sys/net/ipv6/conf/all/forwarding  
ip route del 2001:db8:a::/96 dev nat64  

We note that the last command was to delete a routing rule 
that was automatically set by TAYGA. 

2) Configuring PLAT 
It was set in the /etc/default/tayga.conf file that 

TAYGA should be started at operating system boot time: 
RUN="yes"  
CONFIGURE_NAT44="no"  

Here, we used TAYGA as a stateful NAT64 translator, but we 
set the iptables rule by hand (see below). 

The operating parameters of TAYGA were set in the 
/etc/tayga.conf file as follows: 
tun-device nat64  
ipv4-addr 198.51.100.9  
ipv6-addr 2001:db8:2::9  
prefix 2001:db8:a::/96  
map 10.0.0.1 2001:db8:c::10.0.0.1  
map 10.0.0.2 2001:db8:c::10.0.0.2  
map 10.0.0.3 2001:db8:c::10.0.0.3  
map 10.0.0.4 2001:db8:c::10.0.0.4 
map 10.0.0.5 2001:db8:c::10.0.0.5 
map 10.0.0.6 2001:db8:c::10.0.0.6 
map 10.0.0.7 2001:db8:c::10.0.0.7 
map 10.0.0.8 2001:db8:c::10.0.0.8 

As for further settings, the following bash shell script was 
responsible for setting up routes and enabling Linux kernel 
routing: 
#!/bin/bash  
ip route add 10.0.0.0/24 dev nat64  
ip route add 2001:db8:a::/96 via 2001:db8:2::1  
echo 1 > /proc/sys/net/ipv4/ip_forward  
echo 1 > /proc/sys/net/ipv6/conf/all/forwarding  
 

Furthermore, the below iptables command was applied:  
iptables -t nat -A POSTROUTING -o eth2 -j MASQUERADE 

The aim of this command is to perform a stateful NAT44 
translation using the well-known Netfilter framework. It was 
necessary, because TAYGA is only a stateless NAT64 translator 
by itself, and thus it requires an additional stateless NAT44 
translator to implement stateful NAT64.  

TABLE III. LINUX AND VMWARE NETWORK SETTING FOR VIRTUAL MACHINES 

eth0 Linux setting DHCP DHCP DHCP DHCP

eth1  Linux setting Static IPv4: 
10.0.0.1-8 Static IPv4: 10.0.0.11 Static IPv6: 

2001:db8:2::2/64
Static IPv4: 

198.51.100.2

eth2  Linux setting N/A Static IPv6: 
2001:db8:2::1/64 Static IPv4: 198.51.100.1 N/A

eth0  VMware setting NAT NAT NAT NAT

eth1  VMware setting VMnet11 VMnet11 VMnet12 VMnet13

eth2  VMware setting N/A VMnet12 VMnet13 N/A
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The number of packets arriving at the PLAT is slightly fewer 

than the ones sent from the CLAT. The average value of sent 
packets when 8 clients were applied was around 3500 packets /s. 
Furthermore, the orange line represents the number of 
untranslated packets by iptables. 

We divided the packets into three types (good, bad, all). 
“Good” label represents the properly translated packets, “Bad” 
label represents packets that failed in the masquerading process 
and kept their original source IP address. As for “All” label, it is 
fairly obvious that it represents the total number of good and bad 
packets together. 

The MASQUERADING feature is supposed to change the 
source IP address of packets leaving the PLAT and heading 
towards IPv4 server. That means every packet heading towards 
IPv4 server should have the source IP address of PLAT eth2 
interface (198.51.100.1). However, some packets are passing 
through the filter without getting translated by keeping their 
original IP address (10.0.0.1-8) instead of PLAT eth2 interface 
IP address (198.51.100.1) as shown in Fig. 5. We don’t know 
the exact root cause for this behavior. What we know is the 
frequency of these untranslated packets increases by increasing 
the number of applied clients as illustrated by Fig. 6. 

IX. PLANS FOR FUTURE RESEARCH AND THE SIGNIFICANCE 
OF OUR RESULTS 

A. Plans for Future Research 
As for our future research focus, we plan to implement other 

types of DoS attacks against the PLAT in order to exhaust: 
 its TCP source port number pool,  
 its internal connection tracking table. 

We are also planning to find mitigation for this and for other 
types of attacks, too. 

B. Significance of our Results 
464XLAT is very important for network operators, especially 

ISPs (Internet Service Providers). It is among the five most 
important IPv4aaS technologies that has to be supported by all 
customer edge routers [17]. It has several advantages like its port 
number efficiency and its wide spread support in cellular 
networks [18]. Therefore, its security properties may be 
extremely important decision factors for network operators.  

Other areas of applications include any kinds of IoT [19] 
and/or LoRaWAN systems [20], where IPv6 may be needed in 
the access network due to the high number of devices, but some 
legacy devices still need IPv4 support. Further important 
application segment is the intelligent transportation systems in 
smart cities [21] for the same reason. 

X. CONCLUSION 
Threat analysis of the 464XLAT IPv6 transition technology 

was performed by applying the STRIDE method in order to 
point out the potential vulnerabilities of the technology. This 
method of using the data flow diagram of the 464XLAT system 
to analyze its potential security vulnerabilities has proven its 
efficiency. 

The double translation mechanism of 464XLAT proved its 
effectiveness in terms of IPv4 literals communications over IPv6 
infrastructure. However, it has some security issues and 
vulnerabilities such as DoS attack possibility. Some faulty 
translated packets were monitored and their percentages 
increased by adding more load to the topology and therefore 
affects the PLAT performance. Some readings have visible 
fluctuation and this was mainly caused by the instability of 
hping3 command and its packet rate controlling ratio. In general, 
the experiment proved that 464XLAT is an effective transition 
technology to establish a stable connection over different IP 
versions infrastructure. 
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VII. SAMPLE DOS ATTACK 
The aim of the DoS attack is to exhaust the resources of the 

PLAT device. It is carried out by sending high frequency ping 
requests from the eight clients to the IPv4 server using the 
hping3 command. 

To carry out the attack, SSH authentication were established 
between client one (10.0.0.1) and the rest of the network 
elements in order to be able to carry out the experiments by a 
script. The script was responsible for starting traffic capture by 
using tshark and for starting the attacking program on all 
clients at (mostly) the same time by a script. 

The attack was through a hping3 command with specific 
arguments: 
hping3 -S -p80 -s5000 -k 198.51.100.2 -iu1500 

-S: TCP Syn attack. 
-p: destination port number. 
-s: source port number. 
-k: to maintain the same port number and avoid its increment. 
-iu: to control the number of sent packets per second.  

We note that the last parameter does not directly set the 
packet rate, but it specifies a kind of targeted delay in 
microseconds. Different packet rates can be applied by 
manipulating the “-iu” argument of the hping3 command (e.g. 
100 packets/s, 1000 packets/s, etc.). The experiments were 
carried out using various packet rates. For the demonstration of 
the DoS attack, we selected a rate (about 460 packets/s) at which 

almost all packets were correctly translated by the PLAT, when 
only a single client was used, but a significant amount of the 
frames were not correctly translated, when 8 attacking clients 
were used. Please see a fragment of the tshark output in Fig 5. 
The incorrectly translated frame is highlighted by a red oval. 

The attack process was as below: 

a. Start the measurements, then wait for 10 seconds to 
monitor the performance before the attack. 

b. Start attack with client 1, then wait for 100 seconds to 
monitor the effect of one client. 

c. Start attack with client 2, then waiting for 100 seconds. 
d. Start attack with client 3 & client 4, then wait for 100 

seconds. 
e. Start attack with clients 5, 6, 7, 8, then wait for 100 

seconds. 
f. End the measurements, then stop the eight attacks. 

VIII. RESULTS AND ANALYSIS 
Fig. 6 shows the number of correctly translated, not translated 

and all frames per second as a function of time in case of 460 
packets/s rate. It is fairly obvious that the number of sent packets 
are increasing by doubling the number of clients (1, 2, 4, 8). 
Every spike in the graph represents new added client(s).  

 From 0-100 second (only client1). 
 From 100-200 second (client 1& 2). 
 From 200-300 second (client 1,2,3 and 4). 
 From 300-400 second (client 1,2,3,4,5,6,7 and 8). 
 

 
Fig. 6 Measurements with 460 packets/s per client load: the number of good/bad/all packets as a function of time (number of attacking clients: 1, 2, 4, and 8) 

  
Fig. 5.  PLAT eth2 tshark capture 
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The number of packets arriving at the PLAT is slightly fewer 

than the ones sent from the CLAT. The average value of sent 
packets when 8 clients were applied was around 3500 packets /s. 
Furthermore, the orange line represents the number of 
untranslated packets by iptables. 

We divided the packets into three types (good, bad, all). 
“Good” label represents the properly translated packets, “Bad” 
label represents packets that failed in the masquerading process 
and kept their original source IP address. As for “All” label, it is 
fairly obvious that it represents the total number of good and bad 
packets together. 

The MASQUERADING feature is supposed to change the 
source IP address of packets leaving the PLAT and heading 
towards IPv4 server. That means every packet heading towards 
IPv4 server should have the source IP address of PLAT eth2 
interface (198.51.100.1). However, some packets are passing 
through the filter without getting translated by keeping their 
original IP address (10.0.0.1-8) instead of PLAT eth2 interface 
IP address (198.51.100.1) as shown in Fig. 5. We don’t know 
the exact root cause for this behavior. What we know is the 
frequency of these untranslated packets increases by increasing 
the number of applied clients as illustrated by Fig. 6. 

IX. PLANS FOR FUTURE RESEARCH AND THE SIGNIFICANCE 
OF OUR RESULTS 

A. Plans for Future Research 
As for our future research focus, we plan to implement other 

types of DoS attacks against the PLAT in order to exhaust: 
 its TCP source port number pool,  
 its internal connection tracking table. 

We are also planning to find mitigation for this and for other 
types of attacks, too. 

B. Significance of our Results 
464XLAT is very important for network operators, especially 

ISPs (Internet Service Providers). It is among the five most 
important IPv4aaS technologies that has to be supported by all 
customer edge routers [17]. It has several advantages like its port 
number efficiency and its wide spread support in cellular 
networks [18]. Therefore, its security properties may be 
extremely important decision factors for network operators.  

Other areas of applications include any kinds of IoT [19] 
and/or LoRaWAN systems [20], where IPv6 may be needed in 
the access network due to the high number of devices, but some 
legacy devices still need IPv4 support. Further important 
application segment is the intelligent transportation systems in 
smart cities [21] for the same reason. 

X. CONCLUSION 
Threat analysis of the 464XLAT IPv6 transition technology 

was performed by applying the STRIDE method in order to 
point out the potential vulnerabilities of the technology. This 
method of using the data flow diagram of the 464XLAT system 
to analyze its potential security vulnerabilities has proven its 
efficiency. 

The double translation mechanism of 464XLAT proved its 
effectiveness in terms of IPv4 literals communications over IPv6 
infrastructure. However, it has some security issues and 
vulnerabilities such as DoS attack possibility. Some faulty 
translated packets were monitored and their percentages 
increased by adding more load to the topology and therefore 
affects the PLAT performance. Some readings have visible 
fluctuation and this was mainly caused by the instability of 
hping3 command and its packet rate controlling ratio. In general, 
the experiment proved that 464XLAT is an effective transition 
technology to establish a stable connection over different IP 
versions infrastructure. 
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The double translation mechanism of 464XLAT proved its 
effectiveness in terms of IPv4 literals communications over IPv6 
infrastructure. However, it has some security issues and 
vulnerabilities such as DoS attack possibility. Some faulty 
translated packets were monitored and their percentages 
increased by adding more load to the topology and therefore 
affects the PLAT performance. Some readings have visible 
fluctuation and this was mainly caused by the instability of 
hping3 command and its packet rate controlling ratio. In general, 
the experiment proved that 464XLAT is an effective transition 
technology to establish a stable connection over different IP 
versions infrastructure. 
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I. INTRODUCTION

THE use of transport vehicles has become a part of every-
day life for most people. Consequently, in recent decades,

the volume and nature of traffic has changed dramatically.
It is clear that traffic has become increasingly congested
these days, especially on highways and also on the streets of
crowded cities. Various vehicles, such as cars, trucks, cyclists,
pedestrians, and novel vehicles are competing for the resources
of public roads.

In this changing environment, traditional solutions can pro-
vide limited results. It is not necessarily economical to increase
the amount of resources by building new routes or expanding
roads by new lanes. Against this approach, it is necessary
to study the more economic exploitation of the existing road
resources. As the complexity of transport increases, so does
the demand for safer transportation. To ensure safety on roads,
a much deeper understanding of traffic situations must be
achieved. Soon, with the spreading of higher level automation
(or full self-driving capabilities) of vehicles, the predictability
of mixed-traffic interactions is necessary to provide safe and
efficient algorithms. Besides, an innovative and state-of-the-
art solution must also meet the needs of comfortably and
predictability requirements.

From the perspective of this paper, interactions between
vehicles result in actions taken by vehicle drivers. Actions
are controlled by behaviour which in turn is influenced by
the driver’s personality (see Fig. 1). Behaviour is also highly
dependent on the context. The same person with a specific
personality can behave differently in the same situation but in
a different context. Basically, behaviour and personality are
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Fig. 1: The relation of personality, behaviour and action.
A specific personality produces an actual behaviour in a
peculiar context. The observable actions are derivable from
the behaviour.

not observable, so we need to find ways to infer them from
actions in specific contexts. For this, two main principles can
be identified while analysing traffic behaviour (see Fig. 1).
From the point of personality, the behaviour of the driver
can be simulated or modelled in common situations; then the
behaviour itself or the actions and its consequences can be
analysed. This aspect is called decision analysis. In terms
of actions, the actual behaviour can be deduced by various
techniques, which are called behaviour recognition or identi-
fication.

The main goal of this paper is to review and survey
research concerning vehicle driver behaviour, especially the
ones that describe the behaviour of a vehicle groups called
as traffic swarm in this paper. First, in the next section,
traffic swarm concept is presented to define the term traffic
swarm behaviour. The sections after present the state-of-the-
art methods of behaviour identification and decision analysis
in the literature. The taxonomy of the discussed methods is
presented on Figure 2. Finally, the topic is concluded by some
important observation and recommendation about future work.

II. TRAFFIC SWARM

Social swarms, such as ant colonies, birds, bee hives, flocks,
herds, shape group’s behaviour through simple decisions of
individuals and interactions among them. In recent decades,
the research community put focus on researching social
swarms in order to understand their collaborative behaviour
[1], [2], [3], [4], [5]. As a result of continuous evolution, these
swarms have developed intelligent behaviours for survival. The
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achieved. Soon, with the spreading of higher level automation
(or full self-driving capabilities) of vehicles, the predictability
of mixed-traffic interactions is necessary to provide safe and
efficient algorithms. Besides, an innovative and state-of-the-
art solution must also meet the needs of comfortably and
predictability requirements.

From the perspective of this paper, interactions between
vehicles result in actions taken by vehicle drivers. Actions
are controlled by behaviour which in turn is influenced by
the driver’s personality (see Fig. 1). Behaviour is also highly
dependent on the context. The same person with a specific
personality can behave differently in the same situation but in
a different context. Basically, behaviour and personality are
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Fig. 1: The relation of personality, behaviour and action.
A specific personality produces an actual behaviour in a
peculiar context. The observable actions are derivable from
the behaviour.

not observable, so we need to find ways to infer them from
actions in specific contexts. For this, two main principles can
be identified while analysing traffic behaviour (see Fig. 1).
From the point of personality, the behaviour of the driver
can be simulated or modelled in common situations; then the
behaviour itself or the actions and its consequences can be
analysed. This aspect is called decision analysis. In terms
of actions, the actual behaviour can be deduced by various
techniques, which are called behaviour recognition or identi-
fication.

The main goal of this paper is to review and survey
research concerning vehicle driver behaviour, especially the
ones that describe the behaviour of a vehicle groups called
as traffic swarm in this paper. First, in the next section,
traffic swarm concept is presented to define the term traffic
swarm behaviour. The sections after present the state-of-the-
art methods of behaviour identification and decision analysis
in the literature. The taxonomy of the discussed methods is
presented on Figure 2. Finally, the topic is concluded by some
important observation and recommendation about future work.

II. TRAFFIC SWARM

Social swarms, such as ant colonies, birds, bee hives, flocks,
herds, shape group’s behaviour through simple decisions of
individuals and interactions among them. In recent decades,
the research community put focus on researching social
swarms in order to understand their collaborative behaviour
[1], [2], [3], [4], [5]. As a result of continuous evolution, these
swarms have developed intelligent behaviours for survival. The
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consists of endless interactions among participants. These inter-
actions and the corresponding behaviours have great impact not
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and economy. Because of this, there is a great interest in deeper
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I. INTRODUCTION
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the volume and nature of traffic has changed dramatically.
It is clear that traffic has become increasingly congested
these days, especially on highways and also on the streets of
crowded cities. Various vehicles, such as cars, trucks, cyclists,
pedestrians, and novel vehicles are competing for the resources
of public roads.

In this changing environment, traditional solutions can pro-
vide limited results. It is not necessarily economical to increase
the amount of resources by building new routes or expanding
roads by new lanes. Against this approach, it is necessary
to study the more economic exploitation of the existing road
resources. As the complexity of transport increases, so does
the demand for safer transportation. To ensure safety on roads,
a much deeper understanding of traffic situations must be
achieved. Soon, with the spreading of higher level automation
(or full self-driving capabilities) of vehicles, the predictability
of mixed-traffic interactions is necessary to provide safe and
efficient algorithms. Besides, an innovative and state-of-the-
art solution must also meet the needs of comfortably and
predictability requirements.

From the perspective of this paper, interactions between
vehicles result in actions taken by vehicle drivers. Actions
are controlled by behaviour which in turn is influenced by
the driver’s personality (see Fig. 1). Behaviour is also highly
dependent on the context. The same person with a specific
personality can behave differently in the same situation but in
a different context. Basically, behaviour and personality are
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not observable, so we need to find ways to infer them from
actions in specific contexts. For this, two main principles can
be identified while analysing traffic behaviour (see Fig. 1).
From the point of personality, the behaviour of the driver
can be simulated or modelled in common situations; then the
behaviour itself or the actions and its consequences can be
analysed. This aspect is called decision analysis. In terms
of actions, the actual behaviour can be deduced by various
techniques, which are called behaviour recognition or identi-
fication.

The main goal of this paper is to review and survey
research concerning vehicle driver behaviour, especially the
ones that describe the behaviour of a vehicle groups called
as traffic swarm in this paper. First, in the next section,
traffic swarm concept is presented to define the term traffic
swarm behaviour. The sections after present the state-of-the-
art methods of behaviour identification and decision analysis
in the literature. The taxonomy of the discussed methods is
presented on Figure 2. Finally, the topic is concluded by some
important observation and recommendation about future work.

II. TRAFFIC SWARM

Social swarms, such as ant colonies, birds, bee hives, flocks,
herds, shape group’s behaviour through simple decisions of
individuals and interactions among them. In recent decades,
the research community put focus on researching social
swarms in order to understand their collaborative behaviour
[1], [2], [3], [4], [5]. As a result of continuous evolution, these
swarms have developed intelligent behaviours for survival. The
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basis of emerging behaviour is formed from the behaviour
of individuals and from the communication that takes place
among them. The method of communication is different for
each species, e.g ants use pheromones to mark their path
and alert others [2]. This type of communication was first
introduced as the concept of stigmergy by Grassé [6]. It was
an important step towards understanding the mechanisms of
emergence, regulation, and control of collective activities in
social insects [6], [7].

On public roads, public transport is also based on collab-
orative group behaviour. In traditional behaviour modelling,
one models an approaching car’s breaking as a single event,
but in reality this action results in other actions done by the
nearby drivers who react to the approaching car. In fact, even
the drivers’ simplest actions can be described as actions and
reactions to each other. This interaction, as stigmergy, relies
not only on the distance and the speed of the neighbouring
cars, but also affected by the car’s movements within the lane,
or the observable personal reactions of the driver. Also the
resulting action induces reactions of others. This collaborative
behaviour is consistent with the behavioural patterns of social
swarms.

III. BEHAVIOUR IDENTIFICATION AND DESCRIPTION

A. Psychology based models

The most common and classic way of analysing traffic be-
haviour is based on psychological behaviour models originally
developed in psychological research. These models usually a
priori determine a couple of behaviour categories by which
the drivers can be characterised and classified. The categories
are well known to the human perception, e.g. aggressiveness
or cautiousness. Such categories result in a multi-axis (multi-
dimension) space of behaviour patterns, where the dimensions
can be described by continuous values, or – typically – by
discrete values. For example, [8] uses a 7-point scale to each
of the six behaviour categories to express the weight of that
behaviour characteristic.

Fig. 3: The Hierarchical Driver Model (HDM). A vehicle
driver has different levels of mental models and decision
makers. The driver can be described as a couple of mental
model running parallel, where each mental model runs at
different level. HDM indicates that behaviour is determined
not only by tactical decisions but by higher-level strategical
decisions. For details, refer to [9].

One of the early but exciting development of the cooperation
between traffic theory and psychology is the Hierarchical Men-
tal Model (HMM) of the driver [9], which states that the driver
behaviour is composed of decision-makers communicating
with mental models (see Fig. 3). It divides decision-making
into the strategy selection level (e.g. reaching the destination,
required travel time, etc.), the tactical level (which selects the
next manoeuvre or task to perform), and the operational level
(common tasks like car following or lane keeping).

The main point is that the observed behaviour can originate
from either the tactical (e.g. emergency situation) or strategy
selection (e.g. being in a hurry) level. However, in practical
scenarios, identifying the mental source is not necessarily, one
can readily observe and analyse the behaviour itself.

The usual way of analysing traffic behaviour in psycholog-
ical models are as follows: first, one defines the behaviour
dimensions or latent space axes, then identifies the features
that can be observed, maps the features into behavioural
latent space and finally, analyses the latent space with various
methods or provides future predictions to unseen data.

The most important and also the most studied behavioural
characteristic is the degree of aggression which is believed
to principally determine the safety of driving [8], [10], [11].
E.g. in [12], aggressiveness is the only dimension studied,
and a fuzzy logic method is applied to the observed accel-
eration to predict the level of aggressiveness on a four-level
scale. However, not only aggressiveness can be considered in
safety, but the carefulness of the driver is also an important
category [13]. Attentive and distracted categories were used
by [14], where a couple of observed features (driver pose
and environmental factors) were used to predict the near-
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basis of emerging behaviour is formed from the behaviour
of individuals and from the communication that takes place
among them. The method of communication is different for
each species, e.g ants use pheromones to mark their path
and alert others [2]. This type of communication was first
introduced as the concept of stigmergy by Grassé [6]. It was
an important step towards understanding the mechanisms of
emergence, regulation, and control of collective activities in
social insects [6], [7].

On public roads, public transport is also based on collab-
orative group behaviour. In traditional behaviour modelling,
one models an approaching car’s breaking as a single event,
but in reality this action results in other actions done by the
nearby drivers who react to the approaching car. In fact, even
the drivers’ simplest actions can be described as actions and
reactions to each other. This interaction, as stigmergy, relies
not only on the distance and the speed of the neighbouring
cars, but also affected by the car’s movements within the lane,
or the observable personal reactions of the driver. Also the
resulting action induces reactions of others. This collaborative
behaviour is consistent with the behavioural patterns of social
swarms.

III. BEHAVIOUR IDENTIFICATION AND DESCRIPTION

A. Psychology based models

The most common and classic way of analysing traffic be-
haviour is based on psychological behaviour models originally
developed in psychological research. These models usually a
priori determine a couple of behaviour categories by which
the drivers can be characterised and classified. The categories
are well known to the human perception, e.g. aggressiveness
or cautiousness. Such categories result in a multi-axis (multi-
dimension) space of behaviour patterns, where the dimensions
can be described by continuous values, or – typically – by
discrete values. For example, [8] uses a 7-point scale to each
of the six behaviour categories to express the weight of that
behaviour characteristic.

Fig. 3: The Hierarchical Driver Model (HDM). A vehicle
driver has different levels of mental models and decision
makers. The driver can be described as a couple of mental
model running parallel, where each mental model runs at
different level. HDM indicates that behaviour is determined
not only by tactical decisions but by higher-level strategical
decisions. For details, refer to [9].

One of the early but exciting development of the cooperation
between traffic theory and psychology is the Hierarchical Men-
tal Model (HMM) of the driver [9], which states that the driver
behaviour is composed of decision-makers communicating
with mental models (see Fig. 3). It divides decision-making
into the strategy selection level (e.g. reaching the destination,
required travel time, etc.), the tactical level (which selects the
next manoeuvre or task to perform), and the operational level
(common tasks like car following or lane keeping).

The main point is that the observed behaviour can originate
from either the tactical (e.g. emergency situation) or strategy
selection (e.g. being in a hurry) level. However, in practical
scenarios, identifying the mental source is not necessarily, one
can readily observe and analyse the behaviour itself.

The usual way of analysing traffic behaviour in psycholog-
ical models are as follows: first, one defines the behaviour
dimensions or latent space axes, then identifies the features
that can be observed, maps the features into behavioural
latent space and finally, analyses the latent space with various
methods or provides future predictions to unseen data.

The most important and also the most studied behavioural
characteristic is the degree of aggression which is believed
to principally determine the safety of driving [8], [10], [11].
E.g. in [12], aggressiveness is the only dimension studied,
and a fuzzy logic method is applied to the observed accel-
eration to predict the level of aggressiveness on a four-level
scale. However, not only aggressiveness can be considered in
safety, but the carefulness of the driver is also an important
category [13]. Attentive and distracted categories were used
by [14], where a couple of observed features (driver pose
and environmental factors) were used to predict the near-
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basis of emerging behaviour is formed from the behaviour
of individuals and from the communication that takes place
among them. The method of communication is different for
each species, e.g ants use pheromones to mark their path
and alert others [2]. This type of communication was first
introduced as the concept of stigmergy by Grassé [6]. It was
an important step towards understanding the mechanisms of
emergence, regulation, and control of collective activities in
social insects [6], [7].

On public roads, public transport is also based on collab-
orative group behaviour. In traditional behaviour modelling,
one models an approaching car’s breaking as a single event,
but in reality this action results in other actions done by the
nearby drivers who react to the approaching car. In fact, even
the drivers’ simplest actions can be described as actions and
reactions to each other. This interaction, as stigmergy, relies
not only on the distance and the speed of the neighbouring
cars, but also affected by the car’s movements within the lane,
or the observable personal reactions of the driver. Also the
resulting action induces reactions of others. This collaborative
behaviour is consistent with the behavioural patterns of social
swarms.

III. BEHAVIOUR IDENTIFICATION AND DESCRIPTION

A. Psychology based models

The most common and classic way of analysing traffic be-
haviour is based on psychological behaviour models originally
developed in psychological research. These models usually a
priori determine a couple of behaviour categories by which
the drivers can be characterised and classified. The categories
are well known to the human perception, e.g. aggressiveness
or cautiousness. Such categories result in a multi-axis (multi-
dimension) space of behaviour patterns, where the dimensions
can be described by continuous values, or – typically – by
discrete values. For example, [8] uses a 7-point scale to each
of the six behaviour categories to express the weight of that
behaviour characteristic.

Fig. 3: The Hierarchical Driver Model (HDM). A vehicle
driver has different levels of mental models and decision
makers. The driver can be described as a couple of mental
model running parallel, where each mental model runs at
different level. HDM indicates that behaviour is determined
not only by tactical decisions but by higher-level strategical
decisions. For details, refer to [9].

One of the early but exciting development of the cooperation
between traffic theory and psychology is the Hierarchical Men-
tal Model (HMM) of the driver [9], which states that the driver
behaviour is composed of decision-makers communicating
with mental models (see Fig. 3). It divides decision-making
into the strategy selection level (e.g. reaching the destination,
required travel time, etc.), the tactical level (which selects the
next manoeuvre or task to perform), and the operational level
(common tasks like car following or lane keeping).

The main point is that the observed behaviour can originate
from either the tactical (e.g. emergency situation) or strategy
selection (e.g. being in a hurry) level. However, in practical
scenarios, identifying the mental source is not necessarily, one
can readily observe and analyse the behaviour itself.

The usual way of analysing traffic behaviour in psycholog-
ical models are as follows: first, one defines the behaviour
dimensions or latent space axes, then identifies the features
that can be observed, maps the features into behavioural
latent space and finally, analyses the latent space with various
methods or provides future predictions to unseen data.

The most important and also the most studied behavioural
characteristic is the degree of aggression which is believed
to principally determine the safety of driving [8], [10], [11].
E.g. in [12], aggressiveness is the only dimension studied,
and a fuzzy logic method is applied to the observed accel-
eration to predict the level of aggressiveness on a four-level
scale. However, not only aggressiveness can be considered in
safety, but the carefulness of the driver is also an important
category [13]. Attentive and distracted categories were used
by [14], where a couple of observed features (driver pose
and environmental factors) were used to predict the near-
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basis of emerging behaviour is formed from the behaviour
of individuals and from the communication that takes place
among them. The method of communication is different for
each species, e.g ants use pheromones to mark their path
and alert others [2]. This type of communication was first
introduced as the concept of stigmergy by Grassé [6]. It was
an important step towards understanding the mechanisms of
emergence, regulation, and control of collective activities in
social insects [6], [7].

On public roads, public transport is also based on collab-
orative group behaviour. In traditional behaviour modelling,
one models an approaching car’s breaking as a single event,
but in reality this action results in other actions done by the
nearby drivers who react to the approaching car. In fact, even
the drivers’ simplest actions can be described as actions and
reactions to each other. This interaction, as stigmergy, relies
not only on the distance and the speed of the neighbouring
cars, but also affected by the car’s movements within the lane,
or the observable personal reactions of the driver. Also the
resulting action induces reactions of others. This collaborative
behaviour is consistent with the behavioural patterns of social
swarms.
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A. Psychology based models

The most common and classic way of analysing traffic be-
haviour is based on psychological behaviour models originally
developed in psychological research. These models usually a
priori determine a couple of behaviour categories by which
the drivers can be characterised and classified. The categories
are well known to the human perception, e.g. aggressiveness
or cautiousness. Such categories result in a multi-axis (multi-
dimension) space of behaviour patterns, where the dimensions
can be described by continuous values, or – typically – by
discrete values. For example, [8] uses a 7-point scale to each
of the six behaviour categories to express the weight of that
behaviour characteristic.

Fig. 3: The Hierarchical Driver Model (HDM). A vehicle
driver has different levels of mental models and decision
makers. The driver can be described as a couple of mental
model running parallel, where each mental model runs at
different level. HDM indicates that behaviour is determined
not only by tactical decisions but by higher-level strategical
decisions. For details, refer to [9].

One of the early but exciting development of the cooperation
between traffic theory and psychology is the Hierarchical Men-
tal Model (HMM) of the driver [9], which states that the driver
behaviour is composed of decision-makers communicating
with mental models (see Fig. 3). It divides decision-making
into the strategy selection level (e.g. reaching the destination,
required travel time, etc.), the tactical level (which selects the
next manoeuvre or task to perform), and the operational level
(common tasks like car following or lane keeping).

The main point is that the observed behaviour can originate
from either the tactical (e.g. emergency situation) or strategy
selection (e.g. being in a hurry) level. However, in practical
scenarios, identifying the mental source is not necessarily, one
can readily observe and analyse the behaviour itself.

The usual way of analysing traffic behaviour in psycholog-
ical models are as follows: first, one defines the behaviour
dimensions or latent space axes, then identifies the features
that can be observed, maps the features into behavioural
latent space and finally, analyses the latent space with various
methods or provides future predictions to unseen data.

The most important and also the most studied behavioural
characteristic is the degree of aggression which is believed
to principally determine the safety of driving [8], [10], [11].
E.g. in [12], aggressiveness is the only dimension studied,
and a fuzzy logic method is applied to the observed accel-
eration to predict the level of aggressiveness on a four-level
scale. However, not only aggressiveness can be considered in
safety, but the carefulness of the driver is also an important
category [13]. Attentive and distracted categories were used
by [14], where a couple of observed features (driver pose
and environmental factors) were used to predict the near-
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basis of emerging behaviour is formed from the behaviour
of individuals and from the communication that takes place
among them. The method of communication is different for
each species, e.g ants use pheromones to mark their path
and alert others [2]. This type of communication was first
introduced as the concept of stigmergy by Grassé [6]. It was
an important step towards understanding the mechanisms of
emergence, regulation, and control of collective activities in
social insects [6], [7].

On public roads, public transport is also based on collab-
orative group behaviour. In traditional behaviour modelling,
one models an approaching car’s breaking as a single event,
but in reality this action results in other actions done by the
nearby drivers who react to the approaching car. In fact, even
the drivers’ simplest actions can be described as actions and
reactions to each other. This interaction, as stigmergy, relies
not only on the distance and the speed of the neighbouring
cars, but also affected by the car’s movements within the lane,
or the observable personal reactions of the driver. Also the
resulting action induces reactions of others. This collaborative
behaviour is consistent with the behavioural patterns of social
swarms.
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A. Psychology based models

The most common and classic way of analysing traffic be-
haviour is based on psychological behaviour models originally
developed in psychological research. These models usually a
priori determine a couple of behaviour categories by which
the drivers can be characterised and classified. The categories
are well known to the human perception, e.g. aggressiveness
or cautiousness. Such categories result in a multi-axis (multi-
dimension) space of behaviour patterns, where the dimensions
can be described by continuous values, or – typically – by
discrete values. For example, [8] uses a 7-point scale to each
of the six behaviour categories to express the weight of that
behaviour characteristic.

Fig. 3: The Hierarchical Driver Model (HDM). A vehicle
driver has different levels of mental models and decision
makers. The driver can be described as a couple of mental
model running parallel, where each mental model runs at
different level. HDM indicates that behaviour is determined
not only by tactical decisions but by higher-level strategical
decisions. For details, refer to [9].

One of the early but exciting development of the cooperation
between traffic theory and psychology is the Hierarchical Men-
tal Model (HMM) of the driver [9], which states that the driver
behaviour is composed of decision-makers communicating
with mental models (see Fig. 3). It divides decision-making
into the strategy selection level (e.g. reaching the destination,
required travel time, etc.), the tactical level (which selects the
next manoeuvre or task to perform), and the operational level
(common tasks like car following or lane keeping).

The main point is that the observed behaviour can originate
from either the tactical (e.g. emergency situation) or strategy
selection (e.g. being in a hurry) level. However, in practical
scenarios, identifying the mental source is not necessarily, one
can readily observe and analyse the behaviour itself.

The usual way of analysing traffic behaviour in psycholog-
ical models are as follows: first, one defines the behaviour
dimensions or latent space axes, then identifies the features
that can be observed, maps the features into behavioural
latent space and finally, analyses the latent space with various
methods or provides future predictions to unseen data.

The most important and also the most studied behavioural
characteristic is the degree of aggression which is believed
to principally determine the safety of driving [8], [10], [11].
E.g. in [12], aggressiveness is the only dimension studied,
and a fuzzy logic method is applied to the observed accel-
eration to predict the level of aggressiveness on a four-level
scale. However, not only aggressiveness can be considered in
safety, but the carefulness of the driver is also an important
category [13]. Attentive and distracted categories were used
by [14], where a couple of observed features (driver pose
and environmental factors) were used to predict the near-
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basis of emerging behaviour is formed from the behaviour
of individuals and from the communication that takes place
among them. The method of communication is different for
each species, e.g ants use pheromones to mark their path
and alert others [2]. This type of communication was first
introduced as the concept of stigmergy by Grassé [6]. It was
an important step towards understanding the mechanisms of
emergence, regulation, and control of collective activities in
social insects [6], [7].

On public roads, public transport is also based on collab-
orative group behaviour. In traditional behaviour modelling,
one models an approaching car’s breaking as a single event,
but in reality this action results in other actions done by the
nearby drivers who react to the approaching car. In fact, even
the drivers’ simplest actions can be described as actions and
reactions to each other. This interaction, as stigmergy, relies
not only on the distance and the speed of the neighbouring
cars, but also affected by the car’s movements within the lane,
or the observable personal reactions of the driver. Also the
resulting action induces reactions of others. This collaborative
behaviour is consistent with the behavioural patterns of social
swarms.
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A. Psychology based models

The most common and classic way of analysing traffic be-
haviour is based on psychological behaviour models originally
developed in psychological research. These models usually a
priori determine a couple of behaviour categories by which
the drivers can be characterised and classified. The categories
are well known to the human perception, e.g. aggressiveness
or cautiousness. Such categories result in a multi-axis (multi-
dimension) space of behaviour patterns, where the dimensions
can be described by continuous values, or – typically – by
discrete values. For example, [8] uses a 7-point scale to each
of the six behaviour categories to express the weight of that
behaviour characteristic.

Fig. 3: The Hierarchical Driver Model (HDM). A vehicle
driver has different levels of mental models and decision
makers. The driver can be described as a couple of mental
model running parallel, where each mental model runs at
different level. HDM indicates that behaviour is determined
not only by tactical decisions but by higher-level strategical
decisions. For details, refer to [9].

One of the early but exciting development of the cooperation
between traffic theory and psychology is the Hierarchical Men-
tal Model (HMM) of the driver [9], which states that the driver
behaviour is composed of decision-makers communicating
with mental models (see Fig. 3). It divides decision-making
into the strategy selection level (e.g. reaching the destination,
required travel time, etc.), the tactical level (which selects the
next manoeuvre or task to perform), and the operational level
(common tasks like car following or lane keeping).

The main point is that the observed behaviour can originate
from either the tactical (e.g. emergency situation) or strategy
selection (e.g. being in a hurry) level. However, in practical
scenarios, identifying the mental source is not necessarily, one
can readily observe and analyse the behaviour itself.

The usual way of analysing traffic behaviour in psycholog-
ical models are as follows: first, one defines the behaviour
dimensions or latent space axes, then identifies the features
that can be observed, maps the features into behavioural
latent space and finally, analyses the latent space with various
methods or provides future predictions to unseen data.

The most important and also the most studied behavioural
characteristic is the degree of aggression which is believed
to principally determine the safety of driving [8], [10], [11].
E.g. in [12], aggressiveness is the only dimension studied,
and a fuzzy logic method is applied to the observed accel-
eration to predict the level of aggressiveness on a four-level
scale. However, not only aggressiveness can be considered in
safety, but the carefulness of the driver is also an important
category [13]. Attentive and distracted categories were used
by [14], where a couple of observed features (driver pose
and environmental factors) were used to predict the near-
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future trajectory of the car by using Convex Markov Chains.
The features were processed in a non-supervised manner
using k-means algorithm to identify the modes labelled with
predefined categories. The DriveSafe application [15] also
considers attentiveness and distraction behaviours.

A multidimensional behavioural latent space is defined
in [16], [8]. They selected six behaviour dimensions (e.g.
aggressiveness, carefulness, etc.) and nine different features;
then they conducted surveys to map real-world data onto the
six behaviour axes on a 7-point scale. On the latent space,
principal component analysis was applied, resulting in the
conclusion that aggressiveness and carefulness are the main
factors behind all the characteristics.

It is worth mentioning that even classic traffic simulation
models use psychological categories implicitly or explicitly.
For example, the well-known MOBIL [17] lane-changing
model uses the politeness factor when making decisions.
Car-following models also have hyperparameters that can be
described using psychological correspondences. However, the
human aspects of the traffic simulation models remain to be
researched extensively [18].

B. Parametric traffic models

The most common methods for analysing microscopic traf-
fic behaviour are based on various parametric models. These
representations determine physical, measurable parameters
which influence the drivers’ behaviour and decision-making
process in certain traffic situations. The most common models
were developed to describe behaviour in highway traffic, e.g.
changing the car’s acceleration based on the speed and distance
of the vehicle ahead (car-following models, [19], [20], [21]),
or the event of lane changing based on the relative speed and
available space in the overtaking lane (lane-changing models,
[22]). However, more complex models are being developed to
describe more complicated events, such as driver behaviour
during unexpected lane closures [23].

Almost all parametric models require the specification of
some hyperparameters which describe certain driver proper-
ties. For example, in the case of the most well-known car-
following model, namely the Intelligent Driver Model (IDM)
[21], a couple of hyperparameters are needed to be defined
as inputs of simulations, like desired velocity in free driving,
maximum acceleration or comfortable braking deceleration.

The correct setting of these hyperparameters is critical for
making the simulation models realistic. This can be done
using real traffic data during model calibration, when the
input hyperparameters are adjusted in a way that each car’s
behaviour and trajectory mirrors the real-life data as closely as
possible. This optimisation process can be done using analytic
calculations [24]; however, newer methods also use artificial
intelligence and neural networks [25], [26].

As the IDM example shows, the hyperparameters that
describe a chosen vehicle’s motion dynamics are constants
and can be used to determine the response to different events.
However, the value of these hyperparameters also bear useful
information and, when they are suited for real-life data, can
be used for describing real driver traits [27].

As such, the examination of hyperparameter statistics can
be promising. The distribution of these properties can provide
useful information about the expectable behaviour of drivers
in a given situations, as well as the probability and nature
of irregular behaviours [28], which can lead to more accurate
predictions [28], [27].

Although these models describe certain driver actions in
a realistic and comprehensible way, the understanding of
intensive, complex and heterogeneous traffic requires more
elaborated methodologies. For example, it may be worth
comparing the results of these parametric model analyses
with the aforementioned psychological models and finding
correlations between the psychological driver traits and the
hyperparameters of the trajectories. This can lead to more
accurate descriptions of how different types of drivers behave
on the road.

C. Non-parametric machine learning models
There is a wide literature on the application of non-

parametric models to describe driver behaviour in different
traffic scenarios. Non-parametric behaviour analysis uses a
black-box model. In this machine learning principle, the model
learns the driver behaviour from real input and output data.
The behaviour itself is the relation between input feature data
and the related output response.

The emergence of ADAS (Advanced Driver Assistance
System) has emphasised the need and viability of this kind
of modelling. In order to provide relevant information to the
driver, a system must be capable of understanding what is
currently happening at a certain traffic scene. This problem
is known as situation assessment [29]. To address this prob-
lem, conditional probabilistic Bayesian networks are used to
estimate driver intention in road intersections in [30] and [31].

Besides these approaches, machine learning principles are
widely used to build non-parametric behaviour models to
describe ego driver behaviour. The model input basically is
the ego driver measurable relations to its surroundings, the
ambient cars, or even static and dynamic signals, signs and
lane rules. The common output is the real trajectory of the
ego driver’s vehicle.

In a typical approach, inputs come from the eight surround-
ing vehicles, which concept in [32] is extended by the preced-
ing vehicle of the front vehicle resulting in the most reliable
behaviour modelling and prediction. Most of the approaches
use a full set of input and output data; however, [33] exploited
sparse floating car data to predict vehicle trajectories with
penetration rate between 2 and 8 percent.

As in many machine learning applications, existing tech-
niques can be split between classification or regression. When
applied to motion prediction, classification problems intend
to determine a high-level intention, such as lane changing to
left or right, lane-keeping or braking during highway driving,
turning left, turning right, or going straight in an intersection.

On the other hand, regression problems aim at directly ob-
taining a predicted future positions of the considered vehicle,
which can then be even used for motion planning of target
vehicle. Trajectory prediction hypothesises can be used as an
input during decision process. ([34])
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Fig. 2: Overview of the applicable methods of traffic behaviour
analysis. The description of the groups and subgroups can be
found in the text.
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but in reality this action results in other actions done by the
nearby drivers who react to the approaching car. In fact, even
the drivers’ simplest actions can be described as actions and
reactions to each other. This interaction, as stigmergy, relies
not only on the distance and the speed of the neighbouring
cars, but also affected by the car’s movements within the lane,
or the observable personal reactions of the driver. Also the
resulting action induces reactions of others. This collaborative
behaviour is consistent with the behavioural patterns of social
swarms.

III. BEHAVIOUR IDENTIFICATION AND DESCRIPTION

A. Psychology based models

The most common and classic way of analysing traffic be-
haviour is based on psychological behaviour models originally
developed in psychological research. These models usually a
priori determine a couple of behaviour categories by which
the drivers can be characterised and classified. The categories
are well known to the human perception, e.g. aggressiveness
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can be described by continuous values, or – typically – by
discrete values. For example, [8] uses a 7-point scale to each
of the six behaviour categories to express the weight of that
behaviour characteristic.

Fig. 3: The Hierarchical Driver Model (HDM). A vehicle
driver has different levels of mental models and decision
makers. The driver can be described as a couple of mental
model running parallel, where each mental model runs at
different level. HDM indicates that behaviour is determined
not only by tactical decisions but by higher-level strategical
decisions. For details, refer to [9].

One of the early but exciting development of the cooperation
between traffic theory and psychology is the Hierarchical Men-
tal Model (HMM) of the driver [9], which states that the driver
behaviour is composed of decision-makers communicating
with mental models (see Fig. 3). It divides decision-making
into the strategy selection level (e.g. reaching the destination,
required travel time, etc.), the tactical level (which selects the
next manoeuvre or task to perform), and the operational level
(common tasks like car following or lane keeping).

The main point is that the observed behaviour can originate
from either the tactical (e.g. emergency situation) or strategy
selection (e.g. being in a hurry) level. However, in practical
scenarios, identifying the mental source is not necessarily, one
can readily observe and analyse the behaviour itself.

The usual way of analysing traffic behaviour in psycholog-
ical models are as follows: first, one defines the behaviour
dimensions or latent space axes, then identifies the features
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to principally determine the safety of driving [8], [10], [11].
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eration to predict the level of aggressiveness on a four-level
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safety, but the carefulness of the driver is also an important
category [13]. Attentive and distracted categories were used
by [14], where a couple of observed features (driver pose
and environmental factors) were used to predict the near-
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using k-means algorithm to identify the modes labelled with
predefined categories. The DriveSafe application [15] also
considers attentiveness and distraction behaviours.
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in [16], [8]. They selected six behaviour dimensions (e.g.
aggressiveness, carefulness, etc.) and nine different features;
then they conducted surveys to map real-world data onto the
six behaviour axes on a 7-point scale. On the latent space,
principal component analysis was applied, resulting in the
conclusion that aggressiveness and carefulness are the main
factors behind all the characteristics.

It is worth mentioning that even classic traffic simulation
models use psychological categories implicitly or explicitly.
For example, the well-known MOBIL [17] lane-changing
model uses the politeness factor when making decisions.
Car-following models also have hyperparameters that can be
described using psychological correspondences. However, the
human aspects of the traffic simulation models remain to be
researched extensively [18].

B. Parametric traffic models

The most common methods for analysing microscopic traf-
fic behaviour are based on various parametric models. These
representations determine physical, measurable parameters
which influence the drivers’ behaviour and decision-making
process in certain traffic situations. The most common models
were developed to describe behaviour in highway traffic, e.g.
changing the car’s acceleration based on the speed and distance
of the vehicle ahead (car-following models, [19], [20], [21]),
or the event of lane changing based on the relative speed and
available space in the overtaking lane (lane-changing models,
[22]). However, more complex models are being developed to
describe more complicated events, such as driver behaviour
during unexpected lane closures [23].

Almost all parametric models require the specification of
some hyperparameters which describe certain driver proper-
ties. For example, in the case of the most well-known car-
following model, namely the Intelligent Driver Model (IDM)
[21], a couple of hyperparameters are needed to be defined
as inputs of simulations, like desired velocity in free driving,
maximum acceleration or comfortable braking deceleration.

The correct setting of these hyperparameters is critical for
making the simulation models realistic. This can be done
using real traffic data during model calibration, when the
input hyperparameters are adjusted in a way that each car’s
behaviour and trajectory mirrors the real-life data as closely as
possible. This optimisation process can be done using analytic
calculations [24]; however, newer methods also use artificial
intelligence and neural networks [25], [26].

As the IDM example shows, the hyperparameters that
describe a chosen vehicle’s motion dynamics are constants
and can be used to determine the response to different events.
However, the value of these hyperparameters also bear useful
information and, when they are suited for real-life data, can
be used for describing real driver traits [27].

As such, the examination of hyperparameter statistics can
be promising. The distribution of these properties can provide
useful information about the expectable behaviour of drivers
in a given situations, as well as the probability and nature
of irregular behaviours [28], which can lead to more accurate
predictions [28], [27].

Although these models describe certain driver actions in
a realistic and comprehensible way, the understanding of
intensive, complex and heterogeneous traffic requires more
elaborated methodologies. For example, it may be worth
comparing the results of these parametric model analyses
with the aforementioned psychological models and finding
correlations between the psychological driver traits and the
hyperparameters of the trajectories. This can lead to more
accurate descriptions of how different types of drivers behave
on the road.

C. Non-parametric machine learning models
There is a wide literature on the application of non-

parametric models to describe driver behaviour in different
traffic scenarios. Non-parametric behaviour analysis uses a
black-box model. In this machine learning principle, the model
learns the driver behaviour from real input and output data.
The behaviour itself is the relation between input feature data
and the related output response.

The emergence of ADAS (Advanced Driver Assistance
System) has emphasised the need and viability of this kind
of modelling. In order to provide relevant information to the
driver, a system must be capable of understanding what is
currently happening at a certain traffic scene. This problem
is known as situation assessment [29]. To address this prob-
lem, conditional probabilistic Bayesian networks are used to
estimate driver intention in road intersections in [30] and [31].

Besides these approaches, machine learning principles are
widely used to build non-parametric behaviour models to
describe ego driver behaviour. The model input basically is
the ego driver measurable relations to its surroundings, the
ambient cars, or even static and dynamic signals, signs and
lane rules. The common output is the real trajectory of the
ego driver’s vehicle.

In a typical approach, inputs come from the eight surround-
ing vehicles, which concept in [32] is extended by the preced-
ing vehicle of the front vehicle resulting in the most reliable
behaviour modelling and prediction. Most of the approaches
use a full set of input and output data; however, [33] exploited
sparse floating car data to predict vehicle trajectories with
penetration rate between 2 and 8 percent.

As in many machine learning applications, existing tech-
niques can be split between classification or regression. When
applied to motion prediction, classification problems intend
to determine a high-level intention, such as lane changing to
left or right, lane-keeping or braking during highway driving,
turning left, turning right, or going straight in an intersection.

On the other hand, regression problems aim at directly ob-
taining a predicted future positions of the considered vehicle,
which can then be even used for motion planning of target
vehicle. Trajectory prediction hypothesises can be used as an
input during decision process. ([34])
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More recently, the most used approaches for traffic flow
prediction are based on deep learning algorithms. The most
used methods for traffic prediction are the Long Short-Time
Memory (LSTM) and the Generative Adversarial Network
(GAN). Because LSTM neural networks are able to keep
previous inputs in the memory, they are considered particularly
efficient for problems that require learning of patterns in a time
series. In [32], authors described a unimodal vehicle trajectory
prediction in highway scenes for ADAS systems proposing a
Keras framework based LSTM neural network.

However, predicting one manoeuvre is not the best solution.
Yuexin et al. [35] showed while studying pedestrian move-
ments that a person has, couple of choices in a given situation
is socially acceptable. This is called multimodal behaviour.
Multimodality is highly important: if an algorithm predicts one
trajectory only, it can be the average of possible trajectories
resulting in a mode collapse. Based on this result, a couple of
multimodal solutions were introduced for vehicle manoeuvre
prediction, like in [36], [37].

Through intensive analysis [33] proved that, although
LSTM-based models are superior in unimodal scenarios, gen-
erative models perform best in those where the effects of
multimodality are higher. Luca et al. [33] shows that the
difference between using an LSTM and a GAN for prediction
lies in the objective function. The LSTM learns an average
behaviour because it minimizes the average error between
all the predictions, while GANs learn to produce plausible
samples corresponding to specific behaviours as a result of
competition between generator and discriminator networks.

The training phase is essential in machine learning mod-
els. Under-represented data usually leads to poor prediction,
invalid or unseen situations. This problem of cascading er-
rors [38] is well-known in expert knowledge-based Imitation
Learning (IL). Motivated by working on alternative IL meth-
ods, [39] proposed Inverse Reinforcement Learning (IRL),
implemented with Generative Adversarial Imitation Learning
(GAIL) [40]. The model assumes that the expert follows an
optimal policy with respect to an unknown reward function.
When the reward function is discovered, the model can follow
the Reinforcement Learning (RL) method and acts identically
as the expert. The proposed imitation even extends the model
to unseen scenarios.

In order to estimate the influence of various vehicles near
the target vehicle, there is a need to jointly reason and predict
the future trajectories of all the vehicles involved in a traffic
scene, especially in intersections. In the literature, in most
of the scenarios, homogeneous traffic is considered, where
although the behaviour can be different, each vehicle or driver
follows the same rule. A more demanding situation happens
when traffic is heterogeneous. In a heterogeneous scenario,
different types of vehicles interact with each other with dif-
ferent behaviour and action sets. This scenario is particularly
demanding if the traffic is predominated by smaller vehicles
that do not follow lane rules, such as scooters, motorcycles,
or bicycles, or dominant vehicles that regulate traffic, such as
buses.

To handle heterogeneous traffic, mapping different vehicle
types to equivalent homogeneous flow is available in [41],

[42]. A more sophisticated solution is proposed in [43].
The authors proposed a conditional GAN model to generate
multiple trajectory predictions for vehicles at either signalised
or non-signalised intersections.

As a result of building predictive models, latent space is
built, which represents the driver behaviour. The explanation
of latent space is a fundamental task to understand the learned
behaviour. The understanding is based on the traffic scene clas-
sification, which traditionally is defined by expert knowledge.

In the literature, different approaches are available for
automatic latent space exploration. The goal of [44] was to
explain the behaviour of any given black-box classifier instead
of just reasoning about its individual predictions. Their expla-
nation relies on the small number of compact decision sets.
The authors of [45] introduced human-readable instance-wise
feature selection as a methodology for model interpretation.
The proposed method learns a function to extract a subset of
the most informative features for each given example.

[46] introduced two different unsupervised deep learning
approaches to understand and classify real traffic scenes from
ADAC ego driver point of view. Authors proved that proposed
approaches are capable of learning an expressive latent space
for a real-world highway dataset and making scene classifica-
tion from real datasets.

As a result of explanation, we lose information available in
latent space, which is the cost of easier interpretation. Various
methods have recently been proposed to help users interpret
the predictions of complex models, but it is often unclear how
these methods are related to each other and when one method
is preferable over another. To address this problem, the authors
of [47] present a unified framework for interpreting predic-
tions. Based on the proposed unification, the authors present
new methods that show improved computational performance
and better consistency with human intuition than previous
approaches. Extending the above work, authors show in [44]
that a good explanation must follow properties of fidelity,
unambiguity, interpretability, and interactivity.

The predictive models’ increasing complexity makes it
harder to explain or reason the driver behaviour represented
in the latent space [48]. It emphasises the need for tools that
can explain predictive models’ complex behaviour in a faithful
and interpretable manner.

D. Mesoscopic analysis

There are two common, well-known description strategies
for traffic situations: microscopic and macroscopic descrip-
tions. While the latter assigns aggregated measures to the
traffic flow, the former describes each vehicle’s behaviour
individually. However, microscopic description is egoistic,
meaning that it views traffic from the point of one vehicle
at a time. The interaction between agents (vehicles) is usually
simplified to the followed car, and a couple of neighbours
defined a priori. The behaviour of the vehicle does not depend
directly on the manoeuvres of nearby cars, e.g. the lane change
in MOBIL model depends only on the car ahead and the
space in the target lane [17]. However, the dependency of
the participants is much wider than in the classic microscopic
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models; in fact, there are a number of vehicles affected by
each other mutually. So, we can handle a group of vehicles
as a mesoscopic model of traffic situations, where a couple
of nearby participants interact with each other continuously.
This way, we can analyse the behaviour of this group together,
highlighting a deeper relationship between the behaviour of
distinct vehicles.

A couple of early works analysed the nature of vehicle
groups. In [49] the author found a type of collective behaviour
(called ,,solid block”) in the case of increasing density of
vehicles resulting in a highly coherent state, in which all the
vehicles have the same average velocity with little deviation.
Besides, [50] showed the closed stability conditions of vehicle
formations. In contrast, [51] searched for the answer to the
question: what characterises a ,,free vehicle”? Based on a large
number of recorded vehicle movements, she found that time
separation is a better measure of freedom than distance-based
metrics. There were attempts to discover the conditions of
forming and splitting vehicles into groups. In [52], a Bayesian
estimator estimated the state of individual vehicles then a
density-based clustering approach was applied to identify
vehicle groups and group boundaries. They found that the
probability of collision is an applicable metric for the closeness
of two vehicles.

The latest and most common research in mesoscopic anal-
ysis also tries to solve the task of multimodal trajectory and
manoeuvre prediction, meaning that not only one trajectory
but a couple of possible trajectories are predicted. The topic
is extensively researched in automated driving because the be-
haviour prediction and possible movements of nearby vehicles
is a serious safety issue.

After realising that independent traffic models are not
successful enough in trajectory and manoeuvre prediction
[30], [31], a new theory called ,,social force” was taken over
from the analysis of pedestrian behaviour. [53] introduced
the term ,,social force” measuring the internal motivations of
the individuals to perform certain actions. The social force
works like a force in the force field, and is actually a vector,
which attracts and distracts: attracts to the desired velocity
of motion and keeps a certain distance to other pedestrians.
The social force model was improved in order to ,,learn” the
social force from real trajectories which leaded to a so called
,,social pooling” layer in LSTM networks [54]. Based on these
results, [55] introduced the convolutional social pooling term
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For example, [57], [58] applies a graph convolutional model
to extract the dynamic graph features from a graph formed by
nearby cars. An LSTM network is then used to generate the
trajectory predictions. In [59], the authors use same method,
but estimate all the movements of every considered car, and
use interaction model based on collision estimates. There are
a couple of other methods, using attentive graph networks
[60], [61], or joint estimations [56]. Not just vehicle-only
interactions, but vehicle-pedestrian interactions were analysed
in [62].

These results aim at the topic of trajectory prediction.
However, the methods can be made suitable to realise traffic
behaviour analysis. Unfortunately, this topic has been rarely
studied, although reasoning in machine learning systems is
well-known and widely practiced.

The analysis of the characteristics of traffic behaviour
requests the interpretation of the presented machine learning
models. A couple of proposed methods can be found in the
literature. The main goal is to interpret the behaviour predic-
tion model, which is a graph neural network. Analysing the
graph helps to discover the reasons for a selected manoeuvre
as a dependence of the neighbouring vehicles. To understand
which parts of the graph are contributing to a prediction, [63]
proposed an edge classifier that predicts if an edge can be
dropped. This way, the most influential interacting parties can
be found effectively. Similarly, [64] finds a smaller subgraph
and a subset of features that have a crucial role in predictions.

IV. PERSONALITY AND DECISION ANALYSIS

While identifying and predicting behaviour from obser-
vations are widely studied topics, analysing the effect of
different personalities and drivers’ decisions on traffic is also
promising. Personality and decision analysis deals with the
interaction of vehicle drivers trying to solve traffic situations
mutually. Practical methods apply traffic simulations to resolve
the issues of a selected situation; however, they sometimes
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models; in fact, there are a number of vehicles affected by
each other mutually. So, we can handle a group of vehicles
as a mesoscopic model of traffic situations, where a couple
of nearby participants interact with each other continuously.
This way, we can analyse the behaviour of this group together,
highlighting a deeper relationship between the behaviour of
distinct vehicles.

A couple of early works analysed the nature of vehicle
groups. In [49] the author found a type of collective behaviour
(called ,,solid block”) in the case of increasing density of
vehicles resulting in a highly coherent state, in which all the
vehicles have the same average velocity with little deviation.
Besides, [50] showed the closed stability conditions of vehicle
formations. In contrast, [51] searched for the answer to the
question: what characterises a ,,free vehicle”? Based on a large
number of recorded vehicle movements, she found that time
separation is a better measure of freedom than distance-based
metrics. There were attempts to discover the conditions of
forming and splitting vehicles into groups. In [52], a Bayesian
estimator estimated the state of individual vehicles then a
density-based clustering approach was applied to identify
vehicle groups and group boundaries. They found that the
probability of collision is an applicable metric for the closeness
of two vehicles.

The latest and most common research in mesoscopic anal-
ysis also tries to solve the task of multimodal trajectory and
manoeuvre prediction, meaning that not only one trajectory
but a couple of possible trajectories are predicted. The topic
is extensively researched in automated driving because the be-
haviour prediction and possible movements of nearby vehicles
is a serious safety issue.

After realising that independent traffic models are not
successful enough in trajectory and manoeuvre prediction
[30], [31], a new theory called ,,social force” was taken over
from the analysis of pedestrian behaviour. [53] introduced
the term ,,social force” measuring the internal motivations of
the individuals to perform certain actions. The social force
works like a force in the force field, and is actually a vector,
which attracts and distracts: attracts to the desired velocity
of motion and keeps a certain distance to other pedestrians.
The social force model was improved in order to ,,learn” the
social force from real trajectories which leaded to a so called
,,social pooling” layer in LSTM networks [54]. Based on these
results, [55] introduced the convolutional social pooling term
to consider the social context during trajectory prediction. The
social pooling basically learns the spatial interdependencies of
the tracks based on the output of LSTM encoders, which we
call manoeuvre prediction. The same method was applied in
[35], using different participant classes like pedestrians, cars
and bicycles. It is worth noting that the behaviour prediction
model can be static or dynamic: some works predict fixed
manoeuvre classes, others predict graph embeddings or other
encodings.

The latest research involves state-of-the-art graph neural
networks representing traffic situation as an interaction graph.
Interestingly enough, these solutions usually employ the same
method: they use a behaviour or manoeuvre prediction model
and a trajectory prediction model (see e.g. Fig. 4).
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The behaviour of the interacting drivers evolves from the
personality and the actual situation. This way, the methods
typically examined define some traffic situation (e.g. a lane
change or a road crossing) and a couple of personality or
behaviour patterns. The traffic interactions have a couple
of safety, sociological, and communication perspectives. The
most complete definition and taxonomy of traffic interaction
can be found in [65], which states that traffic interaction is a
,,situation where the behaviour of at least two road users can
be interpreted as being influenced by the possibility that they
are both intending to occupy the same region of space at the
same time in the near future”. These interactions include not
only interactions between vehicle drivers but also, for example,
between a vehicle driver and a pedestrian.

Game-theoretic models are widely used in traffic theory, not
only in behaviour analysis. For instance, several methods can
be found for planning the traffic infrastructure in urban spaces
[66] or to optimise traffic throughput [67], [68], [69]. However,
the first mention of the game theory applied to traffic behaviour
analysis dates back to 1984, when Fisk applied Nash non-
cooperative and Stackelberg games in transportation problems
like intercity passenger travel optimisation and traffic signal
optimisation [70]. A huge family of game-theoretic traffic
behavioural models analyses the traffic behaviour in the aspect
of cooperation. Cooperation seems to contradict evolution and
natural selection; however, Nowak showed that evolution could
actually lead to cooperation [71]. The main point in these kinds
of analysis is that a group of players (called cooperators) take
joint actions resulting in collective payoffs, while defectors do
not attach to these groups. The methods are commonly based
on the cellular automata paradigm. It is worth to point out that
the validation of game theory models is not always provided,
i.e. the game theory model may not describe an observable
behaviour in reality.

Modelling freeway traffic, [72] investigated the evolution of
cooperative and defective behaviour in lane change situations.
They showed that as the difference between the velocity of co-
operators and defectors decreases, the fraction of cooperators
increases, i.e. in high-density traffic the drivers start to behave
as cooperators. At a non-signalised crossing, it was shown
that cooperative drivers improve traffic quality, while defective
drivers worsen it [73]. It was also presented that there is some
relationship between the density of cars on the road and the
desire for drivers to go defective. However, defectiveness is not
always a bad thing: using Weibull distribution for describing
the generation of defectors, it can be shown that while the
existence of defectors reduces the safety of the crossing, it
is also beneficial for the capacity of the side road [74]. An
interesting defective-cooperative model was developed in [75],
where the non-ego vehicles switch between cooperative and
defective behaviour in the process of interaction. The main
idea is that while the non-ego vehicles’ core behaviour is
cooperative, they have a short duration of defective behaviour
(so-called adversarial time), making the ego vehicle behave
carefully, e.g. the driver becomes attentive when sees a pedes-
trian at the edge of the road. Other interesting methods in this
topic can be found in [76], [77], [78], [79].

Of course, there are game-theoretic models beyond cooper-

ative games. For example, [80] presents the Game-Theoretic
Social Force Model based on the well-known social model
of pedestrians or [81] models 2-to-1 lane junctions as an N
prisoner’s dilemma game. The [82] review cites 10 game-
theoretic models showing why informal norms of behaviour
develop, e.g. giving way to cyclists who do not have priority.
There is also some criticism regarding the application of game-
theoretic models, e.g. that the Nash equilibrium is not always
properly applicable in traffic behaviour [83].

While it is a benefit for a human driver to identify the
behaviour of other participants, nowadays, even autonomous
vehicles (AV) need to be able to predict the behaviour of
human drivers. In the near future, mixed traffic situations are
going to be widespread, so action planning in AVs requires
behaviour prediction to be executed for safety and efficiency.
The main framework of the behaviour analysis of AV game
theory models is the dynamic game model, which essentially
is a dynamic model of the steps of the game. The model’s
state is typically composed of the position, the velocity,
and the vehicle’s heading [84]. These models’ most notable
decision policy is the so-called level-k reasoning, where all
level-k players make strategic decisions by assuming that
all of the other players are level-(k − 1). A level-0 player
makes no strategic decision, e.g. she reflexively brakes if the
followed vehicle is breaking. These models commonly handle
a colossal state space and make complex optimisations to
produce decisions. Level-k models were successfully applied
to freeway situations [85] and also to uncontrolled intersec-
tions [86]. However, [87] showed on two large naturalistic
datasets that even level-0 behaviour can capture most human
driving behaviour. Finally, it is worth mentioning that to
help behaviour planning research, [88] created a taxonomy
of human interactions in traffic conflicts, including vehicle-
vehicle and vehicle-pedestrian conflicts.

V. CONCLUSION

The current paper outlined different methods for driver
behaviour analysis, even in traffic situations with complex in-
teractions (see Table I.). However, classical behaviour analysis
– which finds reasons and motivations behind actions – is
committed by only psychological models while most research
topics target trajectory and interaction prediction. While state-
of-the-art machine learning models, latent space exploration
techniques and game theory methods are successfully applied
to numerous problems (e.g. image processing), it is hard to
find a solution which addresses entirely the traffic behaviour
analysis. It is tempting to improve the presented methods to be
applicable for exploring the behaviour behind visible actions,
moreover, to reason the behaviour of groups of vehicles.

The consideration of traffic swarms is really promising,
where the interactions among drivers are not limited to the
surrounding vehicles and are not bound to kinematic proper-
ties, so one can analyse the actions as a result of complex
behaviour instead of only trajectories or visible interactions
of the vehicles. However, mesoscopic modelling provides
a reasonable starting point to this research. Beyond that,
further research on behaviour interpretation is a promising
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Fig. 4: A typical graph based on trajectory prediction method
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interaction of vehicle drivers trying to solve traffic situations
mutually. Practical methods apply traffic simulations to resolve
the issues of a selected situation; however, they sometimes
lack behaviour or personality aspects. Fortunately, we can
find game theory models developed to analyse these aspects
and select the proper behaviour or action to solve the traffic
situation effectively.
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The behaviour of the interacting drivers evolves from the
personality and the actual situation. This way, the methods
typically examined define some traffic situation (e.g. a lane
change or a road crossing) and a couple of personality or
behaviour patterns. The traffic interactions have a couple
of safety, sociological, and communication perspectives. The
most complete definition and taxonomy of traffic interaction
can be found in [65], which states that traffic interaction is a
,,situation where the behaviour of at least two road users can
be interpreted as being influenced by the possibility that they
are both intending to occupy the same region of space at the
same time in the near future”. These interactions include not
only interactions between vehicle drivers but also, for example,
between a vehicle driver and a pedestrian.

Game-theoretic models are widely used in traffic theory, not
only in behaviour analysis. For instance, several methods can
be found for planning the traffic infrastructure in urban spaces
[66] or to optimise traffic throughput [67], [68], [69]. However,
the first mention of the game theory applied to traffic behaviour
analysis dates back to 1984, when Fisk applied Nash non-
cooperative and Stackelberg games in transportation problems
like intercity passenger travel optimisation and traffic signal
optimisation [70]. A huge family of game-theoretic traffic
behavioural models analyses the traffic behaviour in the aspect
of cooperation. Cooperation seems to contradict evolution and
natural selection; however, Nowak showed that evolution could
actually lead to cooperation [71]. The main point in these kinds
of analysis is that a group of players (called cooperators) take
joint actions resulting in collective payoffs, while defectors do
not attach to these groups. The methods are commonly based
on the cellular automata paradigm. It is worth to point out that
the validation of game theory models is not always provided,
i.e. the game theory model may not describe an observable
behaviour in reality.

Modelling freeway traffic, [72] investigated the evolution of
cooperative and defective behaviour in lane change situations.
They showed that as the difference between the velocity of co-
operators and defectors decreases, the fraction of cooperators
increases, i.e. in high-density traffic the drivers start to behave
as cooperators. At a non-signalised crossing, it was shown
that cooperative drivers improve traffic quality, while defective
drivers worsen it [73]. It was also presented that there is some
relationship between the density of cars on the road and the
desire for drivers to go defective. However, defectiveness is not
always a bad thing: using Weibull distribution for describing
the generation of defectors, it can be shown that while the
existence of defectors reduces the safety of the crossing, it
is also beneficial for the capacity of the side road [74]. An
interesting defective-cooperative model was developed in [75],
where the non-ego vehicles switch between cooperative and
defective behaviour in the process of interaction. The main
idea is that while the non-ego vehicles’ core behaviour is
cooperative, they have a short duration of defective behaviour
(so-called adversarial time), making the ego vehicle behave
carefully, e.g. the driver becomes attentive when sees a pedes-
trian at the edge of the road. Other interesting methods in this
topic can be found in [76], [77], [78], [79].

Of course, there are game-theoretic models beyond cooper-

ative games. For example, [80] presents the Game-Theoretic
Social Force Model based on the well-known social model
of pedestrians or [81] models 2-to-1 lane junctions as an N
prisoner’s dilemma game. The [82] review cites 10 game-
theoretic models showing why informal norms of behaviour
develop, e.g. giving way to cyclists who do not have priority.
There is also some criticism regarding the application of game-
theoretic models, e.g. that the Nash equilibrium is not always
properly applicable in traffic behaviour [83].

While it is a benefit for a human driver to identify the
behaviour of other participants, nowadays, even autonomous
vehicles (AV) need to be able to predict the behaviour of
human drivers. In the near future, mixed traffic situations are
going to be widespread, so action planning in AVs requires
behaviour prediction to be executed for safety and efficiency.
The main framework of the behaviour analysis of AV game
theory models is the dynamic game model, which essentially
is a dynamic model of the steps of the game. The model’s
state is typically composed of the position, the velocity,
and the vehicle’s heading [84]. These models’ most notable
decision policy is the so-called level-k reasoning, where all
level-k players make strategic decisions by assuming that
all of the other players are level-(k − 1). A level-0 player
makes no strategic decision, e.g. she reflexively brakes if the
followed vehicle is breaking. These models commonly handle
a colossal state space and make complex optimisations to
produce decisions. Level-k models were successfully applied
to freeway situations [85] and also to uncontrolled intersec-
tions [86]. However, [87] showed on two large naturalistic
datasets that even level-0 behaviour can capture most human
driving behaviour. Finally, it is worth mentioning that to
help behaviour planning research, [88] created a taxonomy
of human interactions in traffic conflicts, including vehicle-
vehicle and vehicle-pedestrian conflicts.

V. CONCLUSION

The current paper outlined different methods for driver
behaviour analysis, even in traffic situations with complex in-
teractions (see Table I.). However, classical behaviour analysis
– which finds reasons and motivations behind actions – is
committed by only psychological models while most research
topics target trajectory and interaction prediction. While state-
of-the-art machine learning models, latent space exploration
techniques and game theory methods are successfully applied
to numerous problems (e.g. image processing), it is hard to
find a solution which addresses entirely the traffic behaviour
analysis. It is tempting to improve the presented methods to be
applicable for exploring the behaviour behind visible actions,
moreover, to reason the behaviour of groups of vehicles.

The consideration of traffic swarms is really promising,
where the interactions among drivers are not limited to the
surrounding vehicles and are not bound to kinematic proper-
ties, so one can analyse the actions as a result of complex
behaviour instead of only trajectories or visible interactions
of the vehicles. However, mesoscopic modelling provides
a reasonable starting point to this research. Beyond that,
further research on behaviour interpretation is a promising
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Method Description Methodologies References

Personality
and
decision
analysis

Dynamic
game
models

The models define the states of the game and the
state transition functions and analyse the dynamic
progression of the states.

dynamic game theory models,
level-k model

[84] [85] [86] [87] [88]

Cooperative
models

Cooperative models find the consequences of some
discrete behaviours in actual traffic situations using
game theory methods.

game theory, cooperative and
non-cooperative games (zero-sum
games, Stackelberg games)

[65] [66] [67] [68] [69] [70]
[71] [72] [73] [74] [75] [76]
[77] [78] [79] [80] [81] [82]
[83]

Behaviour
identifica-
tion and
description

Psychology
models

Psychology models determine a priori behaviour cat-
egories and maps visible actions to these categories.

psychology categories, surveys,
latent space analysis (e.g. PCA)

[8] [9] [10] [11] [12] [13] [14]
[15] [16] [17] [18]

Parametric
traffic
models

Parametric traffic models are simulation models used
by traffic engineers. The latent space of hyperparam-
eters can be analysed as a behaviour space.

traffic simulation models (e.g.
Wiedemann, IDM), latent
(hyperparameter) space analysis

[19] [20] [21] [22] [23] [89]
[24] [25] [26] [28] [27]

Non
parametric
models

Non parametric models are machine learning models
which are mapping visible actions to latent behaviour
spaces. The methodologies are typically based on
generative deep learning methods or non-supervised
learning methods.

trajectory prediction, machine
learning models, deep learning
models (GAN, LSTM),
reinforcement learning, model
explanation

[29] [30] [31] [32] [33] [34]
[35] [38] [39] [40] [43] [44]
[45] [46] [47] [48]

Mesoscopic
models

Mesoscopic models are between microscopic and
macroscopic models. They are commonly using
graph based solutions to analyse complex interac-
tions among participants.

interaction prediction, social force
models, social pooling, graph
neural networks, model
explanation

[17] [49] [50] [51] [52] [30]
[31] [54] [55] [35] [53] [57]
[58] [59] [60] [61] [56] [62]
[63] [64] [44] [90] [45]

TABLE I: The summary of methods for traffic behaviour analysis. The ,,methodologies” column shows a couple of keywords
(theories, technologies, methods, etc.) which mostly, but not exclusively, describe the method.

direction, but modelling, analysing, and extracting the latent
space requires more elaborated measures for driver behaviour
evaluation.
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(hyperparameter) space analysis

[19] [20] [21] [22] [23] [89]
[24] [25] [26] [28] [27]

Non
parametric
models

Non parametric models are machine learning models
which are mapping visible actions to latent behaviour
spaces. The methodologies are typically based on
generative deep learning methods or non-supervised
learning methods.

trajectory prediction, machine
learning models, deep learning
models (GAN, LSTM),
reinforcement learning, model
explanation

[29] [30] [31] [32] [33] [34]
[35] [38] [39] [40] [43] [44]
[45] [46] [47] [48]

Mesoscopic
models

Mesoscopic models are between microscopic and
macroscopic models. They are commonly using
graph based solutions to analyse complex interac-
tions among participants.

interaction prediction, social force
models, social pooling, graph
neural networks, model
explanation

[17] [49] [50] [51] [52] [30]
[31] [54] [55] [35] [53] [57]
[58] [59] [60] [61] [56] [62]
[63] [64] [44] [90] [45]

TABLE I: The summary of methods for traffic behaviour analysis. The ,,methodologies” column shows a couple of keywords
(theories, technologies, methods, etc.) which mostly, but not exclusively, describe the method.

direction, but modelling, analysing, and extracting the latent
space requires more elaborated measures for driver behaviour
evaluation.
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Method Description Methodologies References

Personality
and
decision
analysis

Dynamic
game
models

The models define the states of the game and the
state transition functions and analyse the dynamic
progression of the states.

dynamic game theory models,
level-k model

[84] [85] [86] [87] [88]

Cooperative
models

Cooperative models find the consequences of some
discrete behaviours in actual traffic situations using
game theory methods.

game theory, cooperative and
non-cooperative games (zero-sum
games, Stackelberg games)

[65] [66] [67] [68] [69] [70]
[71] [72] [73] [74] [75] [76]
[77] [78] [79] [80] [81] [82]
[83]

Behaviour
identifica-
tion and
description

Psychology
models

Psychology models determine a priori behaviour cat-
egories and maps visible actions to these categories.

psychology categories, surveys,
latent space analysis (e.g. PCA)

[8] [9] [10] [11] [12] [13] [14]
[15] [16] [17] [18]

Parametric
traffic
models

Parametric traffic models are simulation models used
by traffic engineers. The latent space of hyperparam-
eters can be analysed as a behaviour space.

traffic simulation models (e.g.
Wiedemann, IDM), latent
(hyperparameter) space analysis

[19] [20] [21] [22] [23] [89]
[24] [25] [26] [28] [27]

Non
parametric
models

Non parametric models are machine learning models
which are mapping visible actions to latent behaviour
spaces. The methodologies are typically based on
generative deep learning methods or non-supervised
learning methods.

trajectory prediction, machine
learning models, deep learning
models (GAN, LSTM),
reinforcement learning, model
explanation

[29] [30] [31] [32] [33] [34]
[35] [38] [39] [40] [43] [44]
[45] [46] [47] [48]

Mesoscopic
models

Mesoscopic models are between microscopic and
macroscopic models. They are commonly using
graph based solutions to analyse complex interac-
tions among participants.

interaction prediction, social force
models, social pooling, graph
neural networks, model
explanation

[17] [49] [50] [51] [52] [30]
[31] [54] [55] [35] [53] [57]
[58] [59] [60] [61] [56] [62]
[63] [64] [44] [90] [45]

TABLE I: The summary of methods for traffic behaviour analysis. The ,,methodologies” column shows a couple of keywords
(theories, technologies, methods, etc.) which mostly, but not exclusively, describe the method.

direction, but modelling, analysing, and extracting the latent
space requires more elaborated measures for driver behaviour
evaluation.
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Abstract—Machine learning aided tasks and processes have key
roles in smart manufacturing, especially in controlling production
and assembly lines, as well as smart maintenance and intelligent
quality control. The last two ones are those tasks that nowadays
are still performed manually by employees; however, there are
numerous machine learning-based solutions that can automate
these fields to optimize cost and performance. In this paper,
we present an overview of smart manufacturing ecosystem and
define the roles of maintenance and quality control in it. Up-to-
date machine learning-based smart solutions will also be detailed
while addressing current challenges and identifying hot research
topics and possible gaps.

Index Terms—machine learning, smart maintenance, intelli-
gent quality control, diagnostics, health management, computer
vision

I. INTRODUCTION

Over the last decade, the number of artificial intelligence
(AI) based applications significantly raised, as certain emerg-
ing machine learning algorithms and technologies, such as
deep learning (DL), gained popularity. Since then, machine
learning has matured enough to enable its usage in various
fields, from computer vision to machine-type communications.
Its ability to solve complex, high-dimensional problems in a
wide range made it one of the major drivers of the Industry
4.0 [1] movement besides industrial Internet of Things. As
digitalization efforts are increasing within the industry to
transform traditional manufacturing into highly automated
smart factories, machine learning methods become the pillar
of automating, not only manufacturing products within shop
floors but maintenance tasks, logistical processes across the
whole supply chain, warehouse management, automated qual-
ity management, production control – to mention the most
popular ones [2].

Several global companies with sufficient technical and fi-
nancial background have already applied machine learning-
based solutions with success to automate certain tasks within
warehouses or shop-floors, e.g., autonomous vehicles that can
relocate assets without any manual interactions by operators.

Regardless of that, this area is still considered to be rela-
tively new because of two factors: first, many areas within this
field – such as automating the aforementioned processes and
tasks – are not considered hot topics, despite that few of them
(e.g. self-driving vehicles) dominate current research trends.
Second, most market players – predominantly Small and
Medium-sized Enterprises (SMEs) – have not adopted such
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state-of-the-art solutions (e.g., robots for logistical tasks) yet,
since it would not be beneficial financially in the short term
currently. Nonetheless, SMEs can implement new technolo-
gies more rapidly than bigger enterprises, therefore they will
remain as the backbone of manufacturing supply chains after
the digital transition too. Nonetheless, it is more challanging to
adopt Industry 4.0 technologies for SMEs often due to finan-
cial reasons, therefore it is crucial to choose strategy, since an
effective implementation can offer tremendous benefits [3] [4]
[5]. Numerous researches investigated methods, strategies and
roadmaps for adopting industry 4.0 technologies efficiently
for SMEs, thus each related work – including this current
article – can relevant for SMEs too [6] [7]. Due to this, there
are ongoing researches that investigate the opportunities of
utilizing machine learning in smart factories.

These researches mainly focus on (i) automating and opti-
mizing maintenance tasks by monitoring machinery to provide
intelligent fault detection and root cause analysis, (ii) predict-
ing remaining useful life of a piece of equipment or tool, and
(iii) automating quality management supported by computer
vision and machine learning-based classification, creating au-
tomated production lines. This paper aims to compile a state-
of-the-art survey on machine learning-based methods and
solutions regarding smart maintenance and intelligent quality
control as core tasks of smart manufacturing. It also describes
potential challenges and research gaps of these fields to be
solved, as well as challenges that are already addressed and
hot research topics.

The paper is organized as follows: Section II gives a
general overview of the role of machine learning in smart
manufacturing and introduces maintenance and quality control
as important tasks within this ecosystem. Section III and
section IV investigate machine learning approaches, methods
and algorithms regarding smart maintenance (diagnostics and
prognostics) and intelligent quality control (non-visual and
computer vision aided), respectively. Section V concludes the
paper.

II. OVERVIEW OF SMART MANUFACTURING ECOSYSTEM

Manufacturing operations include numerous processes and
tasks which have always been critical in terms of safety,
reliability, and cost-efficiency. Hence, increasing control over
these operations is a focal point in industrial digitization
trends. Traditionally there are few fields considered the targets
of industrial automation – such as assembly or manufacturing
generally [8] – but nowadays, as smart factories emerging,
these traditional automation targets have been started to share
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tively new because of two factors: first, many areas within this
field – such as automating the aforementioned processes and
tasks – are not considered hot topics, despite that few of them
(e.g. self-driving vehicles) dominate current research trends.
Second, most market players – predominantly Small and
Medium-sized Enterprises (SMEs) – have not adopted such
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state-of-the-art solutions (e.g., robots for logistical tasks) yet,
since it would not be beneficial financially in the short term
currently. Nonetheless, SMEs can implement new technolo-
gies more rapidly than bigger enterprises, therefore they will
remain as the backbone of manufacturing supply chains after
the digital transition too. Nonetheless, it is more challanging to
adopt Industry 4.0 technologies for SMEs often due to finan-
cial reasons, therefore it is crucial to choose strategy, since an
effective implementation can offer tremendous benefits [3] [4]
[5]. Numerous researches investigated methods, strategies and
roadmaps for adopting industry 4.0 technologies efficiently
for SMEs, thus each related work – including this current
article – can relevant for SMEs too [6] [7]. Due to this, there
are ongoing researches that investigate the opportunities of
utilizing machine learning in smart factories.

These researches mainly focus on (i) automating and opti-
mizing maintenance tasks by monitoring machinery to provide
intelligent fault detection and root cause analysis, (ii) predict-
ing remaining useful life of a piece of equipment or tool, and
(iii) automating quality management supported by computer
vision and machine learning-based classification, creating au-
tomated production lines. This paper aims to compile a state-
of-the-art survey on machine learning-based methods and
solutions regarding smart maintenance and intelligent quality
control as core tasks of smart manufacturing. It also describes
potential challenges and research gaps of these fields to be
solved, as well as challenges that are already addressed and
hot research topics.

The paper is organized as follows: Section II gives a
general overview of the role of machine learning in smart
manufacturing and introduces maintenance and quality control
as important tasks within this ecosystem. Section III and
section IV investigate machine learning approaches, methods
and algorithms regarding smart maintenance (diagnostics and
prognostics) and intelligent quality control (non-visual and
computer vision aided), respectively. Section V concludes the
paper.

II. OVERVIEW OF SMART MANUFACTURING ECOSYSTEM

Manufacturing operations include numerous processes and
tasks which have always been critical in terms of safety,
reliability, and cost-efficiency. Hence, increasing control over
these operations is a focal point in industrial digitization
trends. Traditionally there are few fields considered the targets
of industrial automation – such as assembly or manufacturing
generally [8] – but nowadays, as smart factories emerging,
these traditional automation targets have been started to share
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the spotlight with other fields such as maintenance, quality
control, and many others. In this paper, the focus is on
maintenance and quality control applications, however, these
two fields cannot be fully discussed without mentioning related
fields, which provide the input for these tasks, and which
digitalization also has a significant impact on.

In the last few years, machine learning applications, espe-
cially deep learning for smart manufacturing, were investigated
in order to discover the areas well-worth improving [10].
Generally, machine learning offers great potentials due to the
intense presence of big data and thus opens new ways to
develop advanced, data-driven applications [11]. Moreover,
machine learning methods such as convolutional and recurrent
neural networks, auto encoder, etc. [12] [13] allow us (i) to
model complex systems with limited domain knowledge due
to the feature extraction and also (ii) to optimize specific
processes and tasks based on this model. It is often required to
estimate performance and make decisions based on available
input data. Authors of [14] presented the concept of a ma-
chine learning-based Design Support System (DSS) to address
some sort of optimization problems in design processes re-
garding manufacturing, logistics, and warehouse management.
Nonetheless, deep expert knowledge is still required since
manufacturing data cannot be utilized in its raw form due to
its high dimensions [15], thus regarding smart planning and
design, the usage of knowledge-based models is still one of
the most important methodologies.

As it is shown in Figure 1, both maintenance and quality
control has strong connections with related subfields and
tasks within smart manufacturing, such as the aforementioned
Smart design and Smart planning. Due to being versatile,
machine learning is commonly used within smart industry;
therefore, the general research gaps and challenges are the
same for these smart tasks. However, specific applications
raise new problem sets as well as new solutions; thus, there
are unique challenges and research gaps the can be identified.
In the following chapters, machine learning applications will
be investigated from the aspect of maintenance and quality
control to give a comprehensive overview of the identified
challenges, gaps, and hot research topics. The figure lists
energy optimization or energy efficiency management as one
of the goals of maintenance. However, it is a focal point of
smart manufacturing; it is a specific task, therefore; in this
article, this concept is not presented.

III. MACHINE LEARNING IN SMART MAINTENANCE

One of the most important tasks in each segment of the
industry is maintenance. Unexpected malfunctions can lead
to undesirable consequences such as stopping assembly lines
or reschedule logistical processes, which cause economic loss
directly or indirectly e.g., due to delays in operations.

The mechanism of maintenance seems to be simple; how-
ever, smart and efficient maintenance involves numerous tasks
and each of them improves the efficiency of the overall
mechanism. In its purest form, maintenance is reactive; thus,
keeping certain tools, machines, or pieces of equipment in
good condition is not a part of maintenance. So, in the case

of reactive maintenance, these machines and tools will be
repaired only after a breakdown and not earlier. Nevertheless,
in certain cases, the occurrence of malfunctions is not obvious;
therefore, the condition of machinery continues to deteriorate;
thus, fault detection techniques are required to indicate the
need for maintenance. Additionally, applying diagnostics and
root cause analysis can enhance the quality of maintenance,
especially when the source of failure is unknown and must be
investigated.

Modern maintenance paradigms such as preventive, pre-
dictive, and proactive maintenance use different approaches
than the reactive one. Preventive maintenance – as its name
suggests – focuses on keeping the tools and machinery in
good condition, which requires frequent examination of wear-
out level. Optimizing the efficiency of this paradigm by
eliminating unnecessary examination and repairing is achieved
by using telemetry, external sensors, and other condition mon-
itoring techniques to collect data for diagnostics. Predictive
maintenance also utilizes the tools above; however, it has a
different purpose: to estimate the date of a breakdown so
the whole process can be planned. For precise estimations,
certain models of the monitored asset are used to calculate its
remaining useful life (RUL) [17]. As proactive maintenance
unified these two paradigms – predictive and preventive –the
used toolsets were combined too, and with the rise of machine
learning and Industrial Internet of Things (IIoT), it became a
dynamic, data-driven approach.

Being data-driven also means that a massive amount of data
is required, often provided by related smart tasks, processes,
systems or even logs [18]. For example, the growing tendency
in adapting technologies such MES as Plant floor automation
and information systems (PES) can give prognostics-based
maintenance a boost by generating a huge amount of data [19].
As an essential concept of smart manufacturing, the Digital
Twin as a high-level, data-driven, abstract model of systems
also eases data aggregation and analytics. It also improves the
overall effectiveness of proactive maintenance, thus reducing
the potential of failure [20].

A. Diagnostics

Diagnostics in smart maintenance usually consist of two
main parts: fault detection (FD) and root cause analysis (RCA).
Fault detection aims to monitor the machinery and indicate that
if components or parts of the machine wear out or deteriorate,
RCA investigates the malfunction to find the root cause.

Fault detection has always been a difficult task for learning
systems due to the overly biased training data. Moreover,
despite the numerous available high-performance learning
algorithms, prior domain knowledge is required to implement
effective fault detection and diagnosis (FDD) systems [21]. In
this case, the aim of learning is to make the learning system
detect anomalies successfully, and the obvious bottleneck is
not having a sufficient number of samples that represent faults
and malfunctions, since, in a well-maintained environment,
such things are avoided as much as possible. In [22] Fathy et
al. presented a comprehensive analysis of different techniques
to deal with imbalanced data. Although their results showed
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Fig. 1. The role of smart maintenance and smart quality control in a data-driven smart manufacturing ecosystem [9].

no one-solution-fits-all in binary classification, applying syn-
thetic oversampling or generative adversarial networks (GAN)
highly improves fault detection performance. Authors of [23]
presented a deep learning-based FDD method that utilizes
GAN to generate fake samples in order to balance and expand
the training dataset and showed the performance of different
methods for especially rotating machinery as a common type
of equipment in manufacturing. Authors of [24] also sucess-
fully utilized a customzied GAN to handle imbalanced-class
problem for fault detection diagnosis of chillers. In [25] an
FDD method was introduced towards imbalanced data as well.
However, the proposed new WMODA technique – based on
synthetic oversampling – is limited to binary-class imbalanced
data problems; it was demonstrated that WMODA performs
better than several other imbalanced data learning methods and
the traditional data-driven methods.

Another major drawback of ML-based fault detection ap-
plications is that a trained system can be used only for
one specific machine, which is represented by the collected
dataset [21]. It would be promising if similar systems with the
same properties and characteristics by default could be trained
by a common, unified dataset consisting of each collected
sample from all involved systems. Transfer learning aims to
solve this problem set. Lei et al. [26] address transfer learning
as one of the most important research topics within ML-
based, and big data enabled fault detection in the future.

It also highlights the importance of deep transfer learning,
GAN, and Transfer factor analysis as methodologies capable
of being used in transfer scenarios where data is collected
from identical machines (TIM) as well as from different
machines (TDM). In [27], authors propose a deep generative
transfer learning system for fault diagnostics on new hard disk,
and showed that this method outperfomed other ones in this
application due to the low number of real faulty samples.

The other important task in diagnostics is the aforemen-
tioned root cause analysis, which is more of a collection of
models and techniques that share the same basic principles
and workflow as one straight algorithm or method. The chosen
model depends on the problem set and the observed system
since domain, or system knowledge may be required. Authors
of [28] presented an exhaustive and detailed survey of applied
RCA approaches, methods, and technologies, and a broad set
of these can be seen in Figure 2. In [29] address two major
issues regarding RCA, (i) the lack of supervised datasets and
(ii) the need for interpretability to foster trust are addressed
as major obstacles of intensive use of machine learning in
anomaly detection; therefore, the authors propose random
forest technique to enable using unlabeled data in root cause
analysis.

However, there is much ongoing research in this field; these
works mainly discuss topics from a general perspective rather
than presenting actual applications – in contrast to the previous
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Fig. 2. Classification of models and methods that are used in Root Cause Analysis. Directed arrows indicate possible conversions between different models [16].

decade. Nonetheless the number of articles that utilize the
aforementioned methods such as GANs or transfer learning
in industrial use-cases is increasing as it is shown in table I.

Citation Application Used method

[30] Power plant thermal system transfer learning
(HDDA)

[31] Rolling element bearings (train bogie) transfer learning
(many)

[32] Laboratory/Locomotive bearings transfer learning
(deep generative)

[33] rolling bearings GAN
[34] Wind Turbines Gearbox GAN

TABLE I
CUTTING-EDGE SMART MAINTENANCE APPLICATIONS

B. Prognostics, predictions and health management
Prognostics and predictions – or as often called: predictions

and health management (PHM) – play essential roles in
smart maintenance since they enable precise and accurate
scheduling maintenance tasks in an optimal manner. The basic
concept includes constructing a model of the machine based
on historical data and monitoring it in real-time, and predicting
its future behavior by using real-time data as the input of the
established model. This concept’s main goal is to estimate the
remaining useful life (RUL) of a tool or machinery as precisely
as possible.

Making predictions is beneficial in such a field where ma-
chine learning techniques perform very well traditionally [35],
since most predictions include different hidden factors that
are challenging or impossible to investigate by other methods.
Certain applications and researches involving prognostics to
calculate RUL are related to medical sciences, healthcare, or
health management, where the main targets of the estimation
are patients or course of disease. Nevertheless, these results
also come in handy for smart maintenance and often directly
applicable in such systems.

Traditionally, there are three approaches that are widely
used in a prognostic manner: physics/model-based, data-

driven, and hybrid approaches [36]. In the last decade, the
data-driven approach obviously dominated this field [37] [38]
with mostly stochastic algorithms – most notably Bayesian
networks – which and are still efficient in related fields or in
safety use-case where the uncertainty of a solution has to be
known [39] [40].

Regarding the applied technologies that are shown in Fig-
ure 3, it is safe to say that a wide range of machine learning
techniques and algorithms are used in prognostics that cover
specific use-cases [41], depending on the environment, the
input data, the level of domain or expert knowledge. Therefore
in this topic, the main challenges of machine learning-based
techniques are usually related to these aspects, such as data ac-
quisition and handling big data in terms of scalability, latency,
and network bandwidth, moreover finding machine learning
applications that are suitable for multiple use-cases [42].

It is also worth mentioning that some of the issues addressed
in other sections of this paper, such as dealing with unlabeled
data [43] or flexibility of a solution [44] are also valid
challenges for prognostics and health management. It goes
for the same for future researches regarding transfer learning,
generative algorithms, and physics-induced machine learning
as well [45] [46].

IV. INTELLIGENT QUALITY CONTROL

While proper maintenance ensures that the production line
behaves and works as it should, quality control ensures that the
final product meets different (inner and outer) standards. Qual-
ity control is as important, if not more so, than maintenance,
since if quality control fails, poor or inadequate products will
be shipped for the customers.

The first big, revolutionary step in quality control was
when the application of statistical methods, such as control
charts and acceptance sampling, had begun. Since then, the
theory of quality management and quality control has been
evolving by creating new approaches and paradigms that
fuel the automating intentions within the industry towards
quality control processes. In this topic, the machine learning
applications are very heterogenous since they include regular
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Fig. 3. Taxonomy of predictive maintenance including the applied technolo-
gies and models [47]

classification based on collected data, but also computer vision
and image recognition.

As Cyber-physical production systems (CPPS) and IIoT
became prevalent paradigms within the industry, they enabled
such data-intensive applications like the aforementioned digital
twin concept. In [48] the authors proposed a new Digital
Twin modeling method based on Multi-agent System (MAS)
and semantic models that provide improved quality control
during the manufacturing phase of the product. Authors of [49]
also introduced a digital twin-based quality control solution
while emphasizing that it is strongly coupled to assembly and
production line optimization.

From the technical aspect, smart maintenance and smart
quality control might seem analogous, so in most cases,
problems can be formulated in the same way: e.g., monitoring
and quality inspection of machinery can be implemented by
using the same approach and technologies that would be
used in quality insurance or quality control of products. This
would imply that all the solutions above for smart maintenance
could be applied for quality control; however, these tasks have
different requirements and characteristics than maintenance
tasks.

While smart maintenance deals mostly with inspecting
and monitoring a static, single piece of equipment, quality
inspection covers the investigation and classification of great
quantities of products that change dynamically. Consequently,
the cited smart maintenance design approaches and technolo-

gies are also frequently used for quality control applications,
but this field must be discussed separately since its unique
requirements. Moreover, it is worth noting that quality control
applications usually rely upon domain knowledge-based defect
detection architectures, design approaches, and solutions.

A. Non-visual quality control applications

This approach of quality control, which involves machine
learning applications – mostly deep neural networks, but not
computer vision – relies upon telemetry data and datasets
that are measured and gathered by sensors across the whole
assembly or production line [50]. As with all similar machine
learning solutions, this one also requires a huge amount of
data in the training phase; therefore, the implemented system
will be rigid since each time the production line changes,
the model has to be retrained again. While computer vision-
based solutions offer more flexibility, this approach is fast,
reliable, and considered lightweight. Moreover, techniques like
Lifelong Learning with Deep neural networks (L-DNN) [51]
can enhance the flexibility of such a quality control system,
creating an alternative to image recognition-based solutions
that can be considered lightweight.

Most of the quality control application that uses machine
learning formalize the problem as binary classification, e.g.,
pass or deny. However, certain cases require more complex
formalization; therefore, the designed architecture, the applied
learning algorithms, and pattern recognition strategies often
vary. In [52] an �1 regularized logistic regression is used as
a learning algorithm in order to create a system that can
successfully detect rare quality events to achieve defect-free
processes. Authors of [52] also presented two use-cases, where
different model selection criteria were applied to find the
optimal one among multiple ones, which were created as a
result of manually defining features. It has to be emphasized
that regarding machine learning-based quality control applica-
tions, there are no one-size-fits-all approaches, algorithms, or
technologies because the characteristics of the production line
have a huge impact on the system to be implemented.

The properties and characteristics of the proposed solutions
can be very diverse depending on the applied architecture,
algorithm, approaches, and other building blocks of such
systems. However, the accuracy of classification is one of
the most important properties; availability, reliability, perfor-
mance, response time, and resource requirements play key
roles in choosing the appropriate solution for a specific task,
as always.

Authors of [53] investigate several binary classification
models for quality control of Multistage Manufacturing Pro-
cess (MMP) and measured the performance of different al-
gorithms, namely: Gaussian Naive Bayes (GNB), K-Nearest
Neighbours (KNN), XGBOOST, Random Forest, and Support
Vector Machine (SVM). Since in MMP an early stage defect
or failure will propagate, it is essential to detect these defects
as soon and fast as possible, however; the quality inspection
problem of each stage is less complex than the final one. In
[53] it was shown, the aforementioned algorithms performed
very well in an MMP; while they are considered lightweight
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in contrast to any neural networks, therefore they can be
efficiently applied at each stage of MMP to inspect production
quality.

In [54] a Bi-LSTM (Long-Short Term Memory) based
solution was proposed, where the implemented system uses
control charts and histograms as input data to find patterns;
therefore, it is an indirect approach, which uses statistical
learning. In this case, it is easier to define feature sets for
recognizing histogram and control chart patterns than using
raw data as input; therefore, this solution can be considered
lightweight.

When it comes to performance – and scalability in most
cases – where lightweight solutions can not be utilized, cloud
computing is an effective and usually cost-efficient way to deal
with heavy resource issues [55]. Nowadays, almost every cloud
provider offers services for machine learning applications;
moreover, these can be connected to other cloud-based appli-
cations such as warehouse management, etc. [56]. It can often
be the optimal solution if the performance must be improved,
although in this case, the quality of the connection will be
the bottleneck. Authors of [57] introduce a combined edge-
cloud-based quality inspection system that trains the model in
the cloud to enable high-performance in training phase, but it
deploys the model in the edge; thus, the response time will be
much faster compared to an only cloud-based one.

B. Computer vision-aided quality control

Another technique regarding machine learning-aided quality
control is the computer vision (CV) based quality inspection.
However, CV-enabled feature extraction is not a fresh field;
it is still a hot topic since it has not been adopted by
industrial players as fast as it was expected. Nevertheless, this
technology is used more widely than the one mentioned above
since it is suitable for quality control of non-manufactured
products (e.g., food) that can not be monitored one by one via
sensors.

This method is much more flexible than the previous one
since it can handle complex, complicated, non-binary clas-
sification problems while being robust. Moreover, it can be
applied in dynamic environments that often change because
it is contactless; while numerous methods based on sensing
require some sort of physical interaction, therefore they are
less flexible or not flexible at all. Nonetheless, image process-
ing is almost always slower than applying binary classification
(including inference and training time) purely based on sensor
or telemetric data; therefore, the applicability of this technique
in the case of fast, high-throughput assembly or production
lines is limited [58], [59].

The flexibility and performance of such a system depend
on the applied technology and the followed approaches while
designing the architecture. The most important factors are
usually the features that will be examined during the in-
vestigation of an object to find defects; therefore, defining
features is a crucial task of designing an optical quality control
(OQC) system. Another approach to design fast and reliable
OQC systems is applying Convolutional Neural Networks
(CNN) that provide automatic feature extraction instead of the

aforementioned manual one. In [58] Weimer et al. showed that
CNN-based architectures are capable of identifying defects
with high accuracy; therefore, it is possible to create reliable
OQC systems with limited prior knowledge on the problem
domain. Authors of [60] presented a CNN-based OQC system
with unique architecture to find the optimal accuracy and
training time. Therefore they limited the number of the used
convolutional layer. They showed that an optimum exists for
this specific task, which has better (or similar) accuracy than
other CNN architecture while its training time is considerably
faster.

However, image processing is usually a computation heavy
task; therefore, in certain cases, it can be beneficial to apply
prior knowledge to increase the system’s performance. The
authors of [59] designed and implemented a Convolutional
Neural Network-based quality control system for PET bottle
caps, which system is supported by image calibration to enable
using a custom, lightweight architecture. In spite of that, not
so customizable CV frameworks that enable fast prototyping
are extremely popular in OQC systems: e.g., a well-known
one is the ”You only look once” (YOLOv3) [61]. YOLOv3
provides impressive performance with appropriate detection
accuracy and very fast inference time, although it is not the
best-performing choice compared to the previous one.

V. CONCLUSION

In this paper, we investigated machine learning-based ap-
plications within smart maintenance and intelligent quality
control that are core tasks of smart manufacturing while
identifying the most important application-specific challenges
and research gaps.

Regarding smart maintenance applications: (i) synthetic
oversampling, generative adversarial networks, and (ii) transfer
learning have been identified as hot research topics that address
the problem of (i) imbalanced, overly biased data and (ii) using
the same dataset for other different or identical machines. The
lack of supervised datasets is a common issue for RCA, IDF,
prognostics, and many fields, which may lose its importance
as smart manufacturing becomes more mature. However, right
now, the best practice is using such an approach the can
easily deal with unlabeled data, e.g., random forest. So, the
field of applications with unlabeled data is identified as a hot
topic as well, since in this early-mid phase of smart factory
development, using unlabeled data set is a common scenario.

In the field of quality control, both non-visual and computer
vision-aided applications have a great reputation. Non-visual
solutions are lightweight CV-based solutions that are much
more flexible, while both of them perform very well. The
main challenges for non-visual quality control applications
are: enabling high-data-rate and enhance flexibility to enable
quality control in the ever-changing smart factories. The main
challenges for CV-based applications are: improve the infer-
ence time and decrease the required computational capacity
to enable image recognition-based quality inspection in high-
throughput assembly and production lines.
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IMPORTANT DATES
PAPER SUBMISSION

15 April 2022

ACCEPTANCE NOTIFICATION
25 July 2022

CAMERA-READY TECHNICAL
1 September 2022

TUTORIAL PROPOSALS
15 April 2022

WORKSHOP PROPOSALS
15 March 2022

 PANEL PROPOSALS
1 June 2022

Full details of submission procedures are available  
at globecom2022.ieee-globecom.org

ORGANIZING COMMITTEE
Honorary General Chair

J. Roberto de Marca (Catholic University, Brazil)

General Chair
Nelson Fonseca (UNICAMP, Brazil)

Vice General Chair
Stefano Bregni (Polytechnic University of Milan, Italy)

Executive Chair
Lisandro Zambenedetti Granville (UFRGS, Brazil)

Technical Program Chair
Fabrizio Granelli (University of Trento, Italy)

Technical Program Vice-Chairs
Christos Verikoukis (University of Barcelona, Spain)

Shiwen Mao (Auburn University, USA)

Tutorials Co-Chairs
Abbas Jamalipour (University of Sydney, Australia)

Stefano Giordano (University of Pisa, Italy)

Keynotes Chair
Khaled. B. Letaief (The Hong Kong University  

of Science and Technology, Hong Kong)

Workshops Co-Chairs
Mohammed Atiquzzaman (Univ. Oklahoma, USA)

Ying-Dar Lin (National Chiao Tung University, Taiwan)
Peter Mueller (IBM Zurich, Switzerland)

Industrial Forum & Exhibition Co-Chairs
Ashutosh Dutta (John Hopkins University, USA)

Demi Getschko (CGI.br/NIC.br, Brazil)

Sponsorship Co-Chairs
Tim Weil (Security Feeds, USA)

Harry Sauberman, P.E.

Awards Co-Chairs: 
Octavia A. Dobre (Memorial University, Canada)
Ekram Hossain (University of Manitoba, Canada)

GITC Advisor:
Sonia Aissa, INRS, Canada

GIMS Advisor:
Deep Medhi, Univ. of Missouri-Kansas, USA

INDUSTRY FORUMS AND EXHIBITION PROGRAM
Proposals are sought for forums, panels, demos, seminars, and 
presentations specifically related to issues facing the broader 

communications and networking industries.

TUTORIALS
 

Proposals are invited for half- or full-day tutorials in 
all communications and networking topics.

WORKSHOPS
 

Proposals are invited for half- or full-day workshops in 
all communications and networking topics.

TECHNICAL SYMPOSIA
• Cognitive Radio & AI-Enabled 

Networks
• Communication & Information 

Systems Security
• Communication QoS, Reliability & 

Modeling
• Communications Software & 

Multimedia
• Communication Theory 

Symposium
• Green Communication Systems & 

Networks
• IoT & Sensor Networks
• Mobile & Wireless Networks 

Symposium
• Next-Generation Networking & 

Internet
• Optical Networks & Systems
• Signal Processing for 

Communications
• Wireless Communications

• Select Areas in Communications
• Smart Grid Communications

• Aerial Communications

• Big Data

• Cloud Computing & Networking

• e-Health

• Machine Learning for 
Communications

• Molecular, Biological, & 
Multi-Scale Communications

• Satellite & Space 
Communications

• Backhaul / Fronthaul 
Communications

• Full Duplex Communications

• Quantum Communications

• Reconfigurable Intelligent 
Surfaces

• Social Networks

The 2022 IEEE Global Communications Conference (GLOBECOM) will 
be held in the warm and exciting city of Rio de Janeiro, Brazil, from 4 
to 8 December 2022. Themed “Accelerating the Digital Transformation 
through Smart Communications,” this flagship conference of the IEEE 
Communications Society will feature a comprehensive high-quality 
technical program including 13 symposia and a variety of tutorials 
and workshops. IEEE GLOBECOM 2022 will also include an attractive 
industry program aimed at practitioners, with keynotes and panels 
from prominent research, industry and government leaders, business 
and industry panels, and technological exhibits.

CALL FOR PAPERS AND PROPOSALS
Accelerating the Digital Transformation through Smart Communications

IEEE GLOBAL 
COMMUNICATIONS 

CONFERENCE
4-8 December 2022 – Rio de Janeiro, Brazil



SCIENTIFIC ASSOCIATION FOR INFOCOMMUNICATIONS

Who we are
Founded in 1949, the Scientific Association for Info-
communications (formerly known as Scientific Society 
for Telecommunications) is a voluntary and autono-
mous professional society of engineers and econo-
mists, researchers and businessmen, managers and 
educational, regulatory and other professionals work-
ing in the fields of telecommunications, broadcast-
ing, electronics, information and media technologies 
in Hungary.

Besides its 1000 individual members, the Scientific 
Association for Infocommunications (in Hungarian:  
HÍRKÖZLÉSI ÉS INFORMATIKAI TUDOMÁNYOS EGYESÜLET, HTE) 
has more than 60 corporate members as well. Among 
them there are large companies and small-and-medi-
um enterprises with industrial, trade, service-providing, 
research and development activities, as well as educa-
tional institutions and research centers.

HTE is a Sister Society of the Institute of Electrical and
Electronics Engineers, Inc. (IEEE) and the IEEE Communi-
cations Society.

What we do
HTE has a broad range of activities that aim to pro-
mote the convergence of information and communi-
cation technologies and the deployment of synergic
applications and services, to broaden the knowledge
and skills of our members, to facilitate the exchange
of ideas and experiences, as well as to integrate and

harmonize the professional opinions and standpoints
derived from various group interests and market dy-
namics.

To achieve these goals, we…
• contribute to the analysis of technical, economic, 

and social questions related to our field of compe-
tence, and forward the synthesized opinion of our 
experts to scientific, legislative, industrial and edu-
cational organizations and institutions;

• follow the national and international trends and 
results related to our field of competence, foster 
the professional and business relations between 
foreign and Hungarian companies and institutes;

• organize an extensive range of lectures, seminars, 
debates, conferences, exhibitions, company pres-
entations, and club events in order to transfer and 
deploy scientific, technical and economic knowl-
edge and skills;

• promote professional secondary and higher edu-
cation and take active part in the development of 
professional education, teaching and training;

• establish and maintain relations with other domes-
tic and foreign fellow associations, IEEE sister soci-
eties;

• award prizes for outstanding scientific, education-
al, managerial, commercial and/or societal activities 
and achievements in the fields of infocommunica-
tion.

Contact information
President: FERENC VÁGUJHELYI • elnok@hte.hu

Secretary-General: ISTVÁN MARADI • istvan.maradi@gmail.com
Operations Director: PÉTER NAGY • nagy.peter@hte.hu

International Affairs: ROLLAND VIDA, PhD • vida@tmit.bme.hu

Address: H-1051 Budapest, Bajcsy-Zsilinszky str. 12, HUNGARY, Room: 502
Phone: +36 1 353 1027

E-mail: info@hte.hu, Web: www.hte.hu




