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Abstract—Nowadays, widely spread encryption methods (e.g.,
RSA) and protocols enabling digital signatures (e.g., DSA,
ECDSA) are an integral part of our life. Although recently
developed quantum computers have low processing capacity, huge
dimensions and lack of interoperability, we must underline their
practical significance – applying Peter Shor’s quantum algorithm
(which makes it possible to factorize integers in polynomial
time) public key cryptography is set to become breakable. As an
answer, symmetric key cryptography proves to be secure against
quantum based attacks and with it quantum key distribution
(QKD) is going through vast development and growing to be
a hot topic in data security. This is due to such methods
securely generating symmetric keys by protocols relying on laws
of quantum physics.

In this paper we introduce a fiber based QKD system that is
being built in Hungary in a collaboration between Budapest Uni-
versity of Technology and Economics (BME), Wigner Research
Centre for Physics and Ericsson Hungary. We demonstrate the
first successful quantum key distribution over physical layer in
accordance with the truth table of BB84 protocol in the country.
We apply light pulses at 1550 nm wavelength, reducing their
power to less than one photon per pulse level. We create two
phases of operation including an initialization phase in which
software and hardware solutions are proposed for synchronizing
the units of the two communicating parties. We introduce a data
processing and a timing mechanism and elaborate on the results
of the demonstration. We also inspect the possibilities of effi-
ciency enhancement and give an outlook on further development
directions.

Index Terms—BB84; quantum key distribution; symmetric key
encryption; phase encoding; fiber optic system; adaptive filtering;
synchronization

I. INTRODUCTION

WE need encryption to send data securely. Today’s
encryption solutions can be divided into two major

groups: symmetric and asymmetric key encryption. However,
quantum computers pose serious threats on asymmetric key
encryption due to Shor’s algorithm, which is a polynomial-
time quantum computer algorithm for integer factorization.
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But there are symmetry-key algorithms like One-Time-Pad
(OTP) which provides mathematically proven security. The
critical question is how the communicating parties can share
the key used for symmetric encryption since they need to use
the same key for both encryption and decryption [1], [2].

Quantum key distribution (QKD) [3], [4] offers an efficient
and secure solution for this key exchange and its security is
based on the laws of physics. Since unknown quantum bits
cannot be copied due to the No Cloning Theorem (NCT) [5],
an attacker does not have the opportunity to copy information
which is being shared between Alice and Bob. This means
that a passive attack is not possible against QKD protocols,
the eavesdropper must actively intervene. However, QKD
protocols work in such a way that the active presence of an
eavesdropper disrupts communication, bringing noise into the
quantum channel which can be detected by the communication
parties. So the presence of an attacker would be revealed.

At Budapest University of Technology and Economics,
we’ve already researched QKD both in theory [6] and prac-
tice [7] in the recent years as well as researched different
quantum random number generator setups [8]. In this paper,
we present the demonstration results of the first Hungarian
QKD system which uses BB84 protocol for key exchange.
The article is organized as follows. Section II gives a short
overview of different QKD initiatives. Section III introduces
our system, while Section IV details our procedures used
for initializing signal levels and timing. The operation of the
system is described in Section V, our demonstration results in
Section VI.

II. QKD IN THE 21ST CENTURY

Although the majority of quantum links and networks
established during the past two decades have been fiber-based,
there have been several examples of free-space approaches,
too. Since the technology of optical telecommunications is
widespread, applying attributes of light as quantum carrier is a
favorable solution. Having the infrastructure already deployed
facilitated the development of terrestrial fiber-based quantum
links and networks implementing various QKD protocols –
such as the 3.6 Tbps optical backbone network deployed by
China United Telecom in which a quantum communication
(QC) link was integrated with classical ones [9].

The prospect of scalability, however, is challenging for this
kind of key distribution due to the attenuation of fibers, which
limits the transmission range of photons to a few hundred
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But there are symmetry-key algorithms like One-Time-Pad
(OTP) which provides mathematically proven security. The
critical question is how the communicating parties can share
the key used for symmetric encryption since they need to use
the same key for both encryption and decryption [1], [2].

Quantum key distribution (QKD) [3], [4] offers an efficient
and secure solution for this key exchange and its security is
based on the laws of physics. Since unknown quantum bits
cannot be copied due to the No Cloning Theorem (NCT) [5],
an attacker does not have the opportunity to copy information
which is being shared between Alice and Bob. This means
that a passive attack is not possible against QKD protocols,
the eavesdropper must actively intervene. However, QKD
protocols work in such a way that the active presence of an
eavesdropper disrupts communication, bringing noise into the
quantum channel which can be detected by the communication
parties. So the presence of an attacker would be revealed.

At Budapest University of Technology and Economics,
we’ve already researched QKD both in theory [6] and prac-
tice [7] in the recent years as well as researched different
quantum random number generator setups [8]. In this paper,
we present the demonstration results of the first Hungarian
QKD system which uses BB84 protocol for key exchange.
The article is organized as follows. Section II gives a short
overview of different QKD initiatives. Section III introduces
our system, while Section IV details our procedures used
for initializing signal levels and timing. The operation of the
system is described in Section V, our demonstration results in
Section VI.

II. QKD IN THE 21ST CENTURY

Although the majority of quantum links and networks
established during the past two decades have been fiber-based,
there have been several examples of free-space approaches,
too. Since the technology of optical telecommunications is
widespread, applying attributes of light as quantum carrier is a
favorable solution. Having the infrastructure already deployed
facilitated the development of terrestrial fiber-based quantum
links and networks implementing various QKD protocols –
such as the 3.6 Tbps optical backbone network deployed by
China United Telecom in which a quantum communication
(QC) link was integrated with classical ones [9].

The prospect of scalability, however, is challenging for this
kind of key distribution due to the attenuation of fibers, which
limits the transmission range of photons to a few hundred
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Fig. 1. Schematic of the QKD system as separate units of communicating parties.
Bob’s unit (B): high power pulses are routed by a circulator (CIR) to the input port of a balanced beam splitter (BS) creating a reference (blue) and signal
(red) pulse, marked with humps, and a polarization beam splitter (PBS) joins the signal paths of these. Alices’s unit (A): first, the pulses are split by a 90 / 10
BS into a high power trigger signal for a linear photodetector (LPD) and low power carrier marked with dots, then the latter propagates through an attenuator
(ATT), a storage line (SL) and a lithium niobate electro-optic phase modulator (PM) and back upon reflection on a Faraday Mirror (FM), and meanwhile the
carrier is attenuated to the quantum level as it leaves Alice. As the carrier pulses return to Bob, their polarizations are switched, denoted by perpendicular
arrows of the respective colors. The polarization switching lets swap paths propagating back and forth between Alice and Bob. According to their interference
signal they produce ticks in SPAD1 or SPAD2 with given probabilities. Here data acquisition (DAQ) marks any point where a higher layer interface is needed.

into pairs here. Half of each pair gets a 50 ns time delay
passing through a 10 m long delay line (DL) that is followed
by Bob’s phase modulator (PMb) which is off at this stage
PMb. The two arms are coupled into a PBS that results in
the delayed half sustaining a polarization orthogonal to the
leading half. From this point on the 480 pairs follow each
other to Alice’s unit with this 50 ns time delay between the
rising edges of the halves.

Traveling through a 50-100 km long optical fiber they arrive
to Alice’s side. During this experimental phase of the project
we inserted only a 50 m long fiber for simplicity. Here, a
90 / 10 BS deflects the majority of the power into a linear
photodetector (LPD) which has a central role in the timing
mechanism for Alice’s modulation as a monitor point for the
position of incoming frames. The leading half of each pulse
pair provides us the reference used later for the interference
(when arriving back to Bob) and we modulate every trailing
one . Alice performs encoding by phase shifting in either (0−
π) or (π/2−3π/2) basis based on two bit random sequences as
initial keys. The next component for the pulses is an electronic
variable optical attenuator (EVOA), which we can control by
software to reduce the pulse energy level to around one-photon
after they get reflected from a Faraday Mirror (FM) and start
their way back to Bob.

One last component on the transmitter side is a 10 km
long storage line (SL) between the EVOA and Alice’s phase
modulator (PMa). This fiber segment is long enough to ’store’

all of the 480 pulse pairs. If we think of a scenario without
an Alice-side SL, the interaction of the forward and backward
propagating pulse trains takes place between Alice and Bob
in the multiple km long connection fiber. Regarding optical
power, forward travelling pulses have high intensity (to be de-
tectable with the sensitivity of the LPDs) while backward only
one-photon level ones propagate. The Rayleigh scattering from
the higher level pulses adds false detection to the backward
travelling pulse train and higher noise level at the receiver.
Inserting the SL prevents this scenario from occurring.

Returning to Bob’s side the pairs are routed to opposite ports
of the PBS than when they have left due to the FM swapping
their polarization. This way the delayed halves take the shorter
path, while the reference halves choose the path with the DL
and PMb. Here, Bob modulates the phase randomly choosing
from the basis (0−π) based on his initial binary key. As all of
the fibers are polarization maintaining on Bob’s side and the
optical path to Alice and back is identical for corresponding
pulses, they arrive simultaneously to the balanced BS with
identical polarization. If both parties choose the same basis, the
pulse arrives to SPAD2 when the pulse pairs are in phase and
to SPAD1 if one of them has a π phase shift. The interference
is not deterministic in the case of different basis choices so
then we will discard our classical bits assigned to the detector
signal. Finally, Alice and Bob performs the basis reconciliation
over Ethernet to get their symmetric sifted key.

We have always been taking plug & play principles into
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kilometers even applying the best quality optical fibers. Other
terrestrial solutions are based on trusted nodes that must either
be physically secured in order to be considered as a segment of
a secure key distribution method or apply quantum repeaters.
The latter option requires the complex technology of quantum
memories in order to find a workaround for the NCT and
extend the distances of QKD. In spite of scepticism around
the practicability of this late technology, various architectures
based on space-borne quantum memories have already been
proposed [10]. Recent study on quantum technologies in space
in general has also been carried out, summarizing the state of
the art of this area [11]. Satellite-based quantum communica-
tion and technologies [12], [13], [14], [15] provide the means
of bridging terrestrial fiber-based metropolitan networks and
free-space links thus offering a scalable solution for physically
secure communication and indicate directions towards a future
global quantum internet [16], [17], [18].

Classifying the QKD systems by the protocols implemented
by them, there are two fundamental protocol families that we
can exemplify: prepare and measure and entanglement based.
Both of them provide security for key distribution grounded
in the laws of quantum mechanics. While former type of
protocols operate with initial keys and exploit NCT, the latter
ones are built on a quantum phenomenon: entanglement [5].
Although the vast majority of prepare and measure protocols
is based on the widely-known BB84 protocol [3], several links
have been established exploiting entanglement in the past two
decades [19], [20], [21], [22], [23], [24]. Since we performed
the demonstration on a prepare and measure system we would
like to introduce some milestones from this family to make the
navigation on the map of QC easier.

The first operating fiber quantum network was built in
2003 in the USA as a project of the Defense Advanced
Research Projects Agency (DARPA) [25]. QKD was put into
practice via coherent laser pulses propagating between 4 nodes
to which a further free-space link with 2 extra nodes was
connected later. In 2004 Austria launched a 4-year project
called Secure Communication based on Quantum Cryptog-
raphy (SECOQC), which facilitated the establishment of a
quantum network with 6 nodes investigating the operation of 8
different protocols implemented between them [26]. SECOQC
also proposed the idea of multi-layer QKD networks, such
as SwissQuantum [27], which implements a structure similar
to the one presented in Vienna. Three layers are applied for
communication: a quantum layer, a key management layer and
an application layer. During a 21 month operation between
2009 and 2011 low quantum bit error rate (QBER) was stable
generating 300-900 thousand symmetric secret keys on a daily
basis. In 2010 Tokyo also established their own project with
the aim of observing the properties of a metropolitan quantum
key distribution network with trusted nodes [28].

Finally, we can not enlarge upon QC without mentioning
the achievements of China. In 2016 a satellite called Micius
was launched, which connected 3 ground stations (Graz in
Austria, Xinlong and Nanshan in China) as a trusted relay in
an intercontinental QKD setup, generating symmetric keys at a
distance of 7200 km between the two countries [29]. By 2018,
a 2000 km long quantum key distribution link between Beijing

and Shanghai was established connecting 32 nodes involving
4 metropolitan quantum networks. Finally, a paper in January
of this year introduced an integrated space-to-ground quantum
communication network over 4,600 kilometres based on the
previously mentioned achievements [30].

Besides experimental quantum links and networks there
are several concepts and objectives for QKD applications
in real-life scenarios as well [31], [32], [33], [34], [35].
The accelerating tendency in the developement of QC (and
technologies) has ushered in the era of the so called ’second
quantum revolution.’ The expectations of this era include on
behalf of the European Union to drive their own technological
improvements in a global direction. Therefore the European
Commission established an initiative called EuroQCI with the
promise of the deployment of a Europe-wide QC network [36].

III. THE BB84 SYSTEM WITH PHASE CODING

Our project is based on an architecture proposed in a 2002
publication [37]. The fiber-optic QKD link implements a flavor
of the BB84 protocol that operates with very weak, phase
modulated light pulses as quantum carrier between Alice and
Bob. The light source and single photon avalanche detectors
(SPADs) are both on Bob’s side and part of a large-scale
interferometer in which the emitted pulses propagate from Bob
to Alice and back. After they return the mean photon number
is less than one per pulse. The phase shifts on the pulses
are assigned to classical 0 / 1 values in initial keys randomly
generated by Alice and Bob and after the interference classical
0 / 1 values are assigned to detection ticks of SPADs on the
two output channels of the interference as symmetric raw key
bits. The design of the system and development on it had been
carried out in the spirit of plug & play operability: initialization
and system operation should become automated and not need
user monitoring.

The physical realization can be subdivided into a quantum
transmitter and a receiver side, respectively A and B, for
Alice’s and Bob’s units, in the schematic seen in Figure 1.
The photon pulses that are emitted at 1550 nm wavelength
and 5 MHz repetition rate travel back and forth between Bob
and Alice. Bob sends altogether 480 pulses of 20 ns width
called one frame. After they are emitted, the pulses go through
an ATT and an inline polarizer (ILP) before they arrive to the
CIR. Since the proper pulsed operation of our laser requires the
generation of high intensity pulses, we inserted an attenuator
right after the source in order to protect our SPADs from
damage caused by crosstalk between CIR ports. Furthermore,
the generation of short pulses requires a small level of bias
current in the dark period of laser diode, which in turn results
in some under threshold faint glowing of the laser diode, which
yields quite high level of ambient photons. This emission
increases the noise background of the photon counters. The
attenuator suppresses efficiently this background. The ILP
enhances the degree of polarization of the laser light. For
the protection of our source the CIR proves to be a suitable
solution as returning pulses are directed away from it (into
SPAD1).

A 50 / 50 beam splitter (BS) creates the two separate arms of
the interferometer: leaving the circulator the pulses get split
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Bob’s unit (B): high power pulses are routed by a circulator (CIR) to the input port of a balanced beam splitter (BS) creating a reference (blue) and signal
(red) pulse, marked with humps, and a polarization beam splitter (PBS) joins the signal paths of these. Alices’s unit (A): first, the pulses are split by a 90 / 10
BS into a high power trigger signal for a linear photodetector (LPD) and low power carrier marked with dots, then the latter propagates through an attenuator
(ATT), a storage line (SL) and a lithium niobate electro-optic phase modulator (PM) and back upon reflection on a Faraday Mirror (FM), and meanwhile the
carrier is attenuated to the quantum level as it leaves Alice. As the carrier pulses return to Bob, their polarizations are switched, denoted by perpendicular
arrows of the respective colors. The polarization switching lets swap paths propagating back and forth between Alice and Bob. According to their interference
signal they produce ticks in SPAD1 or SPAD2 with given probabilities. Here data acquisition (DAQ) marks any point where a higher layer interface is needed.

into pairs here. Half of each pair gets a 50 ns time delay
passing through a 10 m long delay line (DL) that is followed
by Bob’s phase modulator (PMb) which is off at this stage
PMb. The two arms are coupled into a PBS that results in
the delayed half sustaining a polarization orthogonal to the
leading half. From this point on the 480 pairs follow each
other to Alice’s unit with this 50 ns time delay between the
rising edges of the halves.

Traveling through a 50-100 km long optical fiber they arrive
to Alice’s side. During this experimental phase of the project
we inserted only a 50 m long fiber for simplicity. Here, a
90 / 10 BS deflects the majority of the power into a linear
photodetector (LPD) which has a central role in the timing
mechanism for Alice’s modulation as a monitor point for the
position of incoming frames. The leading half of each pulse
pair provides us the reference used later for the interference
(when arriving back to Bob) and we modulate every trailing
one . Alice performs encoding by phase shifting in either (0−
π) or (π/2−3π/2) basis based on two bit random sequences as
initial keys. The next component for the pulses is an electronic
variable optical attenuator (EVOA), which we can control by
software to reduce the pulse energy level to around one-photon
after they get reflected from a Faraday Mirror (FM) and start
their way back to Bob.

One last component on the transmitter side is a 10 km
long storage line (SL) between the EVOA and Alice’s phase
modulator (PMa). This fiber segment is long enough to ’store’

all of the 480 pulse pairs. If we think of a scenario without
an Alice-side SL, the interaction of the forward and backward
propagating pulse trains takes place between Alice and Bob
in the multiple km long connection fiber. Regarding optical
power, forward travelling pulses have high intensity (to be de-
tectable with the sensitivity of the LPDs) while backward only
one-photon level ones propagate. The Rayleigh scattering from
the higher level pulses adds false detection to the backward
travelling pulse train and higher noise level at the receiver.
Inserting the SL prevents this scenario from occurring.

Returning to Bob’s side the pairs are routed to opposite ports
of the PBS than when they have left due to the FM swapping
their polarization. This way the delayed halves take the shorter
path, while the reference halves choose the path with the DL
and PMb. Here, Bob modulates the phase randomly choosing
from the basis (0−π) based on his initial binary key. As all of
the fibers are polarization maintaining on Bob’s side and the
optical path to Alice and back is identical for corresponding
pulses, they arrive simultaneously to the balanced BS with
identical polarization. If both parties choose the same basis, the
pulse arrives to SPAD2 when the pulse pairs are in phase and
to SPAD1 if one of them has a π phase shift. The interference
is not deterministic in the case of different basis choices so
then we will discard our classical bits assigned to the detector
signal. Finally, Alice and Bob performs the basis reconciliation
over Ethernet to get their symmetric sifted key.

We have always been taking plug & play principles into
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one . Alice performs encoding by phase shifting in either (0−
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after they get reflected from a Faraday Mirror (FM) and start
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One last component on the transmitter side is a 10 km
long storage line (SL) between the EVOA and Alice’s phase
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all of the 480 pulse pairs. If we think of a scenario without
an Alice-side SL, the interaction of the forward and backward
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in the multiple km long connection fiber. Regarding optical
power, forward travelling pulses have high intensity (to be de-
tectable with the sensitivity of the LPDs) while backward only
one-photon level ones propagate. The Rayleigh scattering from
the higher level pulses adds false detection to the backward
travelling pulse train and higher noise level at the receiver.
Inserting the SL prevents this scenario from occurring.

Returning to Bob’s side the pairs are routed to opposite ports
of the PBS than when they have left due to the FM swapping
their polarization. This way the delayed halves take the shorter
path, while the reference halves choose the path with the DL
and PMb. Here, Bob modulates the phase randomly choosing
from the basis (0−π) based on his initial binary key. As all of
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pulse arrives to SPAD2 when the pulse pairs are in phase and
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kilometers even applying the best quality optical fibers. Other
terrestrial solutions are based on trusted nodes that must either
be physically secured in order to be considered as a segment of
a secure key distribution method or apply quantum repeaters.
The latter option requires the complex technology of quantum
memories in order to find a workaround for the NCT and
extend the distances of QKD. In spite of scepticism around
the practicability of this late technology, various architectures
based on space-borne quantum memories have already been
proposed [10]. Recent study on quantum technologies in space
in general has also been carried out, summarizing the state of
the art of this area [11]. Satellite-based quantum communica-
tion and technologies [12], [13], [14], [15] provide the means
of bridging terrestrial fiber-based metropolitan networks and
free-space links thus offering a scalable solution for physically
secure communication and indicate directions towards a future
global quantum internet [16], [17], [18].

Classifying the QKD systems by the protocols implemented
by them, there are two fundamental protocol families that we
can exemplify: prepare and measure and entanglement based.
Both of them provide security for key distribution grounded
in the laws of quantum mechanics. While former type of
protocols operate with initial keys and exploit NCT, the latter
ones are built on a quantum phenomenon: entanglement [5].
Although the vast majority of prepare and measure protocols
is based on the widely-known BB84 protocol [3], several links
have been established exploiting entanglement in the past two
decades [19], [20], [21], [22], [23], [24]. Since we performed
the demonstration on a prepare and measure system we would
like to introduce some milestones from this family to make the
navigation on the map of QC easier.

The first operating fiber quantum network was built in
2003 in the USA as a project of the Defense Advanced
Research Projects Agency (DARPA) [25]. QKD was put into
practice via coherent laser pulses propagating between 4 nodes
to which a further free-space link with 2 extra nodes was
connected later. In 2004 Austria launched a 4-year project
called Secure Communication based on Quantum Cryptog-
raphy (SECOQC), which facilitated the establishment of a
quantum network with 6 nodes investigating the operation of 8
different protocols implemented between them [26]. SECOQC
also proposed the idea of multi-layer QKD networks, such
as SwissQuantum [27], which implements a structure similar
to the one presented in Vienna. Three layers are applied for
communication: a quantum layer, a key management layer and
an application layer. During a 21 month operation between
2009 and 2011 low quantum bit error rate (QBER) was stable
generating 300-900 thousand symmetric secret keys on a daily
basis. In 2010 Tokyo also established their own project with
the aim of observing the properties of a metropolitan quantum
key distribution network with trusted nodes [28].

Finally, we can not enlarge upon QC without mentioning
the achievements of China. In 2016 a satellite called Micius
was launched, which connected 3 ground stations (Graz in
Austria, Xinlong and Nanshan in China) as a trusted relay in
an intercontinental QKD setup, generating symmetric keys at a
distance of 7200 km between the two countries [29]. By 2018,
a 2000 km long quantum key distribution link between Beijing

and Shanghai was established connecting 32 nodes involving
4 metropolitan quantum networks. Finally, a paper in January
of this year introduced an integrated space-to-ground quantum
communication network over 4,600 kilometres based on the
previously mentioned achievements [30].

Besides experimental quantum links and networks there
are several concepts and objectives for QKD applications
in real-life scenarios as well [31], [32], [33], [34], [35].
The accelerating tendency in the developement of QC (and
technologies) has ushered in the era of the so called ’second
quantum revolution.’ The expectations of this era include on
behalf of the European Union to drive their own technological
improvements in a global direction. Therefore the European
Commission established an initiative called EuroQCI with the
promise of the deployment of a Europe-wide QC network [36].

III. THE BB84 SYSTEM WITH PHASE CODING

Our project is based on an architecture proposed in a 2002
publication [37]. The fiber-optic QKD link implements a flavor
of the BB84 protocol that operates with very weak, phase
modulated light pulses as quantum carrier between Alice and
Bob. The light source and single photon avalanche detectors
(SPADs) are both on Bob’s side and part of a large-scale
interferometer in which the emitted pulses propagate from Bob
to Alice and back. After they return the mean photon number
is less than one per pulse. The phase shifts on the pulses
are assigned to classical 0 / 1 values in initial keys randomly
generated by Alice and Bob and after the interference classical
0 / 1 values are assigned to detection ticks of SPADs on the
two output channels of the interference as symmetric raw key
bits. The design of the system and development on it had been
carried out in the spirit of plug & play operability: initialization
and system operation should become automated and not need
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The physical realization can be subdivided into a quantum
transmitter and a receiver side, respectively A and B, for
Alice’s and Bob’s units, in the schematic seen in Figure 1.
The photon pulses that are emitted at 1550 nm wavelength
and 5 MHz repetition rate travel back and forth between Bob
and Alice. Bob sends altogether 480 pulses of 20 ns width
called one frame. After they are emitted, the pulses go through
an ATT and an inline polarizer (ILP) before they arrive to the
CIR. Since the proper pulsed operation of our laser requires the
generation of high intensity pulses, we inserted an attenuator
right after the source in order to protect our SPADs from
damage caused by crosstalk between CIR ports. Furthermore,
the generation of short pulses requires a small level of bias
current in the dark period of laser diode, which in turn results
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yields quite high level of ambient photons. This emission
increases the noise background of the photon counters. The
attenuator suppresses efficiently this background. The ILP
enhances the degree of polarization of the laser light. For
the protection of our source the CIR proves to be a suitable
solution as returning pulses are directed away from it (into
SPAD1).

A 50 / 50 beam splitter (BS) creates the two separate arms of
the interferometer: leaving the circulator the pulses get split

CZERMANN et al.: DEMONSTRATING BB84 QUANTUM KEY DISTRIBUTION IN THE PHYSICAL LAYER OF AN OPTICAL FIBER BASED SYSTEM 3

Fig. 1. Schematic of the QKD system as separate units of communicating parties.
Bob’s unit (B): high power pulses are routed by a circulator (CIR) to the input port of a balanced beam splitter (BS) creating a reference (blue) and signal
(red) pulse, marked with humps, and a polarization beam splitter (PBS) joins the signal paths of these. Alices’s unit (A): first, the pulses are split by a 90 / 10
BS into a high power trigger signal for a linear photodetector (LPD) and low power carrier marked with dots, then the latter propagates through an attenuator
(ATT), a storage line (SL) and a lithium niobate electro-optic phase modulator (PM) and back upon reflection on a Faraday Mirror (FM), and meanwhile the
carrier is attenuated to the quantum level as it leaves Alice. As the carrier pulses return to Bob, their polarizations are switched, denoted by perpendicular
arrows of the respective colors. The polarization switching lets swap paths propagating back and forth between Alice and Bob. According to their interference
signal they produce ticks in SPAD1 or SPAD2 with given probabilities. Here data acquisition (DAQ) marks any point where a higher layer interface is needed.

into pairs here. Half of each pair gets a 50 ns time delay
passing through a 10 m long delay line (DL) that is followed
by Bob’s phase modulator (PMb) which is off at this stage
PMb. The two arms are coupled into a PBS that results in
the delayed half sustaining a polarization orthogonal to the
leading half. From this point on the 480 pairs follow each
other to Alice’s unit with this 50 ns time delay between the
rising edges of the halves.

Traveling through a 50-100 km long optical fiber they arrive
to Alice’s side. During this experimental phase of the project
we inserted only a 50 m long fiber for simplicity. Here, a
90 / 10 BS deflects the majority of the power into a linear
photodetector (LPD) which has a central role in the timing
mechanism for Alice’s modulation as a monitor point for the
position of incoming frames. The leading half of each pulse
pair provides us the reference used later for the interference
(when arriving back to Bob) and we modulate every trailing
one . Alice performs encoding by phase shifting in either (0−
π) or (π/2−3π/2) basis based on two bit random sequences as
initial keys. The next component for the pulses is an electronic
variable optical attenuator (EVOA), which we can control by
software to reduce the pulse energy level to around one-photon
after they get reflected from a Faraday Mirror (FM) and start
their way back to Bob.

One last component on the transmitter side is a 10 km
long storage line (SL) between the EVOA and Alice’s phase
modulator (PMa). This fiber segment is long enough to ’store’

all of the 480 pulse pairs. If we think of a scenario without
an Alice-side SL, the interaction of the forward and backward
propagating pulse trains takes place between Alice and Bob
in the multiple km long connection fiber. Regarding optical
power, forward travelling pulses have high intensity (to be de-
tectable with the sensitivity of the LPDs) while backward only
one-photon level ones propagate. The Rayleigh scattering from
the higher level pulses adds false detection to the backward
travelling pulse train and higher noise level at the receiver.
Inserting the SL prevents this scenario from occurring.

Returning to Bob’s side the pairs are routed to opposite ports
of the PBS than when they have left due to the FM swapping
their polarization. This way the delayed halves take the shorter
path, while the reference halves choose the path with the DL
and PMb. Here, Bob modulates the phase randomly choosing
from the basis (0−π) based on his initial binary key. As all of
the fibers are polarization maintaining on Bob’s side and the
optical path to Alice and back is identical for corresponding
pulses, they arrive simultaneously to the balanced BS with
identical polarization. If both parties choose the same basis, the
pulse arrives to SPAD2 when the pulse pairs are in phase and
to SPAD1 if one of them has a π phase shift. The interference
is not deterministic in the case of different basis choices so
then we will discard our classical bits assigned to the detector
signal. Finally, Alice and Bob performs the basis reconciliation
over Ethernet to get their symmetric sifted key.

We have always been taking plug & play principles into
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into pairs here. Half of each pair gets a 50 ns time delay
passing through a 10 m long delay line (DL) that is followed
by Bob’s phase modulator (PMb) which is off at this stage
PMb. The two arms are coupled into a PBS that results in
the delayed half sustaining a polarization orthogonal to the
leading half. From this point on the 480 pairs follow each
other to Alice’s unit with this 50 ns time delay between the
rising edges of the halves.

Traveling through a 50-100 km long optical fiber they arrive
to Alice’s side. During this experimental phase of the project
we inserted only a 50 m long fiber for simplicity. Here, a
90 / 10 BS deflects the majority of the power into a linear
photodetector (LPD) which has a central role in the timing
mechanism for Alice’s modulation as a monitor point for the
position of incoming frames. The leading half of each pulse
pair provides us the reference used later for the interference
(when arriving back to Bob) and we modulate every trailing
one . Alice performs encoding by phase shifting in either (0−
π) or (π/2−3π/2) basis based on two bit random sequences as
initial keys. The next component for the pulses is an electronic
variable optical attenuator (EVOA), which we can control by
software to reduce the pulse energy level to around one-photon
after they get reflected from a Faraday Mirror (FM) and start
their way back to Bob.

One last component on the transmitter side is a 10 km
long storage line (SL) between the EVOA and Alice’s phase
modulator (PMa). This fiber segment is long enough to ’store’

all of the 480 pulse pairs. If we think of a scenario without
an Alice-side SL, the interaction of the forward and backward
propagating pulse trains takes place between Alice and Bob
in the multiple km long connection fiber. Regarding optical
power, forward travelling pulses have high intensity (to be de-
tectable with the sensitivity of the LPDs) while backward only
one-photon level ones propagate. The Rayleigh scattering from
the higher level pulses adds false detection to the backward
travelling pulse train and higher noise level at the receiver.
Inserting the SL prevents this scenario from occurring.

Returning to Bob’s side the pairs are routed to opposite ports
of the PBS than when they have left due to the FM swapping
their polarization. This way the delayed halves take the shorter
path, while the reference halves choose the path with the DL
and PMb. Here, Bob modulates the phase randomly choosing
from the basis (0−π) based on his initial binary key. As all of
the fibers are polarization maintaining on Bob’s side and the
optical path to Alice and back is identical for corresponding
pulses, they arrive simultaneously to the balanced BS with
identical polarization. If both parties choose the same basis, the
pulse arrives to SPAD2 when the pulse pairs are in phase and
to SPAD1 if one of them has a π phase shift. The interference
is not deterministic in the case of different basis choices so
then we will discard our classical bits assigned to the detector
signal. Finally, Alice and Bob performs the basis reconciliation
over Ethernet to get their symmetric sifted key.

We have always been taking plug & play principles into
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leading half. From this point on the 480 pairs follow each
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rising edges of the halves.

Traveling through a 50-100 km long optical fiber they arrive
to Alice’s side. During this experimental phase of the project
we inserted only a 50 m long fiber for simplicity. Here, a
90 / 10 BS deflects the majority of the power into a linear
photodetector (LPD) which has a central role in the timing
mechanism for Alice’s modulation as a monitor point for the
position of incoming frames. The leading half of each pulse
pair provides us the reference used later for the interference
(when arriving back to Bob) and we modulate every trailing
one . Alice performs encoding by phase shifting in either (0−
π) or (π/2−3π/2) basis based on two bit random sequences as
initial keys. The next component for the pulses is an electronic
variable optical attenuator (EVOA), which we can control by
software to reduce the pulse energy level to around one-photon
after they get reflected from a Faraday Mirror (FM) and start
their way back to Bob.

One last component on the transmitter side is a 10 km
long storage line (SL) between the EVOA and Alice’s phase
modulator (PMa). This fiber segment is long enough to ’store’

all of the 480 pulse pairs. If we think of a scenario without
an Alice-side SL, the interaction of the forward and backward
propagating pulse trains takes place between Alice and Bob
in the multiple km long connection fiber. Regarding optical
power, forward travelling pulses have high intensity (to be de-
tectable with the sensitivity of the LPDs) while backward only
one-photon level ones propagate. The Rayleigh scattering from
the higher level pulses adds false detection to the backward
travelling pulse train and higher noise level at the receiver.
Inserting the SL prevents this scenario from occurring.

Returning to Bob’s side the pairs are routed to opposite ports
of the PBS than when they have left due to the FM swapping
their polarization. This way the delayed halves take the shorter
path, while the reference halves choose the path with the DL
and PMb. Here, Bob modulates the phase randomly choosing
from the basis (0−π) based on his initial binary key. As all of
the fibers are polarization maintaining on Bob’s side and the
optical path to Alice and back is identical for corresponding
pulses, they arrive simultaneously to the balanced BS with
identical polarization. If both parties choose the same basis, the
pulse arrives to SPAD2 when the pulse pairs are in phase and
to SPAD1 if one of them has a π phase shift. The interference
is not deterministic in the case of different basis choices so
then we will discard our classical bits assigned to the detector
signal. Finally, Alice and Bob performs the basis reconciliation
over Ethernet to get their symmetric sifted key.
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one-photon level ones propagate. The Rayleigh scattering from
the higher level pulses adds false detection to the backward
travelling pulse train and higher noise level at the receiver.
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path, while the reference halves choose the path with the DL
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from the basis (0−π) based on his initial binary key. As all of
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to Alice’s side. During this experimental phase of the project
we inserted only a 50 m long fiber for simplicity. Here, a
90 / 10 BS deflects the majority of the power into a linear
photodetector (LPD) which has a central role in the timing
mechanism for Alice’s modulation as a monitor point for the
position of incoming frames. The leading half of each pulse
pair provides us the reference used later for the interference
(when arriving back to Bob) and we modulate every trailing
one . Alice performs encoding by phase shifting in either (0−
π) or (π/2−3π/2) basis based on two bit random sequences as
initial keys. The next component for the pulses is an electronic
variable optical attenuator (EVOA), which we can control by
software to reduce the pulse energy level to around one-photon
after they get reflected from a Faraday Mirror (FM) and start
their way back to Bob.

One last component on the transmitter side is a 10 km
long storage line (SL) between the EVOA and Alice’s phase
modulator (PMa). This fiber segment is long enough to ’store’

all of the 480 pulse pairs. If we think of a scenario without
an Alice-side SL, the interaction of the forward and backward
propagating pulse trains takes place between Alice and Bob
in the multiple km long connection fiber. Regarding optical
power, forward travelling pulses have high intensity (to be de-
tectable with the sensitivity of the LPDs) while backward only
one-photon level ones propagate. The Rayleigh scattering from
the higher level pulses adds false detection to the backward
travelling pulse train and higher noise level at the receiver.
Inserting the SL prevents this scenario from occurring.

Returning to Bob’s side the pairs are routed to opposite ports
of the PBS than when they have left due to the FM swapping
their polarization. This way the delayed halves take the shorter
path, while the reference halves choose the path with the DL
and PMb. Here, Bob modulates the phase randomly choosing
from the basis (0−π) based on his initial binary key. As all of
the fibers are polarization maintaining on Bob’s side and the
optical path to Alice and back is identical for corresponding
pulses, they arrive simultaneously to the balanced BS with
identical polarization. If both parties choose the same basis, the
pulse arrives to SPAD2 when the pulse pairs are in phase and
to SPAD1 if one of them has a π phase shift. The interference
is not deterministic in the case of different basis choices so
then we will discard our classical bits assigned to the detector
signal. Finally, Alice and Bob performs the basis reconciliation
over Ethernet to get their symmetric sifted key.

We have always been taking plug & play principles into
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Fig. 1. Schematic of the QKD system as separate units of communicating parties.
Bob’s unit (B): high power pulses are routed by a circulator (CIR) to the input port of a balanced beam splitter (BS) creating a reference (blue) and signal
(red) pulse, marked with humps, and a polarization beam splitter (PBS) joins the signal paths of these. Alices’s unit (A): first, the pulses are split by a 90 / 10
BS into a high power trigger signal for a linear photodetector (LPD) and low power carrier marked with dots, then the latter propagates through an attenuator
(ATT), a storage line (SL) and a lithium niobate electro-optic phase modulator (PM) and back upon reflection on a Faraday Mirror (FM), and meanwhile the
carrier is attenuated to the quantum level as it leaves Alice. As the carrier pulses return to Bob, their polarizations are switched, denoted by perpendicular
arrows of the respective colors. The polarization switching lets swap paths propagating back and forth between Alice and Bob. According to their interference
signal they produce ticks in SPAD1 or SPAD2 with given probabilities. Here data acquisition (DAQ) marks any point where a higher layer interface is needed.

into pairs here. Half of each pair gets a 50 ns time delay
passing through a 10 m long delay line (DL) that is followed
by Bob’s phase modulator (PMb) which is off at this stage
PMb. The two arms are coupled into a PBS that results in
the delayed half sustaining a polarization orthogonal to the
leading half. From this point on the 480 pairs follow each
other to Alice’s unit with this 50 ns time delay between the
rising edges of the halves.

Traveling through a 50-100 km long optical fiber they arrive
to Alice’s side. During this experimental phase of the project
we inserted only a 50 m long fiber for simplicity. Here, a
90 / 10 BS deflects the majority of the power into a linear
photodetector (LPD) which has a central role in the timing
mechanism for Alice’s modulation as a monitor point for the
position of incoming frames. The leading half of each pulse
pair provides us the reference used later for the interference
(when arriving back to Bob) and we modulate every trailing
one . Alice performs encoding by phase shifting in either (0−
π) or (π/2−3π/2) basis based on two bit random sequences as
initial keys. The next component for the pulses is an electronic
variable optical attenuator (EVOA), which we can control by
software to reduce the pulse energy level to around one-photon
after they get reflected from a Faraday Mirror (FM) and start
their way back to Bob.

One last component on the transmitter side is a 10 km
long storage line (SL) between the EVOA and Alice’s phase
modulator (PMa). This fiber segment is long enough to ’store’

all of the 480 pulse pairs. If we think of a scenario without
an Alice-side SL, the interaction of the forward and backward
propagating pulse trains takes place between Alice and Bob
in the multiple km long connection fiber. Regarding optical
power, forward travelling pulses have high intensity (to be de-
tectable with the sensitivity of the LPDs) while backward only
one-photon level ones propagate. The Rayleigh scattering from
the higher level pulses adds false detection to the backward
travelling pulse train and higher noise level at the receiver.
Inserting the SL prevents this scenario from occurring.

Returning to Bob’s side the pairs are routed to opposite ports
of the PBS than when they have left due to the FM swapping
their polarization. This way the delayed halves take the shorter
path, while the reference halves choose the path with the DL
and PMb. Here, Bob modulates the phase randomly choosing
from the basis (0−π) based on his initial binary key. As all of
the fibers are polarization maintaining on Bob’s side and the
optical path to Alice and back is identical for corresponding
pulses, they arrive simultaneously to the balanced BS with
identical polarization. If both parties choose the same basis, the
pulse arrives to SPAD2 when the pulse pairs are in phase and
to SPAD1 if one of them has a π phase shift. The interference
is not deterministic in the case of different basis choices so
then we will discard our classical bits assigned to the detector
signal. Finally, Alice and Bob performs the basis reconciliation
over Ethernet to get their symmetric sifted key.

We have always been taking plug & play principles into
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3) Tolerance of the delay: The light pulse train contains 480
pulse pairs after leaving Bob’s side. We wait for the first pulse
of the pair to pass PMa after returning from the FM. There is
a 50 ns delay between the two pulses of each pair (due to the
DL) and every pulse is 20 ns wide, furthermore, systematic
uncertainties that are the 2 ns definition of our measurement
and the 2 ns sampling time of the DAQ cards summed up
for worst case estimation leave a Tmargin = 26 ns or to fit
into with the start of our modulation signal. The cards have
16× 2 ns resolution for trigger delay so the geometry of the
components must be chosen so that integer times 32 ns is well
between Tmin−∆Tcor and Tmin−∆Tcor+Tmargin. Otherwise,
we can tune ∆Tcor with the choice of coaxial cable, Tmargin

with switching to 625 MSa/s on the waveform generator or in
extreme case Tmin by setting τFM with a custom made fiber
FM.

C. Setting up detection time series for Bob

In this last step we set up a time grid of 480 points with
a frequency that we calculate from the detection events of a
few thousand frames. What we want to be certain about then,
is the arrival time of the first pulse, so that we can know the
exact arrival times of every qubit in a frame. In this way we
can later identify each and every detection resulting from sent
qubits and can proceed with the basis reconciliation process
to sift our key.

We aggregated the detection signal from 4500 frames in
this step of the initialization. Groups of detection time tags
gather around a set of time values compared to a signal that
is synchronous with the laser firing (both are produced by the
DAQ card controlling Bob). Some other time tags can also be
observed between these groups that can be assessed as noise.
Our task is to determine whether detection ticks belong to
signal or noise.

1) Measurements: For every time tag in the aggregated data
we add the distances from its neighbours. We then filter the
majority of the noise ticks from the signals by comparing this
sum to a threshold of 50 ns – some of the latter category can
also be considered noise (typically near the edges of groups) in
this phase. After this separation we only work with the signal
data.

We calculate the mean value of time tags in each group.
We continue by setting up multiple grids of 480 points with
slightly different period times in the range 201 ns > Tgrid >
199 ns and we search for the grid with minimal sum of
absolute differences from the calculated mean values fixing
the first grid point to the first mean value. We determine
period time of the photon arrivals with 2 ps precision: for
one channel Tgrid,CH1 = 199.996 ns while for the other
Tgrid,CH2 = 199.994 ns so we initialized our data processing
scripts with a common Tgrid = 199.995 ns. (The deviation
from the expected 200 ns justifies opting to make this mea-
surement, especially because this time grid is what helps us
select signal and filter noise in the key generation phase.) The
other required value was the first expected time of arrival, i.
e. the mean value from the time tags in the first group on
each channel. These values were t1,CH1 = 98964.089 ns and

t1,CH2 = 98974.460 ns for SPAD1 and SPAD2 respectively,
counted from emission. This 10 ns delay on channel 2 is due
to the circulator that inserts 2 m of fiber before SPAD2.

2) Utility of results: To see why Tgrid,CHi values can be
determined in 10 ppm agreement and used to obtain Tgrid with
optimal accuracy, let’s discuss how the aggregated frames are
produced. Although Alice can perform no modulation through-
out initialization, Bob alone can keep introducing a π/2 phase
shift so that balanced optical power exits the interferometer
arms. By doing so, for the same ordinal number of detection
groups in the aggregated data of the 2 channels, signal photons
originate from the same light pulse. Consequently, detection
group mean values pairwise correspond to the same expected
pulse arrival times, and the same holds for variances and higher
moments, in addition the same time grid should give the best fit
to them. We essentially have 2 measurements on 4500 points
for the best fitting time grid which are sampled in identical
circumstances and thus can be averaged to get a more precise
value.

The choice of the first detection group mean as origin of the
time grids to fit to data can be shown to be best as follows.
The detector dead time being much greater than pulse width
causes tick probability to decay exponentially over the first
few pulses, resulting in a pronounced peak in tick number per
group at the beginning of frames. The gradual ’opening’ of the
detectors makes this actually a global maximum for a frame, i.
e. the first one the most sampled (most accurate) pulse arrival
time.

Considering that this argument is based on the waiting
time for the first impulse of the frame after the last one of
the previous frame being much greater than the dead time,
it makes the measurement also useful for estimating photon
number per pulse. We can neglect the dead time and say that
detectors tick any time they measure at least 1 photon in these
pulses, detecting any photon with η = 0.1 � 1 efficiency. For
such η the detection probability p can be calculated as if an N
photon coherent pulse were being detected with η attenuation
and an ideal detector [38], i. e.

p = 1− exp(−ηN). (4.4)

We have summed up the counts of the two detectors and
divided it by the number of pulses 4500 sent. Then inverting
the formula (4.4) we obtained N = 0.62 for the mean photon
number in the pulses.

V. KEY DISTRIBUTION

This phase of the operation implement s interference-based
QKD with the truth table of BB84. As prerequisite for the
proper operation of this phase we have to run the initialization
to configure our control scripts and components. The only
variables that are set in this phase are the modulation bits
and the physical signals for the modulators based on them.
One thing left to determine in advance for this is the driving
voltage set for the modulators to achieve the necessary phase
shifts.

Earlier we measured the equivalent control voltage Vc for
π phase shift on Bob’s phase modulator having Alice’s modu-
lation off: then we get constructive interference at the SPAD2
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consideration as well as compact construction and economic
but efficient operation. Still, until reaching the phase of a
possible deployment the project serves scientific and research
interests. Alice and Bob are connected to a power supply for
the laser, mixed signal digital oscilloscope (MSO) for data ac-
quisition (DAQ) and two 16-bit arbitrary waveform generator
cards inside separate computers responsible for controlling the
optical components. There is one more software-controllable
voltage source for EVOAs.

IV. INITIALIZING SIGNAL LEVELS AND TIMING

We can describe two distinct phases of operation: initializa-
tion and key generation. In a deployed and working system the
initialization phase sets attenuation levels and timing parame-
ters to prepare for key generation so it’s used less frequently.
To enable quantum security the optical signal transmitted by
Alice must be at the <1 photon / pulse level and for the optimal
effect of phase modulation and noise rejection precise timing
of the pulses is needed. Fluctuations in the physical properties
of the fiber used as quantum channel need to be compensated
for to control these conditions and the initialization tasks
described here can be repeated as needed to achieve this. They
include: setting attenuation levels, measuring the optical length
of Alice’s side, finally, based on several thousand frames
setting up the series of arrival times of every incoming pulse.
For this we developed our own algorithm aiming to achieve
a fully automatic initialization phase, in accordance with the
plug & play principles.

A. Setting optical power levels

We require different optical power levels for the two op-
eration phases because we alternate between using different
types of detectors. During initialization we need higher optical
power level for our self-designed LPDs on Alice’s side (while
measuring optical path length, see in next step) than during
key distribution.

The optical power received by Alice is increased by switch-
ing only Alice’s attenuation. The increase is not as critical as
the base power level for the key generation phase, it’s just
enough for both of Alice’s LPDs to produce a signal high
enough above the detectors’ internal noise level to trigger the
oscilloscope.

B. Measuring Alice’s optical path length

We determine the instantaneous propagation time with 2 ns
definition still using the oscilloscope. The bulk of Alice’s
signal path is the SL, in case of which our method for the
length measurement exploits the role of the two LPDs. The
first (LPDc) detects frames arriving to Alice (deflected by
the 90 / 10 BS), while the other (LPDm) detects them
travelling backwards (after reflection on the FM). Following
the optical path of a single pulse entering Alice’s device, we
can determine the round trip time of the pulse when it travels
back and forth between the BS and FM.

Fig. 2. More detailed view of Alice’s components. Complementing the LPD
on the signal input port of the BS another one was inserted on the tap output
port. Notations: τLPDc denotes the time delay between the BS and LPDc,
while τLPDm is the same for LPDm, τAB is the time delay between BS and
PM, while τFM is the time delay between the PM and FM.

1) Details of the calculation: Using the notation of Fig-
ure 2, the delay time Ttotal between the two LPDs’ signals
(which detect identical parts of the incoming signal split at
BS) is

Ttotal=2(τAB + τFM)− τLPDc + τLPDm

=2(τAB + τFM), (4.1)

where the two time delays τLPDc and τLPDm cancel, since
the fiber lengths are the same between the BS and the two
LPDs. We have mentioned in Section III that the trailing part
of each pulse pair should be modulated. The minimal delay
Tmin between the detection of the leading part of an incoming
pulse pair by LPDc and the modulation of the trailing part of
the same pulse pair is given by

Tmin=τAB − τLPDc + 2τFM + τp, (4.2)

where τp is the pulse duration. Using this time delay, the
modulation of the trailing part of each pulse pair starts right
after the leading pulse has left the phase modulator. In our
setup τLPDc = 2τFM, τp = 20 ns. Hence Tmin is given by

Tmin = τAB + 20ns, (4.3)

where τAB = Ttotal/2−τFM, furthermore the refractive index
and length of the fiber, nfiber = 1.467, LFM=0.5 m, c =
3 · 108 m/s, so τFM = nfiberLFM/c � 2.45 ns.

2) Producing the actual modulation delay for Alice: Using
Tmin here obtained from oscilloscope we don’t account for the
fact that Alice’s card has a trigger-to-output delay of 238.5
sample clock cycles + 16 ns. But in the key generation phase
directly the card is triggered to produce the phase modulation
signal, so we still have to. With the 500 MSa/s base resolution
setting applied in our tests and demonstration, this adds up
to 493 ns, but in reality and together with the propagation
times of the coaxial cables it has a value of 510 ns. (This
value varies slightly, ostensibly due to the phase relation of
the clocks in Alice’s DAQ card and Bob’s one, which provides
the triggering optical signal.) Therefore, as part of this step we
measure this total latency. We do so by setting an immediate
output on triggering Alice’s card and this time measuring the
∆Tcor time difference of the triggering optical signal and the
card’s output (yielding a −∆Tcor correction to Tmin).
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3) Tolerance of the delay: The light pulse train contains 480
pulse pairs after leaving Bob’s side. We wait for the first pulse
of the pair to pass PMa after returning from the FM. There is
a 50 ns delay between the two pulses of each pair (due to the
DL) and every pulse is 20 ns wide, furthermore, systematic
uncertainties that are the 2 ns definition of our measurement
and the 2 ns sampling time of the DAQ cards summed up
for worst case estimation leave a Tmargin = 26 ns or to fit
into with the start of our modulation signal. The cards have
16× 2 ns resolution for trigger delay so the geometry of the
components must be chosen so that integer times 32 ns is well
between Tmin−∆Tcor and Tmin−∆Tcor+Tmargin. Otherwise,
we can tune ∆Tcor with the choice of coaxial cable, Tmargin

with switching to 625 MSa/s on the waveform generator or in
extreme case Tmin by setting τFM with a custom made fiber
FM.

C. Setting up detection time series for Bob

In this last step we set up a time grid of 480 points with
a frequency that we calculate from the detection events of a
few thousand frames. What we want to be certain about then,
is the arrival time of the first pulse, so that we can know the
exact arrival times of every qubit in a frame. In this way we
can later identify each and every detection resulting from sent
qubits and can proceed with the basis reconciliation process
to sift our key.

We aggregated the detection signal from 4500 frames in
this step of the initialization. Groups of detection time tags
gather around a set of time values compared to a signal that
is synchronous with the laser firing (both are produced by the
DAQ card controlling Bob). Some other time tags can also be
observed between these groups that can be assessed as noise.
Our task is to determine whether detection ticks belong to
signal or noise.

1) Measurements: For every time tag in the aggregated data
we add the distances from its neighbours. We then filter the
majority of the noise ticks from the signals by comparing this
sum to a threshold of 50 ns – some of the latter category can
also be considered noise (typically near the edges of groups) in
this phase. After this separation we only work with the signal
data.

We calculate the mean value of time tags in each group.
We continue by setting up multiple grids of 480 points with
slightly different period times in the range 201 ns > Tgrid >
199 ns and we search for the grid with minimal sum of
absolute differences from the calculated mean values fixing
the first grid point to the first mean value. We determine
period time of the photon arrivals with 2 ps precision: for
one channel Tgrid,CH1 = 199.996 ns while for the other
Tgrid,CH2 = 199.994 ns so we initialized our data processing
scripts with a common Tgrid = 199.995 ns. (The deviation
from the expected 200 ns justifies opting to make this mea-
surement, especially because this time grid is what helps us
select signal and filter noise in the key generation phase.) The
other required value was the first expected time of arrival, i.
e. the mean value from the time tags in the first group on
each channel. These values were t1,CH1 = 98964.089 ns and

t1,CH2 = 98974.460 ns for SPAD1 and SPAD2 respectively,
counted from emission. This 10 ns delay on channel 2 is due
to the circulator that inserts 2 m of fiber before SPAD2.

2) Utility of results: To see why Tgrid,CHi values can be
determined in 10 ppm agreement and used to obtain Tgrid with
optimal accuracy, let’s discuss how the aggregated frames are
produced. Although Alice can perform no modulation through-
out initialization, Bob alone can keep introducing a π/2 phase
shift so that balanced optical power exits the interferometer
arms. By doing so, for the same ordinal number of detection
groups in the aggregated data of the 2 channels, signal photons
originate from the same light pulse. Consequently, detection
group mean values pairwise correspond to the same expected
pulse arrival times, and the same holds for variances and higher
moments, in addition the same time grid should give the best fit
to them. We essentially have 2 measurements on 4500 points
for the best fitting time grid which are sampled in identical
circumstances and thus can be averaged to get a more precise
value.

The choice of the first detection group mean as origin of the
time grids to fit to data can be shown to be best as follows.
The detector dead time being much greater than pulse width
causes tick probability to decay exponentially over the first
few pulses, resulting in a pronounced peak in tick number per
group at the beginning of frames. The gradual ’opening’ of the
detectors makes this actually a global maximum for a frame, i.
e. the first one the most sampled (most accurate) pulse arrival
time.

Considering that this argument is based on the waiting
time for the first impulse of the frame after the last one of
the previous frame being much greater than the dead time,
it makes the measurement also useful for estimating photon
number per pulse. We can neglect the dead time and say that
detectors tick any time they measure at least 1 photon in these
pulses, detecting any photon with η = 0.1 � 1 efficiency. For
such η the detection probability p can be calculated as if an N
photon coherent pulse were being detected with η attenuation
and an ideal detector [38], i. e.

p = 1− exp(−ηN). (4.4)

We have summed up the counts of the two detectors and
divided it by the number of pulses 4500 sent. Then inverting
the formula (4.4) we obtained N = 0.62 for the mean photon
number in the pulses.

V. KEY DISTRIBUTION

This phase of the operation implement s interference-based
QKD with the truth table of BB84. As prerequisite for the
proper operation of this phase we have to run the initialization
to configure our control scripts and components. The only
variables that are set in this phase are the modulation bits
and the physical signals for the modulators based on them.
One thing left to determine in advance for this is the driving
voltage set for the modulators to achieve the necessary phase
shifts.

Earlier we measured the equivalent control voltage Vc for
π phase shift on Bob’s phase modulator having Alice’s modu-
lation off: then we get constructive interference at the SPAD2
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consideration as well as compact construction and economic
but efficient operation. Still, until reaching the phase of a
possible deployment the project serves scientific and research
interests. Alice and Bob are connected to a power supply for
the laser, mixed signal digital oscilloscope (MSO) for data ac-
quisition (DAQ) and two 16-bit arbitrary waveform generator
cards inside separate computers responsible for controlling the
optical components. There is one more software-controllable
voltage source for EVOAs.

IV. INITIALIZING SIGNAL LEVELS AND TIMING

We can describe two distinct phases of operation: initializa-
tion and key generation. In a deployed and working system the
initialization phase sets attenuation levels and timing parame-
ters to prepare for key generation so it’s used less frequently.
To enable quantum security the optical signal transmitted by
Alice must be at the <1 photon / pulse level and for the optimal
effect of phase modulation and noise rejection precise timing
of the pulses is needed. Fluctuations in the physical properties
of the fiber used as quantum channel need to be compensated
for to control these conditions and the initialization tasks
described here can be repeated as needed to achieve this. They
include: setting attenuation levels, measuring the optical length
of Alice’s side, finally, based on several thousand frames
setting up the series of arrival times of every incoming pulse.
For this we developed our own algorithm aiming to achieve
a fully automatic initialization phase, in accordance with the
plug & play principles.

A. Setting optical power levels

We require different optical power levels for the two op-
eration phases because we alternate between using different
types of detectors. During initialization we need higher optical
power level for our self-designed LPDs on Alice’s side (while
measuring optical path length, see in next step) than during
key distribution.

The optical power received by Alice is increased by switch-
ing only Alice’s attenuation. The increase is not as critical as
the base power level for the key generation phase, it’s just
enough for both of Alice’s LPDs to produce a signal high
enough above the detectors’ internal noise level to trigger the
oscilloscope.

B. Measuring Alice’s optical path length

We determine the instantaneous propagation time with 2 ns
definition still using the oscilloscope. The bulk of Alice’s
signal path is the SL, in case of which our method for the
length measurement exploits the role of the two LPDs. The
first (LPDc) detects frames arriving to Alice (deflected by
the 90 / 10 BS), while the other (LPDm) detects them
travelling backwards (after reflection on the FM). Following
the optical path of a single pulse entering Alice’s device, we
can determine the round trip time of the pulse when it travels
back and forth between the BS and FM.

Fig. 2. More detailed view of Alice’s components. Complementing the LPD
on the signal input port of the BS another one was inserted on the tap output
port. Notations: τLPDc denotes the time delay between the BS and LPDc,
while τLPDm is the same for LPDm, τAB is the time delay between BS and
PM, while τFM is the time delay between the PM and FM.

1) Details of the calculation: Using the notation of Fig-
ure 2, the delay time Ttotal between the two LPDs’ signals
(which detect identical parts of the incoming signal split at
BS) is

Ttotal=2(τAB + τFM)− τLPDc + τLPDm

=2(τAB + τFM), (4.1)

where the two time delays τLPDc and τLPDm cancel, since
the fiber lengths are the same between the BS and the two
LPDs. We have mentioned in Section III that the trailing part
of each pulse pair should be modulated. The minimal delay
Tmin between the detection of the leading part of an incoming
pulse pair by LPDc and the modulation of the trailing part of
the same pulse pair is given by

Tmin=τAB − τLPDc + 2τFM + τp, (4.2)

where τp is the pulse duration. Using this time delay, the
modulation of the trailing part of each pulse pair starts right
after the leading pulse has left the phase modulator. In our
setup τLPDc = 2τFM, τp = 20 ns. Hence Tmin is given by

Tmin = τAB + 20ns, (4.3)

where τAB = Ttotal/2−τFM, furthermore the refractive index
and length of the fiber, nfiber = 1.467, LFM=0.5 m, c =
3 · 108 m/s, so τFM = nfiberLFM/c � 2.45 ns.

2) Producing the actual modulation delay for Alice: Using
Tmin here obtained from oscilloscope we don’t account for the
fact that Alice’s card has a trigger-to-output delay of 238.5
sample clock cycles + 16 ns. But in the key generation phase
directly the card is triggered to produce the phase modulation
signal, so we still have to. With the 500 MSa/s base resolution
setting applied in our tests and demonstration, this adds up
to 493 ns, but in reality and together with the propagation
times of the coaxial cables it has a value of 510 ns. (This
value varies slightly, ostensibly due to the phase relation of
the clocks in Alice’s DAQ card and Bob’s one, which provides
the triggering optical signal.) Therefore, as part of this step we
measure this total latency. We do so by setting an immediate
output on triggering Alice’s card and this time measuring the
∆Tcor time difference of the triggering optical signal and the
card’s output (yielding a −∆Tcor correction to Tmin).
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TABLE II
BB84 TRUTH TABLE

Basis and phase
choice of Alice

0
(0)

0
(0)

0
(π)

0
(π)

1
(π/2)

1
(π/2)

1
(3π/2)

1
(3π/2)

Alice bits
(’encoding’) 0 0 1 1 0 0 1 1

Basis choice
of Bob

0
(0)

1
(π/2)

0
(0)

1
(π/2)

0
(0)

1
(π/2)

0
(0)

1
(π/2)

Bob bits
(’measurement’) 0 – 1 – – 0 – 1

In practice, Alice and Bob sample an independent and uniformly distributed random variable on each transmission (within a frame) to select a combination.
In 4 combinations they choose matching bases and in 4 different ones; in the former case their identical bits yield the sifted key bits and in the latter,
marked with dashes (–), Bob collects data to be statistically tested against the hypothesis of the presence of an eavesdropper (Eve).

TABLE III
RESULTS FOR SAME BASIS CHOICE SCENARIOS

Phases (bases)
(Bob – Alice) 0 - 0 0 - π π/2 - π/2 π/2 - 3π/2

Noise 25 34 46 53

Signal 439 423 464 482

False Detection
(Out of Signal) 11 34 65 105

Success Rate [%] 97.49 91.96 85.99 78.22

TABLE IV
RESULTS FOR DIFFERENT BASIS CHOICE SCENARIOS

Phases (bases)
(Bob – Alice) 0 - π/2 0 - 3π/2 π/2 - 0 π/2 - π

Noise 46 44 53 49

Signal 671 659 679 653

Ticks on SPAD1
and on SPAD2 resp. 318 ; 353 288 ; 371 323 ; 356 283 ; 370

Qmeasured
(Ndet,CH1/Ndet,CH2)

0.901 0.776 0.907 0.765

Difference from
target Q = 0.859 [%] 4.89 9.66 5.59 10.9

Difference [detector ticks] 14.8 30.8 17.1 34.8

and does not concern the classical key distillation methods
utilized by upper layers – our research only covers the physical
layer of the system. Since this error rate of 11-12 % is only
scratching the edge of the possibility to indicate the presence
of an eventual eavesdropper [39], we’ve started to search for
solutions and development directions to reach a success rate
reliably above 90 %.

Besides the control voltages for the bases, the timing of
the Alice-side modulation can also be a critical error source
as well as our detection process. We modulate in two passes
so we have to start the modulation earlier by 5 ns, i. e.
two times the propagation time τFM between PMa and FM:
Tmargin is narrowed down to 21 ns. This is necessary for

TABLE V
CUMULATIVE RESULTS FOR SAME BASIS CHOICE SCENARIOS

Noise 158

Signal 1808

False Detection
(Out of Signal) 215

Success Rate [%] 88.1084

avoiding non-uniform modulation of the pulses. We may get
less noisy transmission if we could synchronize to the instance
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output of Bob’s 50 / 50 BS and desctructive at the SPAD1
output with Bob’s PM off. The situation is interchanged if
we introduce a phase shift of π, i. e. in both cases we get
detection on only one SPAD neglecting noise. Modulating
with 1.55 V random impacts are expected biased so that
Ndet,CH1/Ndet,CH2 = Q = 0.859 (Ndet,CHi being the photon
count on SPAD i) due to the attenuation of the circulator.

Alice needs 2 different bases, which means 4 different
phase shifts altogether: 0, π, π/2 and 3π/2. However, the
current geometrical dimensions (τFM on Figure 2 in particular)
constrain Alice to modulate pulses traversing the modulator
in both directions, i. e. start to modulate as soon as a pulse
reaches PMa towards FM so that the whole pulse is modulated
through, albeit twice. Then pulses are orthogonally polarized
on the two passes. The PM having polarization dependent
characteristics such Vc values are sought that the sums of phase
shifts in 2 directions are π, π/2 and 3π/2 for the pulses. We
performed an exhaustive search over a range of voltage values.
At every inspected value we emitted 100 frames and calculated
the Ndet,CH1/Ndet,CH2 quotient, comparing it to Q , this way
we were able to determine 1.22 V for π/2.

When searching higher voltages for 3π/2 we experienced
high fluctuations and quotient values were far away from Q.
Based on calculations we assumed that sinusoidal characteris-
tics can be a close approximation for the operation of the PM
but only when we modulate between −π and π phases. Since
the PM is operational at negative voltage s and our signal
generator can output positive and negative voltages, the issue
was solved by mirroring the 1.22 V for π/2 on zero point
and search for the proper Vc for 3π/2 there. With this idea
we successfully found -1.23 V good enough for 3π/2 phase
shift. Our approach for finding π phase shift was based on
the sinusoidal characteristics and two Vc values of 1.22 V for
π/2 and an earlier estimated 3.56 V for 3π/2 that we could
not place in practice due to the unfavorable results mentioned
before. Our assumption was that the demanded Vc for π should
have been at the mean of this two values, that is 2.39 V.
We checked this voltage with our scripts and so we got the
presumed satisfying results. The control voltages paired to the
bases in the implemented BB84 protocol applied in our system
for the demonstration can be seen summarized in Table I.

TABLE I
CONTROL VOLTAGES FOR BASES

phase [rad] voltage [V]

Bob
0 0

π/2 1.55

Alice

0 0

π 2.39

π/2 1.22

3π/2 -1.23

The modulation delay in compliance with IV-B3, the DAQ
card sampling frequency, memory and buffer size and trigger
mode is set on Alice’s side as well as parameters necessary for
the waveform we would like to generate (e.g. analog / digital
output, channel options, generation mode) by a Python module

created to support the key distribution process. Exploiting the
capabilities of the card we implemented the key distribution
on Alice’s side and we created the data processing at Bob to
distill the key.

VI. DEMONSTRATION RESULTS

The truth table of BB84 regarding our system enumerates
the 8 cases of basis pairing with Alice’s and Bob’s choices in
Table II. We performed deterministic demonstration, i.e. we
inspected all 8 cases by generating constant series for every
initial key combination. This way tracing back the sources of
errors in the results is as simple as comparing them to the
truth table of the BB84 protocol.

For each case we prepared series of 100 frames. In the 4
matching basis choice scenarios we expected the sifted key
bits at Bob to be the same as in Alice’s initial key. In the data
processing of the detected pulses we call an impact noise if it
is outside a 25 ns radius centered at any expected arrival time
in the grid we established in the initialization phase. Similarly,
we call signal those impacts that are within this time interval.
In matching basis choice scenarios we count the signal bits
different from Alice’s initial key values and name them false
bits, the rest correct ones. From these data we can calculate
the success rate of our implementation as the ratio of correct
to all signal bits.

When dealing with different basis choices, we compare
the bias photon count ratio to Q = 0.859 because for each
such combination one detection tick means one sample of a
modulation voltage measurement described in Section V. The
percentage difference from this bias is a figure of merit for the
accuracy of the modulation. The results of the demonstration
are introduced in Tables III and IV.

In case of similar basis choices the results are introduced
in Table III. These scenarios are responsible for producing
sifted key bits. This means that the success rate calculated
from this data is the determining factor in the quality of
our demonstration. The last row of Table III shows that our
implementation corresponds to the theoretical BB84 truth table
in between 78.22 % and 97.49 % and that the more places in
our system we apply modulation the more error we introduce
into the signal detection. Still, the above 90 % values present
promising first results.

The penultimate row of the Table IV shows that in a worst
case scenario we have 5.33 % difference from Q, which
occurs when we apply modulation on both sides. The first
three columns indicate the error rate that a single modulation
produces (4.89 % – 9.66 % that represents 14-30 false bits out
of 100 frames). Together with previously mentioned results
this suggests that the modulation creates interference that de-
viates from the optimal. Further adjustments of the modulation
voltages may take care of this deviation, enhance success rate
and fix Qmeasured values more precisely to Q.

The cumulative results that have been calculated only from
the same basis choice scenarios are summarized in Table V.
Our system operates at 88.11 % success rate over physical
layer based on 400 frames and altogether almost 2000 photon
impacts. This only refers to the raw key bit success rate
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TABLE II
BB84 TRUTH TABLE

Basis and phase
choice of Alice

0
(0)

0
(0)

0
(π)

0
(π)

1
(π/2)

1
(π/2)

1
(3π/2)

1
(3π/2)

Alice bits
(’encoding’) 0 0 1 1 0 0 1 1

Basis choice
of Bob

0
(0)

1
(π/2)

0
(0)

1
(π/2)

0
(0)

1
(π/2)

0
(0)

1
(π/2)

Bob bits
(’measurement’) 0 – 1 – – 0 – 1

In practice, Alice and Bob sample an independent and uniformly distributed random variable on each transmission (within a frame) to select a combination.
In 4 combinations they choose matching bases and in 4 different ones; in the former case their identical bits yield the sifted key bits and in the latter,
marked with dashes (–), Bob collects data to be statistically tested against the hypothesis of the presence of an eavesdropper (Eve).

TABLE III
RESULTS FOR SAME BASIS CHOICE SCENARIOS

Phases (bases)
(Bob – Alice) 0 - 0 0 - π π/2 - π/2 π/2 - 3π/2

Noise 25 34 46 53

Signal 439 423 464 482

False Detection
(Out of Signal) 11 34 65 105

Success Rate [%] 97.49 91.96 85.99 78.22

TABLE IV
RESULTS FOR DIFFERENT BASIS CHOICE SCENARIOS

Phases (bases)
(Bob – Alice) 0 - π/2 0 - 3π/2 π/2 - 0 π/2 - π

Noise 46 44 53 49

Signal 671 659 679 653

Ticks on SPAD1
and on SPAD2 resp. 318 ; 353 288 ; 371 323 ; 356 283 ; 370

Qmeasured
(Ndet,CH1/Ndet,CH2)

0.901 0.776 0.907 0.765

Difference from
target Q = 0.859 [%] 4.89 9.66 5.59 10.9

Difference [detector ticks] 14.8 30.8 17.1 34.8

and does not concern the classical key distillation methods
utilized by upper layers – our research only covers the physical
layer of the system. Since this error rate of 11-12 % is only
scratching the edge of the possibility to indicate the presence
of an eventual eavesdropper [39], we’ve started to search for
solutions and development directions to reach a success rate
reliably above 90 %.

Besides the control voltages for the bases, the timing of
the Alice-side modulation can also be a critical error source
as well as our detection process. We modulate in two passes
so we have to start the modulation earlier by 5 ns, i. e.
two times the propagation time τFM between PMa and FM:
Tmargin is narrowed down to 21 ns. This is necessary for

TABLE V
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Success Rate [%] 88.1084

avoiding non-uniform modulation of the pulses. We may get
less noisy transmission if we could synchronize to the instance
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output of Bob’s 50 / 50 BS and desctructive at the SPAD1
output with Bob’s PM off. The situation is interchanged if
we introduce a phase shift of π, i. e. in both cases we get
detection on only one SPAD neglecting noise. Modulating
with 1.55 V random impacts are expected biased so that
Ndet,CH1/Ndet,CH2 = Q = 0.859 (Ndet,CHi being the photon
count on SPAD i) due to the attenuation of the circulator.

Alice needs 2 different bases, which means 4 different
phase shifts altogether: 0, π, π/2 and 3π/2. However, the
current geometrical dimensions (τFM on Figure 2 in particular)
constrain Alice to modulate pulses traversing the modulator
in both directions, i. e. start to modulate as soon as a pulse
reaches PMa towards FM so that the whole pulse is modulated
through, albeit twice. Then pulses are orthogonally polarized
on the two passes. The PM having polarization dependent
characteristics such Vc values are sought that the sums of phase
shifts in 2 directions are π, π/2 and 3π/2 for the pulses. We
performed an exhaustive search over a range of voltage values.
At every inspected value we emitted 100 frames and calculated
the Ndet,CH1/Ndet,CH2 quotient, comparing it to Q , this way
we were able to determine 1.22 V for π/2.

When searching higher voltages for 3π/2 we experienced
high fluctuations and quotient values were far away from Q.
Based on calculations we assumed that sinusoidal characteris-
tics can be a close approximation for the operation of the PM
but only when we modulate between −π and π phases. Since
the PM is operational at negative voltage s and our signal
generator can output positive and negative voltages, the issue
was solved by mirroring the 1.22 V for π/2 on zero point
and search for the proper Vc for 3π/2 there. With this idea
we successfully found -1.23 V good enough for 3π/2 phase
shift. Our approach for finding π phase shift was based on
the sinusoidal characteristics and two Vc values of 1.22 V for
π/2 and an earlier estimated 3.56 V for 3π/2 that we could
not place in practice due to the unfavorable results mentioned
before. Our assumption was that the demanded Vc for π should
have been at the mean of this two values, that is 2.39 V.
We checked this voltage with our scripts and so we got the
presumed satisfying results. The control voltages paired to the
bases in the implemented BB84 protocol applied in our system
for the demonstration can be seen summarized in Table I.

TABLE I
CONTROL VOLTAGES FOR BASES

phase [rad] voltage [V]

Bob
0 0

π/2 1.55

Alice

0 0

π 2.39

π/2 1.22

3π/2 -1.23

The modulation delay in compliance with IV-B3, the DAQ
card sampling frequency, memory and buffer size and trigger
mode is set on Alice’s side as well as parameters necessary for
the waveform we would like to generate (e.g. analog / digital
output, channel options, generation mode) by a Python module

created to support the key distribution process. Exploiting the
capabilities of the card we implemented the key distribution
on Alice’s side and we created the data processing at Bob to
distill the key.

VI. DEMONSTRATION RESULTS

The truth table of BB84 regarding our system enumerates
the 8 cases of basis pairing with Alice’s and Bob’s choices in
Table II. We performed deterministic demonstration, i.e. we
inspected all 8 cases by generating constant series for every
initial key combination. This way tracing back the sources of
errors in the results is as simple as comparing them to the
truth table of the BB84 protocol.

For each case we prepared series of 100 frames. In the 4
matching basis choice scenarios we expected the sifted key
bits at Bob to be the same as in Alice’s initial key. In the data
processing of the detected pulses we call an impact noise if it
is outside a 25 ns radius centered at any expected arrival time
in the grid we established in the initialization phase. Similarly,
we call signal those impacts that are within this time interval.
In matching basis choice scenarios we count the signal bits
different from Alice’s initial key values and name them false
bits, the rest correct ones. From these data we can calculate
the success rate of our implementation as the ratio of correct
to all signal bits.

When dealing with different basis choices, we compare
the bias photon count ratio to Q = 0.859 because for each
such combination one detection tick means one sample of a
modulation voltage measurement described in Section V. The
percentage difference from this bias is a figure of merit for the
accuracy of the modulation. The results of the demonstration
are introduced in Tables III and IV.

In case of similar basis choices the results are introduced
in Table III. These scenarios are responsible for producing
sifted key bits. This means that the success rate calculated
from this data is the determining factor in the quality of
our demonstration. The last row of Table III shows that our
implementation corresponds to the theoretical BB84 truth table
in between 78.22 % and 97.49 % and that the more places in
our system we apply modulation the more error we introduce
into the signal detection. Still, the above 90 % values present
promising first results.

The penultimate row of the Table IV shows that in a worst
case scenario we have 5.33 % difference from Q, which
occurs when we apply modulation on both sides. The first
three columns indicate the error rate that a single modulation
produces (4.89 % – 9.66 % that represents 14-30 false bits out
of 100 frames). Together with previously mentioned results
this suggests that the modulation creates interference that de-
viates from the optimal. Further adjustments of the modulation
voltages may take care of this deviation, enhance success rate
and fix Qmeasured values more precisely to Q.

The cumulative results that have been calculated only from
the same basis choice scenarios are summarized in Table V.
Our system operates at 88.11 % success rate over physical
layer based on 400 frames and altogether almost 2000 photon
impacts. This only refers to the raw key bit success rate
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(a) ε = 25 ns (b) ε = 12.5 ns

(c) ε = 10 ns (d) ε = 5 ns

Fig. 3. Change in classification of ticks as signal or noise with varying ε

Fig. 4. Percentage SNRs and success rates as functions of ε in a finer sweep, noise seen to start dominating above cca. 10 ns

before the pulses arrive to the modulator back from the mirror
but they’ve left PMa propagating towards it. This requires
the extension of the fiber path between these components.
The other critical part is the detection where we decided to
consider the ticks within an ε = 25 ns radius around every
point in the grid. After getting the demonstration results we
considered modifying this radius in the hope of achieving
better success rates. Our motivation was to filter more noise
from our transmitted pulses so we started to shrink this 50
ns time interval – first to 25 ns, then 20 ns and finally to
10 ns (ε = 12.5, 10, 5 ns, respectively). This way we also
exclude more signal bits, decreasing our SNR that can be seen
on Figure 3. The question is how this software modification
will affect our success rates. Recalculating the demonstration

results with these new ε values we arrive at Figure 4. We
can observe that the curves representing the success rates
rise monotonously with the decrease of the radius. Setting
ε = 5 ns the curve representing the cumulative success
rate can reach 96.73 % – meanwhile the SNR, unfortunately
drops dramatically. This means that we can make our protocol
8 % more effective with bit identification, making it more
secure but signal bit rates will fall resulting in slower key
generation. We need to find the optimal ε , which depends on
our optimizing strategy. We calculate trends in success rate
and SNR on the 3 sections. Between 5 ns and 10 ns the slope
of the SNR significantly drops so we can choose 10 ns to be
a threshold point as one strategy that results in over 90 %
success rate and only a 10 % reduction in SNR. However,
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a preferable solution is to improve the SNR of the system
in advance so that our corresponding curves in this diagram
could shift towards smaller ε, while the ones representing
success rates to wards greater. This way we could improve
the efficiency of our system to a great extent only slightly
reducing bit generation rate.

VII. OUTLOOK

We are currently at the start of a next stage with various
kinds of research goals to be set.

• Optimization of current components
Adjustments of PM voltages with reference to Table IV,
in particular ∆Q = Qmeasured − Q – these results are
significantly higher than what we expected based on
previous results from determining these voltages.
We can also try using gated detection as in the original
paper proposing this architecture. It’s worth pointing out,
though, that the time grid fitting method for detection is
the mechanism that enables our implementation to work
with detectors in (or potentially only capable of) free
running mode.

• Hardware improvement
Our EVOAs have the feature of modulation, which gives
the idea to set higher attenuation values when Alice isn’t
transmitting or Bob’s detectors aren’t expecting frames.
Yet with the bandwidth of currently used MEMS devices
is insufficient for this.

• Improvement towards field applicability
Small form factor pluggable (SFP) lasers have become
more and more commonly available and widespread
for use in telecommunication, which makes it desirable
to test performance with such a source. Furthermore,
the oscilloscope would have to be substituted with the
similarly common time to digital conversion (TDC).
A step towards field practicality would be fully automat-
ing DAQ cards to operate independently from PCs (like
they do now).

VIII. CONCLUSION

In this paper we made a successful approach to realize
quantum key distribution in an optical fiber system, for which
a precise modulation timing was implemented at Alice. The
system structure required synchronisation between Alice and
Bob taking emitted pulse frames as reference. Our calculations
revealed a tight criteria for the time window targeted with
the modulation signal. For establishing this timing mechanism
for key distribution, we introduced an initial phase within
necessary adjustments of optical power levels and optical
length measurements within 2 ns accuracy are carried out.
In subsections IV-A and IV-B we describe our solutions for
adjusting our system parameters to find the critical modulation
time window.

We implemented BB84 protocol in our system setting up
the bases for modulation on both sides as described in section
V by performing exhaustive search to find the control voltages
responsible for the appropriate phase shifts on the laser pulses.
A detection grid was also set up at Bob during initialization

phase introduced in subsection IV-C. The grid consisting
of the expected photon arrival time series includes a basic
initial noise filtering. Furthermore, the adjustment of a single
parameter of noise filtering gives the opportunity of setting
efficiency adjustments in raw key quality and generation by
software.

Based on the first results our system operates at 88.11 %
success rate for the aggregated data. Part of the deterministic
tests we achieved 97.49 % as the best individual performance
among base pairings. The demonstration showed the potential
in our system to reach this level also in overall efficiency with
parameter optimization, hardware improvements and more
efficient software techniques. We intend to implement these
upgrades by the principles of plug & play that we have
followed during our previous efforts, as well.

Our work contributes to the research goal of providing
quantum security in commercial communication networks that
stands economically.
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(a) ε = 25 ns (b) ε = 12.5 ns

(c) ε = 10 ns (d) ε = 5 ns

Fig. 3. Change in classification of ticks as signal or noise with varying ε

Fig. 4. Percentage SNRs and success rates as functions of ε in a finer sweep, noise seen to start dominating above cca. 10 ns

before the pulses arrive to the modulator back from the mirror
but they’ve left PMa propagating towards it. This requires
the extension of the fiber path between these components.
The other critical part is the detection where we decided to
consider the ticks within an ε = 25 ns radius around every
point in the grid. After getting the demonstration results we
considered modifying this radius in the hope of achieving
better success rates. Our motivation was to filter more noise
from our transmitted pulses so we started to shrink this 50
ns time interval – first to 25 ns, then 20 ns and finally to
10 ns (ε = 12.5, 10, 5 ns, respectively). This way we also
exclude more signal bits, decreasing our SNR that can be seen
on Figure 3. The question is how this software modification
will affect our success rates. Recalculating the demonstration

results with these new ε values we arrive at Figure 4. We
can observe that the curves representing the success rates
rise monotonously with the decrease of the radius. Setting
ε = 5 ns the curve representing the cumulative success
rate can reach 96.73 % – meanwhile the SNR, unfortunately
drops dramatically. This means that we can make our protocol
8 % more effective with bit identification, making it more
secure but signal bit rates will fall resulting in slower key
generation. We need to find the optimal ε , which depends on
our optimizing strategy. We calculate trends in success rate
and SNR on the 3 sections. Between 5 ns and 10 ns the slope
of the SNR significantly drops so we can choose 10 ns to be
a threshold point as one strategy that results in over 90 %
success rate and only a 10 % reduction in SNR. However,
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a preferable solution is to improve the SNR of the system
in advance so that our corresponding curves in this diagram
could shift towards smaller ε, while the ones representing
success rates to wards greater. This way we could improve
the efficiency of our system to a great extent only slightly
reducing bit generation rate.

VII. OUTLOOK

We are currently at the start of a next stage with various
kinds of research goals to be set.

• Optimization of current components
Adjustments of PM voltages with reference to Table IV,
in particular ∆Q = Qmeasured − Q – these results are
significantly higher than what we expected based on
previous results from determining these voltages.
We can also try using gated detection as in the original
paper proposing this architecture. It’s worth pointing out,
though, that the time grid fitting method for detection is
the mechanism that enables our implementation to work
with detectors in (or potentially only capable of) free
running mode.

• Hardware improvement
Our EVOAs have the feature of modulation, which gives
the idea to set higher attenuation values when Alice isn’t
transmitting or Bob’s detectors aren’t expecting frames.
Yet with the bandwidth of currently used MEMS devices
is insufficient for this.

• Improvement towards field applicability
Small form factor pluggable (SFP) lasers have become
more and more commonly available and widespread
for use in telecommunication, which makes it desirable
to test performance with such a source. Furthermore,
the oscilloscope would have to be substituted with the
similarly common time to digital conversion (TDC).
A step towards field practicality would be fully automat-
ing DAQ cards to operate independently from PCs (like
they do now).

VIII. CONCLUSION

In this paper we made a successful approach to realize
quantum key distribution in an optical fiber system, for which
a precise modulation timing was implemented at Alice. The
system structure required synchronisation between Alice and
Bob taking emitted pulse frames as reference. Our calculations
revealed a tight criteria for the time window targeted with
the modulation signal. For establishing this timing mechanism
for key distribution, we introduced an initial phase within
necessary adjustments of optical power levels and optical
length measurements within 2 ns accuracy are carried out.
In subsections IV-A and IV-B we describe our solutions for
adjusting our system parameters to find the critical modulation
time window.

We implemented BB84 protocol in our system setting up
the bases for modulation on both sides as described in section
V by performing exhaustive search to find the control voltages
responsible for the appropriate phase shifts on the laser pulses.
A detection grid was also set up at Bob during initialization

phase introduced in subsection IV-C. The grid consisting
of the expected photon arrival time series includes a basic
initial noise filtering. Furthermore, the adjustment of a single
parameter of noise filtering gives the opportunity of setting
efficiency adjustments in raw key quality and generation by
software.

Based on the first results our system operates at 88.11 %
success rate for the aggregated data. Part of the deterministic
tests we achieved 97.49 % as the best individual performance
among base pairings. The demonstration showed the potential
in our system to reach this level also in overall efficiency with
parameter optimization, hardware improvements and more
efficient software techniques. We intend to implement these
upgrades by the principles of plug & play that we have
followed during our previous efforts, as well.

Our work contributes to the research goal of providing
quantum security in commercial communication networks that
stands economically.
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Fig. 4. Percentage SNRs and success rates as functions of ε in a finer sweep, noise seen to start dominating above cca. 10 ns

before the pulses arrive to the modulator back from the mirror
but they’ve left PMa propagating towards it. This requires
the extension of the fiber path between these components.
The other critical part is the detection where we decided to
consider the ticks within an ε = 25 ns radius around every
point in the grid. After getting the demonstration results we
considered modifying this radius in the hope of achieving
better success rates. Our motivation was to filter more noise
from our transmitted pulses so we started to shrink this 50
ns time interval – first to 25 ns, then 20 ns and finally to
10 ns (ε = 12.5, 10, 5 ns, respectively). This way we also
exclude more signal bits, decreasing our SNR that can be seen
on Figure 3. The question is how this software modification
will affect our success rates. Recalculating the demonstration

results with these new ε values we arrive at Figure 4. We
can observe that the curves representing the success rates
rise monotonously with the decrease of the radius. Setting
ε = 5 ns the curve representing the cumulative success
rate can reach 96.73 % – meanwhile the SNR, unfortunately
drops dramatically. This means that we can make our protocol
8 % more effective with bit identification, making it more
secure but signal bit rates will fall resulting in slower key
generation. We need to find the optimal ε , which depends on
our optimizing strategy. We calculate trends in success rate
and SNR on the 3 sections. Between 5 ns and 10 ns the slope
of the SNR significantly drops so we can choose 10 ns to be
a threshold point as one strategy that results in over 90 %
success rate and only a 10 % reduction in SNR. However,
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