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Welcome by the Editor

S INCE its first issue just over a decade ago Infocommunications 
Journal authors, readers, and especially the Editorial Board 

have wished to witness the journal ranking improve. Due to 
the sometimes exhaustive review process, the quality of the 
papers is high – but still, the wide acceptance of our journal got 
delayed. This has recently changed, and the Infocommunications 
Journal got ranked into the Q3 quartile in both of its domains, 
namely in Computer Science and in Electrical and Electronic 
Engineering – and it is getting closer to receiving an impact factor 
> 1. Climbing up one quartile and receiving an impact factor is a 
great recognition; our authors’ work keeps getting more visible 
and cited widely. Let us all keep up the excellent work and – on 
behalf of the Editorial Board – let me thank you, dear authors and 
reviewers, that our journal has passed this milestone.

The current issue of the journal features six papers; all are 
openly accessible already. The current issue features recent 
advances in the domain of quantum random number genera- 
tors, satellite quantum repeaters, stateless NAT64 testing, noise 
suppression in power line communication, risk management for 
cyber-physical system of systems, as well as 5G performance 
evaluation. This set of papers highlight some of the advances in 
communication system management, security, and performance. 
Let us have a brief overview of the papers in this issue.

In his paper, Gábor Lencse provides an evaluation – 
especially for accuracy – of Siitperf, the first free software for 
testing the Stateless IP/ICMP Transition (SIIT) part of the RFC 
8219, which is discussing benchmarking methodologies of IPv6 
transition technologies. Siitperf implements throughput, frame 
loss rate, latency, and packet delay variation tests. The evaluation 
finds that the reliability of its results mainly depends on the 
accuracy of the timing of the Siitperf tool. The importance of 
such evaluation and calibration reports lies within their proof as 
they strengthen trust towards the methods and tools. Validation 
and verification equipment always have to prove themselves – 
that the results they provide are accurate –, and this article offers 
exactly those proofs.

In their recent work, Botond L. Márton, Dóra Istenes and 
László Bacsárdi investigate the quality of quantum based random 
number generators (QRNGs). After presenting the general 
concept of QRNGs, and two of their methods for random number 
generation, they introduce selected tests for determining the 
quality of the generated random numbers. Further, they present the 
idea of extractors, their place in the lifecycle of QRNGs, and eight 
examples of the extractors. They examined the effect of different 
extractors on two QRNG outputs and found that by choosing the 
right extractor for the task, the quality of the generated random 
numbers can be improved.

Satellite-based quantum repeaters are key for long-range 
QKD (quantum key distribution), as well as in point-to-point 
communication. András Mihály and László Bacsárdi evaluated 
the QKD capabilities of quantum repeaters in a satellite-based 
network, along with selected types of noises. They examined the 
effects of various noises on the quantum memory of quantum 
repeaters and their impacts on the quantum bit error rate. They 
found that for future satellite networks, one of the most crucial 
noises is the quantum dephasing noise, and in the future, we 
should prioritize minimizing it.

Wei Zhang et al. present an enhanced, multi-step method for 
impulsive noise suppression for Power Line Communication 
(PLC). Their method is based on wavelet dimensioning (WD) and 
independent component analysis (ICA). The denoising effect of 
the new WD-PowerICA algorithm overperforms other, compared 
ICA algorithms in separating noise from the useful signal, 
although the current paper merely analyzed the correlation index, 
so BER will follow as future work.

Cyber-Physical Systems of Systems (CPSoS) are complex, so 
as the risk factors associated with them. George Matta et al. apply 
threat modeling for the security analysis of CPSoS in their paper, 
covering risk management and threat identification, as well. After 
describing their integrated risk management process, they report 
their experience of using a risk management framework to identify 
the most critical security vulnerabilities in CPSoS in the railway 
sector and show the broader impact on the domain of safety and 
security management.

In his paper, John Baghous evaluates the performance of a 
current 5G system regarding its throughput in non-line of sight 
scenarios, utilizing Massive-MIMO, applying a cluster delay 
channel model. As expected, it is found that the throughput 
has improved with the use of Massive MIMO technology – the 
detailed results of the preliminary experience with various antenna 
scenarios are exciting, indeed.

Pal Varga received his Ph.D. degree from the 
Budapest University of Technology and Economics, 
Hungary. He is currently an Associate Professor at the 
Budapest University of Technology and Economics 
and also the Director at AITIA International Inc. 
His main research interests include communication 
systems, Cyber-Physical Systems and Industrial 
Internet of Things, network traffic analysis, end-
to-end QoS and SLA issues – for which he is 
keen to apply hardware acceleration and artificial 
intelligence, machine learning techniques as well.

Besides being a member of HTE, he is a senior member of IEEE, where he 
is active both in the IEEE ComSoc (Communication Society) and IEEE IES
(Industrial Electronics Society) communities. He is Editorial Board member 
of the Sensors (MDPI) and Electronics (MDPI) journals, and the Editor-in-
Chief of the Infocommunications Journal.

Recent Advances in Communication System
Management, Security and Performance
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Both the latency and the packet delay variation 

measurements are to be performed at the frame rate determined 
by the throughput test. The latency measurement has to tag at 
least 500 frames, the latencies of which are measured using 
sending and receiving timestamps, and the final results are the 
typical latency (the median of the latency values) and the worst 
case latency (the 99.9th percentile of the latency values). Packet 
delay variation measurement first determines the one way delay 
of every single frame, then it calculates the 99.9th percentile 
and the minimum of the one way delay values, and finally, their 
difference is the packet delay variation. 

For an easy to follow introduction to RFC 8219, please refer 
to the slides of our IIJ Lab seminar presentation in Tokyo in 
2017 [7]. 

On the one hand, we are not aware of any other RFC 8219 
compliant benchmarking tools for network interconnect devices 
than our siitperf. On the other hand, RFC 8219 has taken 
several benchmarking procedures from the more than 20 years 
old RFC 2544 [8]. Several RFC 2544 compliant hardware and 
software Testers are listed in [9]. Further network 
benchmarking tools are collected and compared in [10]. 

B. Summary of siitperf in a Nutshell 
We give a short overview of siitperf on the basis of our 

open access paper [3], in which all the details can be found. Our 
aim was to design and implement a high performance and also 
flexible research tool. To that end, siitperf is a collection 
of binaries and shell scripts. The core measurements are 
performed by one of three binaries, which are executed multiple 
times by one of four shell scripts. The binaries perform the 
sending and receiving of certain IPv4 or IPv6 frames1 at a pre-
defined constant frame rate according to the test setup shown in 
Fig. 1. We note that siitperf allows X=Y, that is, it can also 
be used for benchmarking an IPv4 or IPv6 router. The shell 
scripts call the binaries supplying them with the proper 
command line parameters for the given core measurement.  

The first two of the supported benchmarking procedures 
(throughput and frame loss rate) require only the above 
mentioned sending of test frames at a constant rate and counting 
of the received test frames, thus the core measurement of both 
procedures is the same. The difference is that throughput 
measurement requires to find the highest rate at which the DUT 
can forward all the frames without loss, whereas the frame loss 
rate measurement requires to perform the core measurement at 
various frame rates to determine the frame loss rate at those 
specific frame rates. The core measurement of both tests is 
implemented in the siitperf-tp binary and the two 
different benchmarking procedures are performed by two 
different shell scripts.  

The latency benchmarking procedure requires that 
timestamps are stored immediately after sending and receiving 
of tagged frames. The latency for each tagged frame is 
calculated as the difference of the receiving and sending 

 
 
1 more precisely: Ethernet frames containing IPv4 or IPv6 packets 

timestamps of the given frame. The latency benchmarking 
procedure is implemented by siitperf-lat, which is an 
extension of siitperf-tp.  

From our point of view, the packet delay variation 
benchmarking procedure is similar to the latency benchmarking 
procedure, but it requires timestamping of every single frame. 
The packet delay variation benchmarking procedure is 
implemented by siitperf-pdv, which is also an extension 
of siitperf-tp.  

The binaries are implemented in C++ using DPDK to achieve 
high enough performance. We used an object oriented design: 
the Throughput class served as a base class for the 
Latency and Pdv classes. 

Internally, siitperf uses TSC (Time Stamp Counter) for 
time measurements, which is a very accurate and 
computationally inexpensive solution (it is a CPU register, 
which can be read by a single CPU instruction: RDTSC [11]). 

To achieve as high performance as possible, all test frames 
used by siitperf-tp and siitperf-lat are pre-
generated (including the tagged frames). The test frames of 
siitperf-pdv are prepared right before sending by 
modifying a set of pre-generated frames: their individual 
identifiers and checksums are rewritten. 

Regarding our error model, it is important that the sending 
and receiving of the frames are implemented by sender and 
receiver functions, which are executed as threads by the CPU 
cores specified by the user in the configuration file. 

III. OUR ERROR MODEL 

A. Accuracy of the Timing of Frame Sending 

There is an excellent paper that examines the accuracy of the 
timing of different software packet generators [12]. It points out 
that the inter-sending time of the packets is rather imprecise at 
demanding frame rates, if pure software methods are used. It 
also mentions the buffering of the frames by the NIC (Network 
Interface Card) among the root causes of this phenomenon, 
what we have also experienced and reported: our experience 
was that when a packet was reported by the DPDK function as 
“sent”, it was still in the buffer of the NIC [3]. Unfortunately, 
this buffering completely discredits any investigation based on 
using timestamps stored at the sending of the frames: even if we 
store timestamps both before and after the sending of a frame, 
we may not be sure, when the frame was actually sent. 

Imprecise timing may come from various root causes. At 
demanding frame rates, one of them is that our contemporary 
CPUs use several solutions to increase their performance 
including caching, branch prediction, etc. and they usually 
provide their optimum performance only after the first 
execution (or after the first few executions) of the core of the 
packet sending cycle, thus the first (few) longer than required 
inter-sending time(s) is/are followed by shorter ones to 
compensate the latency. This compensation depends on the 
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Abstract— Siitperf is the world’s first free software RFC 8219 

compliant SIIT (Stateless IP/ICMP Translation, also called as 
Stateless NAT64) tester, which implements throughput, frame loss 
rate, latency and packet delay variation tests. In this paper, we 
show that the reliability of its results mainly depends on the 
accuracy of the timing of its frame sender algorithm. We also 
investigate the effect of Ethernet flow control on the measurement 
results. Siitperf is calibrated by the comparison of its results with 
that of a commercial network performance tester, when both of 
them are used for determining the throughput of the IPv4 routing 
of the Linux kernel. 

 
Index Terms—accuracy, network benchmarking tools, 

calibration, frame loss rate, latency, network performance 
measurement, siitperf, throughput.  

 

I. INTRODUCTION 
FC 8219 [1] has defined a benchmarking methodology for 
 the high number of IPv6 transition technologies [2] by 

classifying them into a small number of categories and defining 
benchmarking procedures for each category. As far as we know, 
our siitperf [3] is the world’s first free software RFC 8219 
compliant SIIT (Stateless IP/ICMP Translation) [4] (also called 
stateless NAT64) tester, written in C++ using DPDK (Data 
Plane Development Kit) [5] available from GitHub [6]. Being a 
measurement tool, the accuracy of siitperf is a key issue, 
which we examine in this paper. To that end, first, we give a 
short introduction to RFC 8219 and siitperf only up to the 
measure necessary to understand the rest of this paper. Then, 
we define our error model by overviewing the most important 
factors that could cause unreliable measurement results. Next, 
we examine the effect of Ethernet flow control on the 
measurement results. After that, we measure the throughput of 
the same DUT (Device Under Test) using a commercial 
network performance tester and siitperf and compare their 
results. Finally, we discuss our results and disclose our plans 
for further research. 

II. A SHORT INTRODUCTION TO RFC 8219 AND SIITPERF 
In order to provide the reader with the necessary background 

information for the understanding of the rest of this paper, we 
give a short overview of RFC 8219 and siitperf. 

A. Summary of RFC 8219 in a Nutshell 
RFC 8219 has defined a benchmarking methodology for 

IPv6 transition technologies aiming to facilitate their 
performance measurement in an objective way producing 
reasonable and comparable results. To that end, it has defined 
measurement setups, measurement procedures, and several 
parameters such as standard frame sizes, duration of the tests, 
etc. To be able to deal with the high number of different IPv6 
transition technologies, they were classified into the following 
categories: dual stack, single translation, double translation 
and encapsulation technologies, and the members of each 
category may be handled together. 

RFC 8219 recommends the Single DUT test setup shown in 
Fig. 1 for the performance evaluation of the single translation 
technologies, where SIIT belongs to. Here, the Tester device 
benchmarks the DUT (Device Under Test). Although the 
arrows would imply unidirectional traffic, testing with 
bidirectional traffic is required by RFC 8219 and testing with 
unidirectional traffic is optional. Of course, both X and Y in 
IPvX and IPvY are from the set of {4, 6}. Naturally, if we are 
talking about SIIT, then it implies that X≠Y. 

From among the measurement procedures, we summarize 
only those that are implemented by siitperf. 

Throughput is defined as the highest (constant) frame rate at 
which the DUT can forward all frames without frame loss. 
Although its measurement procedure has special wording, in 
practice, the throughput is determined by a binary search. There 
are further conditions, e.g. core measurements of the binary 
search should last at least for 60 seconds and the tester should 
continue on receiving for 2 more seconds after finishing frame 
sending so that all residual (buffered) frames may arrive safely. 

The frame loss rate measurement procedure measures the 
frame loss rate at some specific frame rates starting from the 
maximum frame rate for the media and decreasing the frame 
rate in steps not higher than the 10% of the maximum frame 
rate. Measurements may be finished after two consecutive 0% 
frame loss results. 
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G. Lencse 

R 

 
Submitted: March 21, 2021, revised April 15. 
G. Lencse is with the Department of Telecommunications, Széchenyi István 

University, Győr, H-9026, Hungary. (e-mail: lencse@sze.hu) 

 

 
 

+--------------------+ 
|                    | 

+--------|IPvX   Tester   IPvY|<-------+ 
|        |                    |        | 
|        +--------------------+        | 
|                                      | 
|        +--------------------+        | 
|        |                    |        | 
+------->|IPvX     DUT    IPvY|--------+ 

|                    | 
+--------------------+ 

Fig. 1. Single DUT test setup [1]. 
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Both the latency and the packet delay variation 

measurements are to be performed at the frame rate determined 
by the throughput test. The latency measurement has to tag at 
least 500 frames, the latencies of which are measured using 
sending and receiving timestamps, and the final results are the 
typical latency (the median of the latency values) and the worst 
case latency (the 99.9th percentile of the latency values). Packet 
delay variation measurement first determines the one way delay 
of every single frame, then it calculates the 99.9th percentile 
and the minimum of the one way delay values, and finally, their 
difference is the packet delay variation. 

For an easy to follow introduction to RFC 8219, please refer 
to the slides of our IIJ Lab seminar presentation in Tokyo in 
2017 [7]. 

On the one hand, we are not aware of any other RFC 8219 
compliant benchmarking tools for network interconnect devices 
than our siitperf. On the other hand, RFC 8219 has taken 
several benchmarking procedures from the more than 20 years 
old RFC 2544 [8]. Several RFC 2544 compliant hardware and 
software Testers are listed in [9]. Further network 
benchmarking tools are collected and compared in [10]. 

B. Summary of siitperf in a Nutshell 
We give a short overview of siitperf on the basis of our 

open access paper [3], in which all the details can be found. Our 
aim was to design and implement a high performance and also 
flexible research tool. To that end, siitperf is a collection 
of binaries and shell scripts. The core measurements are 
performed by one of three binaries, which are executed multiple 
times by one of four shell scripts. The binaries perform the 
sending and receiving of certain IPv4 or IPv6 frames1 at a pre-
defined constant frame rate according to the test setup shown in 
Fig. 1. We note that siitperf allows X=Y, that is, it can also 
be used for benchmarking an IPv4 or IPv6 router. The shell 
scripts call the binaries supplying them with the proper 
command line parameters for the given core measurement.  

The first two of the supported benchmarking procedures 
(throughput and frame loss rate) require only the above 
mentioned sending of test frames at a constant rate and counting 
of the received test frames, thus the core measurement of both 
procedures is the same. The difference is that throughput 
measurement requires to find the highest rate at which the DUT 
can forward all the frames without loss, whereas the frame loss 
rate measurement requires to perform the core measurement at 
various frame rates to determine the frame loss rate at those 
specific frame rates. The core measurement of both tests is 
implemented in the siitperf-tp binary and the two 
different benchmarking procedures are performed by two 
different shell scripts.  

The latency benchmarking procedure requires that 
timestamps are stored immediately after sending and receiving 
of tagged frames. The latency for each tagged frame is 
calculated as the difference of the receiving and sending 

 
 
1 more precisely: Ethernet frames containing IPv4 or IPv6 packets 

timestamps of the given frame. The latency benchmarking 
procedure is implemented by siitperf-lat, which is an 
extension of siitperf-tp.  

From our point of view, the packet delay variation 
benchmarking procedure is similar to the latency benchmarking 
procedure, but it requires timestamping of every single frame. 
The packet delay variation benchmarking procedure is 
implemented by siitperf-pdv, which is also an extension 
of siitperf-tp.  

The binaries are implemented in C++ using DPDK to achieve 
high enough performance. We used an object oriented design: 
the Throughput class served as a base class for the 
Latency and Pdv classes. 

Internally, siitperf uses TSC (Time Stamp Counter) for 
time measurements, which is a very accurate and 
computationally inexpensive solution (it is a CPU register, 
which can be read by a single CPU instruction: RDTSC [11]). 

To achieve as high performance as possible, all test frames 
used by siitperf-tp and siitperf-lat are pre-
generated (including the tagged frames). The test frames of 
siitperf-pdv are prepared right before sending by 
modifying a set of pre-generated frames: their individual 
identifiers and checksums are rewritten. 

Regarding our error model, it is important that the sending 
and receiving of the frames are implemented by sender and 
receiver functions, which are executed as threads by the CPU 
cores specified by the user in the configuration file. 

III. OUR ERROR MODEL 

A. Accuracy of the Timing of Frame Sending 

There is an excellent paper that examines the accuracy of the 
timing of different software packet generators [12]. It points out 
that the inter-sending time of the packets is rather imprecise at 
demanding frame rates, if pure software methods are used. It 
also mentions the buffering of the frames by the NIC (Network 
Interface Card) among the root causes of this phenomenon, 
what we have also experienced and reported: our experience 
was that when a packet was reported by the DPDK function as 
“sent”, it was still in the buffer of the NIC [3]. Unfortunately, 
this buffering completely discredits any investigation based on 
using timestamps stored at the sending of the frames: even if we 
store timestamps both before and after the sending of a frame, 
we may not be sure, when the frame was actually sent. 

Imprecise timing may come from various root causes. At 
demanding frame rates, one of them is that our contemporary 
CPUs use several solutions to increase their performance 
including caching, branch prediction, etc. and they usually 
provide their optimum performance only after the first 
execution (or after the first few executions) of the core of the 
packet sending cycle, thus the first (few) longer than required 
inter-sending time(s) is/are followed by shorter ones to 
compensate the latency. This compensation depends on the 
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them are used for determining the throughput of the IPv4 routing 
of the Linux kernel. 
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 the high number of IPv6 transition technologies [2] by 

classifying them into a small number of categories and defining 
benchmarking procedures for each category. As far as we know, 
our siitperf [3] is the world’s first free software RFC 8219 
compliant SIIT (Stateless IP/ICMP Translation) [4] (also called 
stateless NAT64) tester, written in C++ using DPDK (Data 
Plane Development Kit) [5] available from GitHub [6]. Being a 
measurement tool, the accuracy of siitperf is a key issue, 
which we examine in this paper. To that end, first, we give a 
short introduction to RFC 8219 and siitperf only up to the 
measure necessary to understand the rest of this paper. Then, 
we define our error model by overviewing the most important 
factors that could cause unreliable measurement results. Next, 
we examine the effect of Ethernet flow control on the 
measurement results. After that, we measure the throughput of 
the same DUT (Device Under Test) using a commercial 
network performance tester and siitperf and compare their 
results. Finally, we discuss our results and disclose our plans 
for further research. 

II. A SHORT INTRODUCTION TO RFC 8219 AND SIITPERF 
In order to provide the reader with the necessary background 

information for the understanding of the rest of this paper, we 
give a short overview of RFC 8219 and siitperf. 

A. Summary of RFC 8219 in a Nutshell 
RFC 8219 has defined a benchmarking methodology for 

IPv6 transition technologies aiming to facilitate their 
performance measurement in an objective way producing 
reasonable and comparable results. To that end, it has defined 
measurement setups, measurement procedures, and several 
parameters such as standard frame sizes, duration of the tests, 
etc. To be able to deal with the high number of different IPv6 
transition technologies, they were classified into the following 
categories: dual stack, single translation, double translation 
and encapsulation technologies, and the members of each 
category may be handled together. 

RFC 8219 recommends the Single DUT test setup shown in 
Fig. 1 for the performance evaluation of the single translation 
technologies, where SIIT belongs to. Here, the Tester device 
benchmarks the DUT (Device Under Test). Although the 
arrows would imply unidirectional traffic, testing with 
bidirectional traffic is required by RFC 8219 and testing with 
unidirectional traffic is optional. Of course, both X and Y in 
IPvX and IPvY are from the set of {4, 6}. Naturally, if we are 
talking about SIIT, then it implies that X≠Y. 

From among the measurement procedures, we summarize 
only those that are implemented by siitperf. 

Throughput is defined as the highest (constant) frame rate at 
which the DUT can forward all frames without frame loss. 
Although its measurement procedure has special wording, in 
practice, the throughput is determined by a binary search. There 
are further conditions, e.g. core measurements of the binary 
search should last at least for 60 seconds and the tester should 
continue on receiving for 2 more seconds after finishing frame 
sending so that all residual (buffered) frames may arrive safely. 

The frame loss rate measurement procedure measures the 
frame loss rate at some specific frame rates starting from the 
maximum frame rate for the media and decreasing the frame 
rate in steps not higher than the 10% of the maximum frame 
rate. Measurements may be finished after two consecutive 0% 
frame loss results. 
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+--------------------+ 
|                    | 

+--------|IPvX   Tester   IPvY|<-------+ 
|        |                    |        | 
|        +--------------------+        | 
|                                      | 
|        +--------------------+        | 
|        |                    |        | 
+------->|IPvX     DUT    IPvY|--------+ 

|                    | 
+--------------------+ 

Fig. 1. Single DUT test setup [1]. 
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measurements are to be performed at the frame rate determined 
by the throughput test. The latency measurement has to tag at 
least 500 frames, the latencies of which are measured using 
sending and receiving timestamps, and the final results are the 
typical latency (the median of the latency values) and the worst 
case latency (the 99.9th percentile of the latency values). Packet 
delay variation measurement first determines the one way delay 
of every single frame, then it calculates the 99.9th percentile 
and the minimum of the one way delay values, and finally, their 
difference is the packet delay variation. 

For an easy to follow introduction to RFC 8219, please refer 
to the slides of our IIJ Lab seminar presentation in Tokyo in 
2017 [7]. 

On the one hand, we are not aware of any other RFC 8219 
compliant benchmarking tools for network interconnect devices 
than our siitperf. On the other hand, RFC 8219 has taken 
several benchmarking procedures from the more than 20 years 
old RFC 2544 [8]. Several RFC 2544 compliant hardware and 
software Testers are listed in [9]. Further network 
benchmarking tools are collected and compared in [10]. 

B. Summary of siitperf in a Nutshell 
We give a short overview of siitperf on the basis of our 

open access paper [3], in which all the details can be found. Our 
aim was to design and implement a high performance and also 
flexible research tool. To that end, siitperf is a collection 
of binaries and shell scripts. The core measurements are 
performed by one of three binaries, which are executed multiple 
times by one of four shell scripts. The binaries perform the 
sending and receiving of certain IPv4 or IPv6 frames1 at a pre-
defined constant frame rate according to the test setup shown in 
Fig. 1. We note that siitperf allows X=Y, that is, it can also 
be used for benchmarking an IPv4 or IPv6 router. The shell 
scripts call the binaries supplying them with the proper 
command line parameters for the given core measurement.  

The first two of the supported benchmarking procedures 
(throughput and frame loss rate) require only the above 
mentioned sending of test frames at a constant rate and counting 
of the received test frames, thus the core measurement of both 
procedures is the same. The difference is that throughput 
measurement requires to find the highest rate at which the DUT 
can forward all the frames without loss, whereas the frame loss 
rate measurement requires to perform the core measurement at 
various frame rates to determine the frame loss rate at those 
specific frame rates. The core measurement of both tests is 
implemented in the siitperf-tp binary and the two 
different benchmarking procedures are performed by two 
different shell scripts.  

The latency benchmarking procedure requires that 
timestamps are stored immediately after sending and receiving 
of tagged frames. The latency for each tagged frame is 
calculated as the difference of the receiving and sending 

 
 
1 more precisely: Ethernet frames containing IPv4 or IPv6 packets 

timestamps of the given frame. The latency benchmarking 
procedure is implemented by siitperf-lat, which is an 
extension of siitperf-tp.  

From our point of view, the packet delay variation 
benchmarking procedure is similar to the latency benchmarking 
procedure, but it requires timestamping of every single frame. 
The packet delay variation benchmarking procedure is 
implemented by siitperf-pdv, which is also an extension 
of siitperf-tp.  

The binaries are implemented in C++ using DPDK to achieve 
high enough performance. We used an object oriented design: 
the Throughput class served as a base class for the 
Latency and Pdv classes. 

Internally, siitperf uses TSC (Time Stamp Counter) for 
time measurements, which is a very accurate and 
computationally inexpensive solution (it is a CPU register, 
which can be read by a single CPU instruction: RDTSC [11]). 

To achieve as high performance as possible, all test frames 
used by siitperf-tp and siitperf-lat are pre-
generated (including the tagged frames). The test frames of 
siitperf-pdv are prepared right before sending by 
modifying a set of pre-generated frames: their individual 
identifiers and checksums are rewritten. 

Regarding our error model, it is important that the sending 
and receiving of the frames are implemented by sender and 
receiver functions, which are executed as threads by the CPU 
cores specified by the user in the configuration file. 

III. OUR ERROR MODEL 

A. Accuracy of the Timing of Frame Sending 

There is an excellent paper that examines the accuracy of the 
timing of different software packet generators [12]. It points out 
that the inter-sending time of the packets is rather imprecise at 
demanding frame rates, if pure software methods are used. It 
also mentions the buffering of the frames by the NIC (Network 
Interface Card) among the root causes of this phenomenon, 
what we have also experienced and reported: our experience 
was that when a packet was reported by the DPDK function as 
“sent”, it was still in the buffer of the NIC [3]. Unfortunately, 
this buffering completely discredits any investigation based on 
using timestamps stored at the sending of the frames: even if we 
store timestamps both before and after the sending of a frame, 
we may not be sure, when the frame was actually sent. 

Imprecise timing may come from various root causes. At 
demanding frame rates, one of them is that our contemporary 
CPUs use several solutions to increase their performance 
including caching, branch prediction, etc. and they usually 
provide their optimum performance only after the first 
execution (or after the first few executions) of the core of the 
packet sending cycle, thus the first (few) longer than required 
inter-sending time(s) is/are followed by shorter ones to 
compensate the latency. This compensation depends on the 

Abstract— Siitperf is the world’s first free software RFC 8219 
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measurements are to be performed at the frame rate determined 
by the throughput test. The latency measurement has to tag at 
least 500 frames, the latencies of which are measured using 
sending and receiving timestamps, and the final results are the 
typical latency (the median of the latency values) and the worst 
case latency (the 99.9th percentile of the latency values). Packet 
delay variation measurement first determines the one way delay 
of every single frame, then it calculates the 99.9th percentile 
and the minimum of the one way delay values, and finally, their 
difference is the packet delay variation. 

For an easy to follow introduction to RFC 8219, please refer 
to the slides of our IIJ Lab seminar presentation in Tokyo in 
2017 [7]. 

On the one hand, we are not aware of any other RFC 8219 
compliant benchmarking tools for network interconnect devices 
than our siitperf. On the other hand, RFC 8219 has taken 
several benchmarking procedures from the more than 20 years 
old RFC 2544 [8]. Several RFC 2544 compliant hardware and 
software Testers are listed in [9]. Further network 
benchmarking tools are collected and compared in [10]. 

B. Summary of siitperf in a Nutshell 
We give a short overview of siitperf on the basis of our 

open access paper [3], in which all the details can be found. Our 
aim was to design and implement a high performance and also 
flexible research tool. To that end, siitperf is a collection 
of binaries and shell scripts. The core measurements are 
performed by one of three binaries, which are executed multiple 
times by one of four shell scripts. The binaries perform the 
sending and receiving of certain IPv4 or IPv6 frames1 at a pre-
defined constant frame rate according to the test setup shown in 
Fig. 1. We note that siitperf allows X=Y, that is, it can also 
be used for benchmarking an IPv4 or IPv6 router. The shell 
scripts call the binaries supplying them with the proper 
command line parameters for the given core measurement.  

The first two of the supported benchmarking procedures 
(throughput and frame loss rate) require only the above 
mentioned sending of test frames at a constant rate and counting 
of the received test frames, thus the core measurement of both 
procedures is the same. The difference is that throughput 
measurement requires to find the highest rate at which the DUT 
can forward all the frames without loss, whereas the frame loss 
rate measurement requires to perform the core measurement at 
various frame rates to determine the frame loss rate at those 
specific frame rates. The core measurement of both tests is 
implemented in the siitperf-tp binary and the two 
different benchmarking procedures are performed by two 
different shell scripts.  

The latency benchmarking procedure requires that 
timestamps are stored immediately after sending and receiving 
of tagged frames. The latency for each tagged frame is 
calculated as the difference of the receiving and sending 
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timestamps of the given frame. The latency benchmarking 
procedure is implemented by siitperf-lat, which is an 
extension of siitperf-tp.  

From our point of view, the packet delay variation 
benchmarking procedure is similar to the latency benchmarking 
procedure, but it requires timestamping of every single frame. 
The packet delay variation benchmarking procedure is 
implemented by siitperf-pdv, which is also an extension 
of siitperf-tp.  

The binaries are implemented in C++ using DPDK to achieve 
high enough performance. We used an object oriented design: 
the Throughput class served as a base class for the 
Latency and Pdv classes. 

Internally, siitperf uses TSC (Time Stamp Counter) for 
time measurements, which is a very accurate and 
computationally inexpensive solution (it is a CPU register, 
which can be read by a single CPU instruction: RDTSC [11]). 

To achieve as high performance as possible, all test frames 
used by siitperf-tp and siitperf-lat are pre-
generated (including the tagged frames). The test frames of 
siitperf-pdv are prepared right before sending by 
modifying a set of pre-generated frames: their individual 
identifiers and checksums are rewritten. 

Regarding our error model, it is important that the sending 
and receiving of the frames are implemented by sender and 
receiver functions, which are executed as threads by the CPU 
cores specified by the user in the configuration file. 

III. OUR ERROR MODEL 

A. Accuracy of the Timing of Frame Sending 

There is an excellent paper that examines the accuracy of the 
timing of different software packet generators [12]. It points out 
that the inter-sending time of the packets is rather imprecise at 
demanding frame rates, if pure software methods are used. It 
also mentions the buffering of the frames by the NIC (Network 
Interface Card) among the root causes of this phenomenon, 
what we have also experienced and reported: our experience 
was that when a packet was reported by the DPDK function as 
“sent”, it was still in the buffer of the NIC [3]. Unfortunately, 
this buffering completely discredits any investigation based on 
using timestamps stored at the sending of the frames: even if we 
store timestamps both before and after the sending of a frame, 
we may not be sure, when the frame was actually sent. 

Imprecise timing may come from various root causes. At 
demanding frame rates, one of them is that our contemporary 
CPUs use several solutions to increase their performance 
including caching, branch prediction, etc. and they usually 
provide their optimum performance only after the first 
execution (or after the first few executions) of the core of the 
packet sending cycle, thus the first (few) longer than required 
inter-sending time(s) is/are followed by shorter ones to 
compensate the latency. This compensation depends on the 
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I. INTRODUCTION 
FC 8219 [1] has defined a benchmarking methodology for 
 the high number of IPv6 transition technologies [2] by 

classifying them into a small number of categories and defining 
benchmarking procedures for each category. As far as we know, 
our siitperf [3] is the world’s first free software RFC 8219 
compliant SIIT (Stateless IP/ICMP Translation) [4] (also called 
stateless NAT64) tester, written in C++ using DPDK (Data 
Plane Development Kit) [5] available from GitHub [6]. Being a 
measurement tool, the accuracy of siitperf is a key issue, 
which we examine in this paper. To that end, first, we give a 
short introduction to RFC 8219 and siitperf only up to the 
measure necessary to understand the rest of this paper. Then, 
we define our error model by overviewing the most important 
factors that could cause unreliable measurement results. Next, 
we examine the effect of Ethernet flow control on the 
measurement results. After that, we measure the throughput of 
the same DUT (Device Under Test) using a commercial 
network performance tester and siitperf and compare their 
results. Finally, we discuss our results and disclose our plans 
for further research. 

II. A SHORT INTRODUCTION TO RFC 8219 AND SIITPERF 
In order to provide the reader with the necessary background 

information for the understanding of the rest of this paper, we 
give a short overview of RFC 8219 and siitperf. 

A. Summary of RFC 8219 in a Nutshell 
RFC 8219 has defined a benchmarking methodology for 

IPv6 transition technologies aiming to facilitate their 
performance measurement in an objective way producing 
reasonable and comparable results. To that end, it has defined 
measurement setups, measurement procedures, and several 
parameters such as standard frame sizes, duration of the tests, 
etc. To be able to deal with the high number of different IPv6 
transition technologies, they were classified into the following 
categories: dual stack, single translation, double translation 
and encapsulation technologies, and the members of each 
category may be handled together. 

RFC 8219 recommends the Single DUT test setup shown in 
Fig. 1 for the performance evaluation of the single translation 
technologies, where SIIT belongs to. Here, the Tester device 
benchmarks the DUT (Device Under Test). Although the 
arrows would imply unidirectional traffic, testing with 
bidirectional traffic is required by RFC 8219 and testing with 
unidirectional traffic is optional. Of course, both X and Y in 
IPvX and IPvY are from the set of {4, 6}. Naturally, if we are 
talking about SIIT, then it implies that X≠Y. 

From among the measurement procedures, we summarize 
only those that are implemented by siitperf. 

Throughput is defined as the highest (constant) frame rate at 
which the DUT can forward all frames without frame loss. 
Although its measurement procedure has special wording, in 
practice, the throughput is determined by a binary search. There 
are further conditions, e.g. core measurements of the binary 
search should last at least for 60 seconds and the tester should 
continue on receiving for 2 more seconds after finishing frame 
sending so that all residual (buffered) frames may arrive safely. 

The frame loss rate measurement procedure measures the 
frame loss rate at some specific frame rates starting from the 
maximum frame rate for the media and decreasing the frame 
rate in steps not higher than the 10% of the maximum frame 
rate. Measurements may be finished after two consecutive 0% 
frame loss results. 
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+--------------------+ 
|                    | 

+--------|IPvX   Tester   IPvY|<-------+ 
|        |                    |        | 
|        +--------------------+        | 
|                                      | 
|        +--------------------+        | 
|        |                    |        | 
+------->|IPvX     DUT    IPvY|--------+ 

|                    | 
+--------------------+ 

Fig. 1. Single DUT test setup [1]. 
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measurements are to be performed at the frame rate determined 
by the throughput test. The latency measurement has to tag at 
least 500 frames, the latencies of which are measured using 
sending and receiving timestamps, and the final results are the 
typical latency (the median of the latency values) and the worst 
case latency (the 99.9th percentile of the latency values). Packet 
delay variation measurement first determines the one way delay 
of every single frame, then it calculates the 99.9th percentile 
and the minimum of the one way delay values, and finally, their 
difference is the packet delay variation. 

For an easy to follow introduction to RFC 8219, please refer 
to the slides of our IIJ Lab seminar presentation in Tokyo in 
2017 [7]. 

On the one hand, we are not aware of any other RFC 8219 
compliant benchmarking tools for network interconnect devices 
than our siitperf. On the other hand, RFC 8219 has taken 
several benchmarking procedures from the more than 20 years 
old RFC 2544 [8]. Several RFC 2544 compliant hardware and 
software Testers are listed in [9]. Further network 
benchmarking tools are collected and compared in [10]. 

B. Summary of siitperf in a Nutshell 
We give a short overview of siitperf on the basis of our 

open access paper [3], in which all the details can be found. Our 
aim was to design and implement a high performance and also 
flexible research tool. To that end, siitperf is a collection 
of binaries and shell scripts. The core measurements are 
performed by one of three binaries, which are executed multiple 
times by one of four shell scripts. The binaries perform the 
sending and receiving of certain IPv4 or IPv6 frames1 at a pre-
defined constant frame rate according to the test setup shown in 
Fig. 1. We note that siitperf allows X=Y, that is, it can also 
be used for benchmarking an IPv4 or IPv6 router. The shell 
scripts call the binaries supplying them with the proper 
command line parameters for the given core measurement.  

The first two of the supported benchmarking procedures 
(throughput and frame loss rate) require only the above 
mentioned sending of test frames at a constant rate and counting 
of the received test frames, thus the core measurement of both 
procedures is the same. The difference is that throughput 
measurement requires to find the highest rate at which the DUT 
can forward all the frames without loss, whereas the frame loss 
rate measurement requires to perform the core measurement at 
various frame rates to determine the frame loss rate at those 
specific frame rates. The core measurement of both tests is 
implemented in the siitperf-tp binary and the two 
different benchmarking procedures are performed by two 
different shell scripts.  

The latency benchmarking procedure requires that 
timestamps are stored immediately after sending and receiving 
of tagged frames. The latency for each tagged frame is 
calculated as the difference of the receiving and sending 
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timestamps of the given frame. The latency benchmarking 
procedure is implemented by siitperf-lat, which is an 
extension of siitperf-tp.  

From our point of view, the packet delay variation 
benchmarking procedure is similar to the latency benchmarking 
procedure, but it requires timestamping of every single frame. 
The packet delay variation benchmarking procedure is 
implemented by siitperf-pdv, which is also an extension 
of siitperf-tp.  

The binaries are implemented in C++ using DPDK to achieve 
high enough performance. We used an object oriented design: 
the Throughput class served as a base class for the 
Latency and Pdv classes. 

Internally, siitperf uses TSC (Time Stamp Counter) for 
time measurements, which is a very accurate and 
computationally inexpensive solution (it is a CPU register, 
which can be read by a single CPU instruction: RDTSC [11]). 

To achieve as high performance as possible, all test frames 
used by siitperf-tp and siitperf-lat are pre-
generated (including the tagged frames). The test frames of 
siitperf-pdv are prepared right before sending by 
modifying a set of pre-generated frames: their individual 
identifiers and checksums are rewritten. 

Regarding our error model, it is important that the sending 
and receiving of the frames are implemented by sender and 
receiver functions, which are executed as threads by the CPU 
cores specified by the user in the configuration file. 

III. OUR ERROR MODEL 

A. Accuracy of the Timing of Frame Sending 

There is an excellent paper that examines the accuracy of the 
timing of different software packet generators [12]. It points out 
that the inter-sending time of the packets is rather imprecise at 
demanding frame rates, if pure software methods are used. It 
also mentions the buffering of the frames by the NIC (Network 
Interface Card) among the root causes of this phenomenon, 
what we have also experienced and reported: our experience 
was that when a packet was reported by the DPDK function as 
“sent”, it was still in the buffer of the NIC [3]. Unfortunately, 
this buffering completely discredits any investigation based on 
using timestamps stored at the sending of the frames: even if we 
store timestamps both before and after the sending of a frame, 
we may not be sure, when the frame was actually sent. 

Imprecise timing may come from various root causes. At 
demanding frame rates, one of them is that our contemporary 
CPUs use several solutions to increase their performance 
including caching, branch prediction, etc. and they usually 
provide their optimum performance only after the first 
execution (or after the first few executions) of the core of the 
packet sending cycle, thus the first (few) longer than required 
inter-sending time(s) is/are followed by shorter ones to 
compensate the latency. This compensation depends on the 

On the one hand, we are not aware of any other RFC 8219 
compliant benchmarking tools for network interconnect devices  
than our        . On the other hand, RFC 8219 has taken  
several benchmarking procedures from the more than 20 years 
old RFC 2544 [8]. Several RFC 2544 compliant hardware  
and software Testers are listed in [9]. Further network  
benchmarking tools are collected and compared in [10].
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measurements are to be performed at the frame rate determined 
by the throughput test. The latency measurement has to tag at 
least 500 frames, the latencies of which are measured using 
sending and receiving timestamps, and the final results are the 
typical latency (the median of the latency values) and the worst 
case latency (the 99.9th percentile of the latency values). Packet 
delay variation measurement first determines the one way delay 
of every single frame, then it calculates the 99.9th percentile 
and the minimum of the one way delay values, and finally, their 
difference is the packet delay variation. 

For an easy to follow introduction to RFC 8219, please refer 
to the slides of our IIJ Lab seminar presentation in Tokyo in 
2017 [7]. 

On the one hand, we are not aware of any other RFC 8219 
compliant benchmarking tools for network interconnect devices 
than our siitperf. On the other hand, RFC 8219 has taken 
several benchmarking procedures from the more than 20 years 
old RFC 2544 [8]. Several RFC 2544 compliant hardware and 
software Testers are listed in [9]. Further network 
benchmarking tools are collected and compared in [10]. 

B. Summary of siitperf in a Nutshell 
We give a short overview of siitperf on the basis of our 

open access paper [3], in which all the details can be found. Our 
aim was to design and implement a high performance and also 
flexible research tool. To that end, siitperf is a collection 
of binaries and shell scripts. The core measurements are 
performed by one of three binaries, which are executed multiple 
times by one of four shell scripts. The binaries perform the 
sending and receiving of certain IPv4 or IPv6 frames1 at a pre-
defined constant frame rate according to the test setup shown in 
Fig. 1. We note that siitperf allows X=Y, that is, it can also 
be used for benchmarking an IPv4 or IPv6 router. The shell 
scripts call the binaries supplying them with the proper 
command line parameters for the given core measurement.  

The first two of the supported benchmarking procedures 
(throughput and frame loss rate) require only the above 
mentioned sending of test frames at a constant rate and counting 
of the received test frames, thus the core measurement of both 
procedures is the same. The difference is that throughput 
measurement requires to find the highest rate at which the DUT 
can forward all the frames without loss, whereas the frame loss 
rate measurement requires to perform the core measurement at 
various frame rates to determine the frame loss rate at those 
specific frame rates. The core measurement of both tests is 
implemented in the siitperf-tp binary and the two 
different benchmarking procedures are performed by two 
different shell scripts.  

The latency benchmarking procedure requires that 
timestamps are stored immediately after sending and receiving 
of tagged frames. The latency for each tagged frame is 
calculated as the difference of the receiving and sending 
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timestamps of the given frame. The latency benchmarking 
procedure is implemented by siitperf-lat, which is an 
extension of siitperf-tp.  

From our point of view, the packet delay variation 
benchmarking procedure is similar to the latency benchmarking 
procedure, but it requires timestamping of every single frame. 
The packet delay variation benchmarking procedure is 
implemented by siitperf-pdv, which is also an extension 
of siitperf-tp.  

The binaries are implemented in C++ using DPDK to achieve 
high enough performance. We used an object oriented design: 
the Throughput class served as a base class for the 
Latency and Pdv classes. 

Internally, siitperf uses TSC (Time Stamp Counter) for 
time measurements, which is a very accurate and 
computationally inexpensive solution (it is a CPU register, 
which can be read by a single CPU instruction: RDTSC [11]). 

To achieve as high performance as possible, all test frames 
used by siitperf-tp and siitperf-lat are pre-
generated (including the tagged frames). The test frames of 
siitperf-pdv are prepared right before sending by 
modifying a set of pre-generated frames: their individual 
identifiers and checksums are rewritten. 

Regarding our error model, it is important that the sending 
and receiving of the frames are implemented by sender and 
receiver functions, which are executed as threads by the CPU 
cores specified by the user in the configuration file. 

III. OUR ERROR MODEL 

A. Accuracy of the Timing of Frame Sending 

There is an excellent paper that examines the accuracy of the 
timing of different software packet generators [12]. It points out 
that the inter-sending time of the packets is rather imprecise at 
demanding frame rates, if pure software methods are used. It 
also mentions the buffering of the frames by the NIC (Network 
Interface Card) among the root causes of this phenomenon, 
what we have also experienced and reported: our experience 
was that when a packet was reported by the DPDK function as 
“sent”, it was still in the buffer of the NIC [3]. Unfortunately, 
this buffering completely discredits any investigation based on 
using timestamps stored at the sending of the frames: even if we 
store timestamps both before and after the sending of a frame, 
we may not be sure, when the frame was actually sent. 

Imprecise timing may come from various root causes. At 
demanding frame rates, one of them is that our contemporary 
CPUs use several solutions to increase their performance 
including caching, branch prediction, etc. and they usually 
provide their optimum performance only after the first 
execution (or after the first few executions) of the core of the 
packet sending cycle, thus the first (few) longer than required 
inter-sending time(s) is/are followed by shorter ones to 
compensate the latency. This compensation depends on the 

2 
> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 
Both the latency and the packet delay variation 

measurements are to be performed at the frame rate determined 
by the throughput test. The latency measurement has to tag at 
least 500 frames, the latencies of which are measured using 
sending and receiving timestamps, and the final results are the 
typical latency (the median of the latency values) and the worst 
case latency (the 99.9th percentile of the latency values). Packet 
delay variation measurement first determines the one way delay 
of every single frame, then it calculates the 99.9th percentile 
and the minimum of the one way delay values, and finally, their 
difference is the packet delay variation. 

For an easy to follow introduction to RFC 8219, please refer 
to the slides of our IIJ Lab seminar presentation in Tokyo in 
2017 [7]. 

On the one hand, we are not aware of any other RFC 8219 
compliant benchmarking tools for network interconnect devices 
than our siitperf. On the other hand, RFC 8219 has taken 
several benchmarking procedures from the more than 20 years 
old RFC 2544 [8]. Several RFC 2544 compliant hardware and 
software Testers are listed in [9]. Further network 
benchmarking tools are collected and compared in [10]. 

B. Summary of siitperf in a Nutshell 
We give a short overview of siitperf on the basis of our 

open access paper [3], in which all the details can be found. Our 
aim was to design and implement a high performance and also 
flexible research tool. To that end, siitperf is a collection 
of binaries and shell scripts. The core measurements are 
performed by one of three binaries, which are executed multiple 
times by one of four shell scripts. The binaries perform the 
sending and receiving of certain IPv4 or IPv6 frames1 at a pre-
defined constant frame rate according to the test setup shown in 
Fig. 1. We note that siitperf allows X=Y, that is, it can also 
be used for benchmarking an IPv4 or IPv6 router. The shell 
scripts call the binaries supplying them with the proper 
command line parameters for the given core measurement.  

The first two of the supported benchmarking procedures 
(throughput and frame loss rate) require only the above 
mentioned sending of test frames at a constant rate and counting 
of the received test frames, thus the core measurement of both 
procedures is the same. The difference is that throughput 
measurement requires to find the highest rate at which the DUT 
can forward all the frames without loss, whereas the frame loss 
rate measurement requires to perform the core measurement at 
various frame rates to determine the frame loss rate at those 
specific frame rates. The core measurement of both tests is 
implemented in the siitperf-tp binary and the two 
different benchmarking procedures are performed by two 
different shell scripts.  

The latency benchmarking procedure requires that 
timestamps are stored immediately after sending and receiving 
of tagged frames. The latency for each tagged frame is 
calculated as the difference of the receiving and sending 

 
 
1 more precisely: Ethernet frames containing IPv4 or IPv6 packets 

timestamps of the given frame. The latency benchmarking 
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The packet delay variation benchmarking procedure is 
implemented by siitperf-pdv, which is also an extension 
of siitperf-tp.  

The binaries are implemented in C++ using DPDK to achieve 
high enough performance. We used an object oriented design: 
the Throughput class served as a base class for the 
Latency and Pdv classes. 

Internally, siitperf uses TSC (Time Stamp Counter) for 
time measurements, which is a very accurate and 
computationally inexpensive solution (it is a CPU register, 
which can be read by a single CPU instruction: RDTSC [11]). 

To achieve as high performance as possible, all test frames 
used by siitperf-tp and siitperf-lat are pre-
generated (including the tagged frames). The test frames of 
siitperf-pdv are prepared right before sending by 
modifying a set of pre-generated frames: their individual 
identifiers and checksums are rewritten. 

Regarding our error model, it is important that the sending 
and receiving of the frames are implemented by sender and 
receiver functions, which are executed as threads by the CPU 
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There is an excellent paper that examines the accuracy of the 
timing of different software packet generators [12]. It points out 
that the inter-sending time of the packets is rather imprecise at 
demanding frame rates, if pure software methods are used. It 
also mentions the buffering of the frames by the NIC (Network 
Interface Card) among the root causes of this phenomenon, 
what we have also experienced and reported: our experience 
was that when a packet was reported by the DPDK function as 
“sent”, it was still in the buffer of the NIC [3]. Unfortunately, 
this buffering completely discredits any investigation based on 
using timestamps stored at the sending of the frames: even if we 
store timestamps both before and after the sending of a frame, 
we may not be sure, when the frame was actually sent. 

Imprecise timing may come from various root causes. At 
demanding frame rates, one of them is that our contemporary 
CPUs use several solutions to increase their performance 
including caching, branch prediction, etc. and they usually 
provide their optimum performance only after the first 
execution (or after the first few executions) of the core of the 
packet sending cycle, thus the first (few) longer than required 
inter-sending time(s) is/are followed by shorter ones to 
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For an easy to follow introduction to RFC 8219, please refer 
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On the one hand, we are not aware of any other RFC 8219 
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than our siitperf. On the other hand, RFC 8219 has taken 
several benchmarking procedures from the more than 20 years 
old RFC 2544 [8]. Several RFC 2544 compliant hardware and 
software Testers are listed in [9]. Further network 
benchmarking tools are collected and compared in [10]. 

B. Summary of siitperf in a Nutshell 
We give a short overview of siitperf on the basis of our 

open access paper [3], in which all the details can be found. Our 
aim was to design and implement a high performance and also 
flexible research tool. To that end, siitperf is a collection 
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performed by one of three binaries, which are executed multiple 
times by one of four shell scripts. The binaries perform the 
sending and receiving of certain IPv4 or IPv6 frames1 at a pre-
defined constant frame rate according to the test setup shown in 
Fig. 1. We note that siitperf allows X=Y, that is, it can also 
be used for benchmarking an IPv4 or IPv6 router. The shell 
scripts call the binaries supplying them with the proper 
command line parameters for the given core measurement.  

The first two of the supported benchmarking procedures 
(throughput and frame loss rate) require only the above 
mentioned sending of test frames at a constant rate and counting 
of the received test frames, thus the core measurement of both 
procedures is the same. The difference is that throughput 
measurement requires to find the highest rate at which the DUT 
can forward all the frames without loss, whereas the frame loss 
rate measurement requires to perform the core measurement at 
various frame rates to determine the frame loss rate at those 
specific frame rates. The core measurement of both tests is 
implemented in the siitperf-tp binary and the two 
different benchmarking procedures are performed by two 
different shell scripts.  

The latency benchmarking procedure requires that 
timestamps are stored immediately after sending and receiving 
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procedure is implemented by siitperf-lat, which is an 
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procedure, but it requires timestamping of every single frame. 
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implemented by siitperf-pdv, which is also an extension 
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The binaries are implemented in C++ using DPDK to achieve 
high enough performance. We used an object oriented design: 
the Throughput class served as a base class for the 
Latency and Pdv classes. 

Internally, siitperf uses TSC (Time Stamp Counter) for 
time measurements, which is a very accurate and 
computationally inexpensive solution (it is a CPU register, 
which can be read by a single CPU instruction: RDTSC [11]). 

To achieve as high performance as possible, all test frames 
used by siitperf-tp and siitperf-lat are pre-
generated (including the tagged frames). The test frames of 
siitperf-pdv are prepared right before sending by 
modifying a set of pre-generated frames: their individual 
identifiers and checksums are rewritten. 

Regarding our error model, it is important that the sending 
and receiving of the frames are implemented by sender and 
receiver functions, which are executed as threads by the CPU 
cores specified by the user in the configuration file. 
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A. Accuracy of the Timing of Frame Sending 

There is an excellent paper that examines the accuracy of the 
timing of different software packet generators [12]. It points out 
that the inter-sending time of the packets is rather imprecise at 
demanding frame rates, if pure software methods are used. It 
also mentions the buffering of the frames by the NIC (Network 
Interface Card) among the root causes of this phenomenon, 
what we have also experienced and reported: our experience 
was that when a packet was reported by the DPDK function as 
“sent”, it was still in the buffer of the NIC [3]. Unfortunately, 
this buffering completely discredits any investigation based on 
using timestamps stored at the sending of the frames: even if we 
store timestamps both before and after the sending of a frame, 
we may not be sure, when the frame was actually sent. 

Imprecise timing may come from various root causes. At 
demanding frame rates, one of them is that our contemporary 
CPUs use several solutions to increase their performance 
including caching, branch prediction, etc. and they usually 
provide their optimum performance only after the first 
execution (or after the first few executions) of the core of the 
packet sending cycle, thus the first (few) longer than required 
inter-sending time(s) is/are followed by shorter ones to 
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antenna orientation towards each other is ensured.

III.EXISTING PROPAGATION MODELS

The models can be divided into three large groups: indoor, 
outdoor and free space. In addition we can distinguish between 
empirical, deterministic, and semi-empirical models. 
For empirical modelsa correlation based on a statistical 
approach can be given. Easily and are quick to use, in return 
they are not always the most accurate. Ina deterministic case 
based on some preliminary model, the propagation in the given 
space is calculated to get the quantity sought.
For mobile communication networks, outdoor and indoor 
models are important, however, outdoor propagationmodels 
can also be used for a kind of control (but these are best for 
point-to-point connections in particular). 
The number of models dedicated to this frequency band is very 
low in the literature. Due to the nature of the problem,
deterministic modellingmethodsare accurate but require more 
computing capacity,while the ray-tracing methodscan be used 
along affordable computational capacities [13].
From end use,it follows that we want to perform as few 
calculations as possible in order to get results as soon as
possible. Inthis paper, wedeal only with the examination of 
empirical models.

A.Free-space propagation
In the case of outdoor propagation, most models assume 

direct vision or other special circumstances. The attenuation per 
unit length thus calculated is typically loweras for indoor 
propagation models, but of a similar order of magnitude[17].
Hence an estimate can be used in indoor modelling(taking into 
account its limitations). The most common such relationship, 
which wesimply refer to as outdoor attenuationhereinafter [21]
takes the following form:

𝑃𝑃𝐿𝐿=20∙log10(𝑑𝑑)+20∙log10(𝑓𝑓)+92.45(1)

where dis the distance in kilometres,fis the frequency in GHz,
and the result is given in decibels and describes the outdoor 
attenuationbetween isotropic antennas invacuum.Once the 
medium in which the wave propagates is already air, additional 
attenuation occurs up.For low distances Fig. 1. depicts the path 
loss calculated withEquation(1).

B.Close-in free space reference distance path loss model
The Close-in free space reference distance path loss model 

[22] (hereinafter CI) is a reference model based on outdoor 
propagation and it is applied forcomparison multiple indoor 
signal propagation results:

𝑃𝑃𝐿𝐿
(𝐶𝐶𝐶𝐶)=FSPL(𝑓𝑓,𝑑𝑑0)+10⋅𝑛𝑛⋅log10(

𝑑𝑑
𝑑𝑑0

)+𝑋𝑋σ𝐶𝐶𝐶𝐶(2)

where FSPL(f,d0)is the outdoor attenuationat the reference 
distance (d0is 1 meter) at the given frequency fmeasured in 
GHz,nis the pathloss factor (PLE) and Xσ

CIis a zero-valued 
Gaussian random variable with σstandard deviation. The 
measured PLE[23] coefficients found in the literature are 
largely the same in the ITU model of indoor signal propagation 
with distance-based loss coefficients. A semi-outdoor, semi-
indoor measurement can be found in the literature where the 
measured PLE is double of theITUmodel,however, a high 
value for standard deviation was measured here[24].

C.Outdoor propagation models
Outdoor propagation models usually differentiate cases 

according to how they are builtandwhether the area is 
environmental or natural. In addition, onecan count on 
individual models on topography, degree of incorporation, 
location of the transmitting antenna, climate characteristics and 
other similar factors. In a sense, the simplest such model is the 
ITU surface model [25].Of interest for classification are 
models that are essentially outdoor,but are used in a somewhat 
enclosed built environment. In the literaturecan be found a
measurement procedure (and, in fact, a result) that is a corridor 
open from one sidewere thus considered to be predominantly 
outdoor measurements [24].

One of the most common relationships describing outdoor 
propagationis the Okumura model [23], in the followingform:

𝑃𝑃𝐿𝐿=𝑙𝑙𝑓𝑓+𝐴𝐴𝑚𝑚𝑚𝑚(𝑓𝑓,𝑑𝑑)−𝐺𝐺(ℎ𝑡𝑡𝑡𝑡)−𝐺𝐺(ℎ𝑟𝑟𝑡𝑡)−𝐺𝐺𝑎𝑎𝑟𝑟𝑡𝑡𝑎𝑎(3)

where Plis the attenuation, lfis the free-spaceattenuation, 
Amu(f,d)is the relative median attenuation outdoors (as a 
function of frequency and distance), G(hte)is the transmitter 
gain, G(hre)is the receiver gain,Gareais the amplification ofthe 
environment. The model is actually breaks down the attenuation
into two parts: into an outdoor component and factors that 
modify the environment, and to the amplifying ofthe 
environment (which can even be attenuation).

An improved version of the Okumura model is the Hata 
model [22], which distinguishes theoutdoor locations 
depending on built-inrate.

The COST-Hata model [23], (a furtherdevelopment of the 
Hata model) takes the following form:

𝑃𝑃𝐿𝐿=46.3+33.9∙log10(𝑓𝑓)−13.82∙log10(ℎ𝐵𝐵)
−𝑎𝑎(ℎ𝑅𝑅,𝑓𝑓)
+(4.9−6.55∙log10(ℎ𝐵𝐵))
∙log10(𝑑𝑑)+𝐶𝐶𝑚𝑚

(4)

where PLis the median loss/attenuation, fis the frequency in 
MHz,hBis the transmitting antenna effective height in meters, 
dis the distance in km,hRis the effective height of the (mobile) 
receiving antenna in meters, Cmis the constant offset in dB.

Fig. 1.  Short-range free-space path loss in FR2 band at 38.72 GHz
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The Debian Linux operating system was updated to version 
9.13 on all computers. The Linux kernel version was: 4.9.0-4-
amd64. The DPDK version was 16.11.11-1+deb9u2.” [16] 

The “varport” branch of siitperf was used, its latest 
commit was bfddb5f on Aug 23, 2020. (Since then, the varport 
branch was merged into the master branch.) 

We expected that the difference between the results with and 
without Ethernet flow control depends on the frame rate and we 
also wanted to test this hypothesis. 

To achieve high enough frame rates, first, we benchmarked 
IPv4 kernel routing using random source and destination port 
numbers as we did in [16]. The topology of the test system is 
shown in Fig. 2. The CPU clock rate was set to fixed 2GHz on 
both computers and hyperthreading was switched off (using the 
same BIOS settings as specified in the appendix of [18]). All 
cores of the second CPU of the DUT were switched off using 
the maxcpus=8 kernel parameter to avoid NUMA issues 
(please refer to [15] for a detailed explanation).  

As for frames sizes, we used 64, 128 and 256 bytes from 
among the standard frame sizes recommended by RFC 8219, 
because the throughput of the DUT was limited by the 
performance of the DUT with these frame sizes, whereas 
throughput was limited by the maximum frame rate of the 10G 
Ethernet for all higher standard frame sizes. 

Technical note: siitperf interprets the specified frame 
size values for IPv6 frames and uses 20 bytes less for IPv4 
frames, therefore we always set 20 bytes higher values. This is 
important, if someone would like to repeat our experiments. 

As required by RFC 8219, we used bidirectional traffic and 
60s long tests at each step of the binary search. The Error2 
parameter of the binary search was set to 1. The throughput tests 
were performed 20 times and the median, minimum and 
maximum values of the 20 results were calculated. In addition 

 
 
2 Error means that the binary search may stop, when: 

upper_limit – lower_limit ≤ Error. 

to that, we have also calculated another value to express the 
consistent or scattered nature of the results, which we named 
dispersion and defined as follows: 

%100
median

minmaxDispersion 


   (1) 

The results are shown it Table I. We note that commercial 
Testers like the one we used in the next section, usually report 
the number of all frames per second (including frames in both 
directions), but siitperf reports the number of frames per 
second per direction. Thus the number of all frames per second 
forwarded by the Linux kernel was the double of the numbers 
shown in Table I. 

Let us compare the results with and without flow control for 
each frame size individually. As for 64-byte frames, the median 
throughput with flow control (3,432,658fps) is about 0.6% 
higher than the median throughput without flow control 
(3,411,322fps). The lack of flow control has also significantly 
increased the dispersion of the results (from 0.6% to 1.28%). 
As for 128-byte frames, the median throughput with flow 
control (3,352,378fps) is only about 0.2% higher than the 
median throughput without flow control (3,444,630fps). 
Finally, with 256-byte frames, the median throughput with flow 
control (3,153,894fps) is only about 0.03% higher than the 
median throughput without flow control (3,152,872fps). We 
can observe that the difference between the median of the 
results with and without flow control definitely decreases with 
the increase of the frame size. 

We are satisfied with the results in the sense that the 3,4Mfps 
is more than the half of the 6,3Mfps maximum frame rate 
siitperf can achieve on the given hardware [16] and our 
results with and without Ethernet flow control are quite close to 
each other (even the largest difference is below 1%).  

To be able to test the effect of the Ethernet flow control at a 
significantly lower frame rate using the very same test system, 
we used fixed port numbers. In this case, the packet processing 
at the DUT was not hashed to all 8 active CPU cores of the 
DUT, but only two CPU cores were used3 (one core per 
direction).  This time we performed the throughput 
measurements using all standard frame sizes, as throughput was 
always lower than the theoretical maximum value for the media 
at the given frame size. Our results with flow control are shown 
in Table II. As we expected, the dispersion of the results is 
lower than 1% for all frame rates. The median throughput 
slightly decreases, when we increase the frame size from 64 
bytes (885,643fps) through 128 bytes (878,256fps) to 256 bytes 
(857,575fps). There is significant decrease at 512 bytes 
(779,410fps) and median throughput remains constant (within 
measurement error) at all higher frame sizes. The investigation 
of the decrease of the median at 512 bytes is beyond the scope 
of our current paper, we just mention that it can also be 
observed in Fig. 3 of [15]. 

3 We could observe only the load caused by software interrupts. 

DUT
Dell PowerEdge C6220 

Tester
Dell PowerEdge C6220 
(running siitperf) 

eno2: DHCP

eno2: DHCP

enp3s0f0:
198.18.0.2/24

enp3s0f1:
198.19.0.2/24

enp3s0f1:
198.19.0.1/24

enp3s0f0:
198.18.0.1/24

2x 10G Ethernet
with direct cables  

n017

n018

 
Fig. 2.  Measurement setup for IPv4 Linux kernel routing: 
throughput tests with and without Ethernet flow control. 
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timing algorithm of the sender function. For example, the 
original implementation of dns64perf++ used a 
sophisticated algorithm that intended to distribute the 
compensation of such initial latency for the rest of the 
measurement time [13]. Unfortunately, the compensation 
algorithm did not work well and thus the sending rate was 
somewhat lower than required from the beginning of the 
measurement for a long time, and it was significantly higher 
than required at the end [14]. Therefore, we have replaced the 
timing algorithm with a simpler one that promptly compensates 
the latency [14]. We followed the same approach in 
siitperf, thus it sends the test frame (if it can), when its time 
has arrived, with no respect to what has happened before [3]. 
Therefore, siitperf very likely produces micro burst(s) at 
rates close to the upper limit of its sending performance. 

Unfortunately, we did not have a NetFPGA device used by 
the authors of [12], therefore, we decided to check, how the 
imprecise timing of siitperf influences its measurement 
results. Our error model is that traffic with not exact inter-
arrival time may have the following influence on the throughput 
test results: 

1. The median decreases, because the imprecise timing 
causes sometimes overload and thus frame loss at lower 
rates than the throughput rate with precise timing. 

2. The dispersion of the results increases, because some 
random events (like interrupts) influence each execution 
of the test differently. 

The actual frame loss caused by the imprecise timing may 
also depend on a further parameter, namely, if Ethernet flow 
control (IEEE 802.3x) is used or not, because flow control may 
“iron out” the random peaks of the frame sending rate caused 
by imprecise timing. 

Therefore, first, we test how the presence or absence of flow 
control influences the results. This phenomenon is interesting 
by itself, and the results of this comparison proved to be very 
important due to the limitations of our next examination. 

Then, we benchmark the same DUT with both a calibrated 
tester and siitperf so that we can see the difference. The 
fact that siitperf is able to perform pure IPv4 or IPv6 
benchmarking tests, allowed us to use an RFC 2544 [8] 
compliant legacy tester. This solution has also its limitations: 
although RFC 8219 has taken the throughput and frame loss 
rate tests verbatim from RFC 2544, the latency test has been 
redefined (it requires at least 500 tagged frames instead of a 
single one) and packet delay variation measurement is a 
completely new one. Thus they cannot be validated by an RFC 
2544 tester. 

We note that even if we can directly check the accuracy of 
frame sending of siitperf-tp only, we expect that the 
accuracy of frame sending of the other two programs is not 
worse, either. As for siitperf-lat, the relatively low 
number of tagged frames, which are distributed evenly, cannot 
make any significant effect. As for siitperf-pdv, the 
setting of their individual identifier and checksum requires 
some time, and thus there is non-zero lower bound for their 

inter-frame time, at least in theory. We note that it guarantees 
nothing in practice due to the fact of NIC buffering: back-to-
back frames (that is frames with minimum inter-frame gap) may 
still occur. 

B. Consideration of Other Errors 
Unlike the sender function that sends frames individually, the 

receiver function may receive multiple frames together to 
ensure high performance. This can surely not cause any 
problem with the throughput and frame loss rate measurements, 
because the frames are only counted. The receiving timestamps 
of latency and packed delay variation tests may be influenced, 
but they are also influenced by buffering even if they are taken 
out from the receive buffer individually.  

The sending and receiving timestamps are subject to further 
errors due to the fact that interrupts may occur between the 
sending/receiving of the frames and taking the timestamp by the 
execution of the RDTSC machine code instruction. This is a 
kind of error we cannot measure. As for latency measurements, 
one possible mitigation can be, if the user sets the number of 
time stamps to be used to a significantly higher value than the 
required minimum 500 (siitperf supports up to 50,000) and 
thus the calculation of the 99.9th percentile removes the errors, 
if they are rare enough. This mitigation automatically applies 
for packet delay variation tests, as all frames are time stamped. 

Although it is the responsibility of the user to specify the four 
cores that execute the sending and receiving threads so that they 
belong to the same physical CPU as the main core (used for 
starting the program), siitperf does some sanity checks if 
the TSC-s of the four CPU cores are synchronized with that of 
the main core. Otherwise the TSC values specified for starting 
and stopping the experiment as well as the differences of the 
timestamps of the corresponding senders and receivers would 
be invalid. 

We believe that all other errors including the conversions 
between (milli)seconds and TSC, the counting of the sent and 
received frames, the calculations with the timestamps, etc. are 
subject to general software testing and verification procedures. 

IV. INVESTIGATION OF THE EFFECT OF ETHERNET FLOW 
CONTROL 

To be able to investigate, how the presence or the absence of 
the Ethernet flow control influences the results, we needed a 
test system that is free from any other effects that may make our 
results noisy. Based on our SIIT benchmarking experience [15], 
we have chosen to reuse a previously built tests system, which 
was build up by two identical Dell PowerEdge C6220 servers 
in the NICT StarBED, Japan. The very same system was also 
used for benchmarking the extension of siitperf with the 
ability of using random source and destination port numbers 
[16] as required by RFC 4814 [17].  

We have taken the following description of the test system 
from that paper [16]. 

“The servers were equipped with two 2GHz Intel Xeon E5-
2650 CPUs having 8 cores each, 128GB 1333MHz DDR3 
RAM and Intel 10G dual port X520 Ethernet network adapters. 
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The Debian Linux operating system was updated to version 
9.13 on all computers. The Linux kernel version was: 4.9.0-4-
amd64. The DPDK version was 16.11.11-1+deb9u2.” [16] 

The “varport” branch of siitperf was used, its latest 
commit was bfddb5f on Aug 23, 2020. (Since then, the varport 
branch was merged into the master branch.) 

We expected that the difference between the results with and 
without Ethernet flow control depends on the frame rate and we 
also wanted to test this hypothesis. 

To achieve high enough frame rates, first, we benchmarked 
IPv4 kernel routing using random source and destination port 
numbers as we did in [16]. The topology of the test system is 
shown in Fig. 2. The CPU clock rate was set to fixed 2GHz on 
both computers and hyperthreading was switched off (using the 
same BIOS settings as specified in the appendix of [18]). All 
cores of the second CPU of the DUT were switched off using 
the maxcpus=8 kernel parameter to avoid NUMA issues 
(please refer to [15] for a detailed explanation).  

As for frames sizes, we used 64, 128 and 256 bytes from 
among the standard frame sizes recommended by RFC 8219, 
because the throughput of the DUT was limited by the 
performance of the DUT with these frame sizes, whereas 
throughput was limited by the maximum frame rate of the 10G 
Ethernet for all higher standard frame sizes. 

Technical note: siitperf interprets the specified frame 
size values for IPv6 frames and uses 20 bytes less for IPv4 
frames, therefore we always set 20 bytes higher values. This is 
important, if someone would like to repeat our experiments. 

As required by RFC 8219, we used bidirectional traffic and 
60s long tests at each step of the binary search. The Error2 
parameter of the binary search was set to 1. The throughput tests 
were performed 20 times and the median, minimum and 
maximum values of the 20 results were calculated. In addition 

 
 
2 Error means that the binary search may stop, when: 

upper_limit – lower_limit ≤ Error. 

to that, we have also calculated another value to express the 
consistent or scattered nature of the results, which we named 
dispersion and defined as follows: 

%100
median

minmaxDispersion 


   (1) 

The results are shown it Table I. We note that commercial 
Testers like the one we used in the next section, usually report 
the number of all frames per second (including frames in both 
directions), but siitperf reports the number of frames per 
second per direction. Thus the number of all frames per second 
forwarded by the Linux kernel was the double of the numbers 
shown in Table I. 

Let us compare the results with and without flow control for 
each frame size individually. As for 64-byte frames, the median 
throughput with flow control (3,432,658fps) is about 0.6% 
higher than the median throughput without flow control 
(3,411,322fps). The lack of flow control has also significantly 
increased the dispersion of the results (from 0.6% to 1.28%). 
As for 128-byte frames, the median throughput with flow 
control (3,352,378fps) is only about 0.2% higher than the 
median throughput without flow control (3,444,630fps). 
Finally, with 256-byte frames, the median throughput with flow 
control (3,153,894fps) is only about 0.03% higher than the 
median throughput without flow control (3,152,872fps). We 
can observe that the difference between the median of the 
results with and without flow control definitely decreases with 
the increase of the frame size. 

We are satisfied with the results in the sense that the 3,4Mfps 
is more than the half of the 6,3Mfps maximum frame rate 
siitperf can achieve on the given hardware [16] and our 
results with and without Ethernet flow control are quite close to 
each other (even the largest difference is below 1%).  

To be able to test the effect of the Ethernet flow control at a 
significantly lower frame rate using the very same test system, 
we used fixed port numbers. In this case, the packet processing 
at the DUT was not hashed to all 8 active CPU cores of the 
DUT, but only two CPU cores were used3 (one core per 
direction).  This time we performed the throughput 
measurements using all standard frame sizes, as throughput was 
always lower than the theoretical maximum value for the media 
at the given frame size. Our results with flow control are shown 
in Table II. As we expected, the dispersion of the results is 
lower than 1% for all frame rates. The median throughput 
slightly decreases, when we increase the frame size from 64 
bytes (885,643fps) through 128 bytes (878,256fps) to 256 bytes 
(857,575fps). There is significant decrease at 512 bytes 
(779,410fps) and median throughput remains constant (within 
measurement error) at all higher frame sizes. The investigation 
of the decrease of the median at 512 bytes is beyond the scope 
of our current paper, we just mention that it can also be 
observed in Fig. 3 of [15]. 

3 We could observe only the load caused by software interrupts. 
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Fig. 2.  Measurement setup for IPv4 Linux kernel routing: 
throughput tests with and without Ethernet flow control. 
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timing algorithm of the sender function. For example, the 
original implementation of dns64perf++ used a 
sophisticated algorithm that intended to distribute the 
compensation of such initial latency for the rest of the 
measurement time [13]. Unfortunately, the compensation 
algorithm did not work well and thus the sending rate was 
somewhat lower than required from the beginning of the 
measurement for a long time, and it was significantly higher 
than required at the end [14]. Therefore, we have replaced the 
timing algorithm with a simpler one that promptly compensates 
the latency [14]. We followed the same approach in 
siitperf, thus it sends the test frame (if it can), when its time 
has arrived, with no respect to what has happened before [3]. 
Therefore, siitperf very likely produces micro burst(s) at 
rates close to the upper limit of its sending performance. 

Unfortunately, we did not have a NetFPGA device used by 
the authors of [12], therefore, we decided to check, how the 
imprecise timing of siitperf influences its measurement 
results. Our error model is that traffic with not exact inter-
arrival time may have the following influence on the throughput 
test results: 

1. The median decreases, because the imprecise timing 
causes sometimes overload and thus frame loss at lower 
rates than the throughput rate with precise timing. 

2. The dispersion of the results increases, because some 
random events (like interrupts) influence each execution 
of the test differently. 

The actual frame loss caused by the imprecise timing may 
also depend on a further parameter, namely, if Ethernet flow 
control (IEEE 802.3x) is used or not, because flow control may 
“iron out” the random peaks of the frame sending rate caused 
by imprecise timing. 

Therefore, first, we test how the presence or absence of flow 
control influences the results. This phenomenon is interesting 
by itself, and the results of this comparison proved to be very 
important due to the limitations of our next examination. 

Then, we benchmark the same DUT with both a calibrated 
tester and siitperf so that we can see the difference. The 
fact that siitperf is able to perform pure IPv4 or IPv6 
benchmarking tests, allowed us to use an RFC 2544 [8] 
compliant legacy tester. This solution has also its limitations: 
although RFC 8219 has taken the throughput and frame loss 
rate tests verbatim from RFC 2544, the latency test has been 
redefined (it requires at least 500 tagged frames instead of a 
single one) and packet delay variation measurement is a 
completely new one. Thus they cannot be validated by an RFC 
2544 tester. 

We note that even if we can directly check the accuracy of 
frame sending of siitperf-tp only, we expect that the 
accuracy of frame sending of the other two programs is not 
worse, either. As for siitperf-lat, the relatively low 
number of tagged frames, which are distributed evenly, cannot 
make any significant effect. As for siitperf-pdv, the 
setting of their individual identifier and checksum requires 
some time, and thus there is non-zero lower bound for their 

inter-frame time, at least in theory. We note that it guarantees 
nothing in practice due to the fact of NIC buffering: back-to-
back frames (that is frames with minimum inter-frame gap) may 
still occur. 

B. Consideration of Other Errors 
Unlike the sender function that sends frames individually, the 

receiver function may receive multiple frames together to 
ensure high performance. This can surely not cause any 
problem with the throughput and frame loss rate measurements, 
because the frames are only counted. The receiving timestamps 
of latency and packed delay variation tests may be influenced, 
but they are also influenced by buffering even if they are taken 
out from the receive buffer individually.  

The sending and receiving timestamps are subject to further 
errors due to the fact that interrupts may occur between the 
sending/receiving of the frames and taking the timestamp by the 
execution of the RDTSC machine code instruction. This is a 
kind of error we cannot measure. As for latency measurements, 
one possible mitigation can be, if the user sets the number of 
time stamps to be used to a significantly higher value than the 
required minimum 500 (siitperf supports up to 50,000) and 
thus the calculation of the 99.9th percentile removes the errors, 
if they are rare enough. This mitigation automatically applies 
for packet delay variation tests, as all frames are time stamped. 

Although it is the responsibility of the user to specify the four 
cores that execute the sending and receiving threads so that they 
belong to the same physical CPU as the main core (used for 
starting the program), siitperf does some sanity checks if 
the TSC-s of the four CPU cores are synchronized with that of 
the main core. Otherwise the TSC values specified for starting 
and stopping the experiment as well as the differences of the 
timestamps of the corresponding senders and receivers would 
be invalid. 

We believe that all other errors including the conversions 
between (milli)seconds and TSC, the counting of the sent and 
received frames, the calculations with the timestamps, etc. are 
subject to general software testing and verification procedures. 

IV. INVESTIGATION OF THE EFFECT OF ETHERNET FLOW 
CONTROL 

To be able to investigate, how the presence or the absence of 
the Ethernet flow control influences the results, we needed a 
test system that is free from any other effects that may make our 
results noisy. Based on our SIIT benchmarking experience [15], 
we have chosen to reuse a previously built tests system, which 
was build up by two identical Dell PowerEdge C6220 servers 
in the NICT StarBED, Japan. The very same system was also 
used for benchmarking the extension of siitperf with the 
ability of using random source and destination port numbers 
[16] as required by RFC 4814 [17].  

We have taken the following description of the test system 
from that paper [16]. 

“The servers were equipped with two 2GHz Intel Xeon E5-
2650 CPUs having 8 cores each, 128GB 1333MHz DDR3 
RAM and Intel 10G dual port X520 Ethernet network adapters. 
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timing algorithm of the sender function. For example, the 
original implementation of dns64perf++ used a 
sophisticated algorithm that intended to distribute the 
compensation of such initial latency for the rest of the 
measurement time [13]. Unfortunately, the compensation 
algorithm did not work well and thus the sending rate was 
somewhat lower than required from the beginning of the 
measurement for a long time, and it was significantly higher 
than required at the end [14]. Therefore, we have replaced the 
timing algorithm with a simpler one that promptly compensates 
the latency [14]. We followed the same approach in 
siitperf, thus it sends the test frame (if it can), when its time 
has arrived, with no respect to what has happened before [3]. 
Therefore, siitperf very likely produces micro burst(s) at 
rates close to the upper limit of its sending performance. 

Unfortunately, we did not have a NetFPGA device used by 
the authors of [12], therefore, we decided to check, how the 
imprecise timing of siitperf influences its measurement 
results. Our error model is that traffic with not exact inter-
arrival time may have the following influence on the throughput 
test results: 

1. The median decreases, because the imprecise timing 
causes sometimes overload and thus frame loss at lower 
rates than the throughput rate with precise timing. 

2. The dispersion of the results increases, because some 
random events (like interrupts) influence each execution 
of the test differently. 

The actual frame loss caused by the imprecise timing may 
also depend on a further parameter, namely, if Ethernet flow 
control (IEEE 802.3x) is used or not, because flow control may 
“iron out” the random peaks of the frame sending rate caused 
by imprecise timing. 

Therefore, first, we test how the presence or absence of flow 
control influences the results. This phenomenon is interesting 
by itself, and the results of this comparison proved to be very 
important due to the limitations of our next examination. 

Then, we benchmark the same DUT with both a calibrated 
tester and siitperf so that we can see the difference. The 
fact that siitperf is able to perform pure IPv4 or IPv6 
benchmarking tests, allowed us to use an RFC 2544 [8] 
compliant legacy tester. This solution has also its limitations: 
although RFC 8219 has taken the throughput and frame loss 
rate tests verbatim from RFC 2544, the latency test has been 
redefined (it requires at least 500 tagged frames instead of a 
single one) and packet delay variation measurement is a 
completely new one. Thus they cannot be validated by an RFC 
2544 tester. 

We note that even if we can directly check the accuracy of 
frame sending of siitperf-tp only, we expect that the 
accuracy of frame sending of the other two programs is not 
worse, either. As for siitperf-lat, the relatively low 
number of tagged frames, which are distributed evenly, cannot 
make any significant effect. As for siitperf-pdv, the 
setting of their individual identifier and checksum requires 
some time, and thus there is non-zero lower bound for their 

inter-frame time, at least in theory. We note that it guarantees 
nothing in practice due to the fact of NIC buffering: back-to-
back frames (that is frames with minimum inter-frame gap) may 
still occur. 

B. Consideration of Other Errors 
Unlike the sender function that sends frames individually, the 

receiver function may receive multiple frames together to 
ensure high performance. This can surely not cause any 
problem with the throughput and frame loss rate measurements, 
because the frames are only counted. The receiving timestamps 
of latency and packed delay variation tests may be influenced, 
but they are also influenced by buffering even if they are taken 
out from the receive buffer individually.  

The sending and receiving timestamps are subject to further 
errors due to the fact that interrupts may occur between the 
sending/receiving of the frames and taking the timestamp by the 
execution of the RDTSC machine code instruction. This is a 
kind of error we cannot measure. As for latency measurements, 
one possible mitigation can be, if the user sets the number of 
time stamps to be used to a significantly higher value than the 
required minimum 500 (siitperf supports up to 50,000) and 
thus the calculation of the 99.9th percentile removes the errors, 
if they are rare enough. This mitigation automatically applies 
for packet delay variation tests, as all frames are time stamped. 

Although it is the responsibility of the user to specify the four 
cores that execute the sending and receiving threads so that they 
belong to the same physical CPU as the main core (used for 
starting the program), siitperf does some sanity checks if 
the TSC-s of the four CPU cores are synchronized with that of 
the main core. Otherwise the TSC values specified for starting 
and stopping the experiment as well as the differences of the 
timestamps of the corresponding senders and receivers would 
be invalid. 

We believe that all other errors including the conversions 
between (milli)seconds and TSC, the counting of the sent and 
received frames, the calculations with the timestamps, etc. are 
subject to general software testing and verification procedures. 

IV. INVESTIGATION OF THE EFFECT OF ETHERNET FLOW 
CONTROL 

To be able to investigate, how the presence or the absence of 
the Ethernet flow control influences the results, we needed a 
test system that is free from any other effects that may make our 
results noisy. Based on our SIIT benchmarking experience [15], 
we have chosen to reuse a previously built tests system, which 
was build up by two identical Dell PowerEdge C6220 servers 
in the NICT StarBED, Japan. The very same system was also 
used for benchmarking the extension of siitperf with the 
ability of using random source and destination port numbers 
[16] as required by RFC 4814 [17].  

We have taken the following description of the test system 
from that paper [16]. 

“The servers were equipped with two 2GHz Intel Xeon E5-
2650 CPUs having 8 cores each, 128GB 1333MHz DDR3 
RAM and Intel 10G dual port X520 Ethernet network adapters. 
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The Debian Linux operating system was updated to version 
9.13 on all computers. The Linux kernel version was: 4.9.0-4-
amd64. The DPDK version was 16.11.11-1+deb9u2.” [16] 

The “varport” branch of siitperf was used, its latest 
commit was bfddb5f on Aug 23, 2020. (Since then, the varport 
branch was merged into the master branch.) 

We expected that the difference between the results with and 
without Ethernet flow control depends on the frame rate and we 
also wanted to test this hypothesis. 

To achieve high enough frame rates, first, we benchmarked 
IPv4 kernel routing using random source and destination port 
numbers as we did in [16]. The topology of the test system is 
shown in Fig. 2. The CPU clock rate was set to fixed 2GHz on 
both computers and hyperthreading was switched off (using the 
same BIOS settings as specified in the appendix of [18]). All 
cores of the second CPU of the DUT were switched off using 
the maxcpus=8 kernel parameter to avoid NUMA issues 
(please refer to [15] for a detailed explanation).  

As for frames sizes, we used 64, 128 and 256 bytes from 
among the standard frame sizes recommended by RFC 8219, 
because the throughput of the DUT was limited by the 
performance of the DUT with these frame sizes, whereas 
throughput was limited by the maximum frame rate of the 10G 
Ethernet for all higher standard frame sizes. 

Technical note: siitperf interprets the specified frame 
size values for IPv6 frames and uses 20 bytes less for IPv4 
frames, therefore we always set 20 bytes higher values. This is 
important, if someone would like to repeat our experiments. 

As required by RFC 8219, we used bidirectional traffic and 
60s long tests at each step of the binary search. The Error2 
parameter of the binary search was set to 1. The throughput tests 
were performed 20 times and the median, minimum and 
maximum values of the 20 results were calculated. In addition 

 
 
2 Error means that the binary search may stop, when: 

upper_limit – lower_limit ≤ Error. 

to that, we have also calculated another value to express the 
consistent or scattered nature of the results, which we named 
dispersion and defined as follows: 
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The results are shown it Table I. We note that commercial 
Testers like the one we used in the next section, usually report 
the number of all frames per second (including frames in both 
directions), but siitperf reports the number of frames per 
second per direction. Thus the number of all frames per second 
forwarded by the Linux kernel was the double of the numbers 
shown in Table I. 

Let us compare the results with and without flow control for 
each frame size individually. As for 64-byte frames, the median 
throughput with flow control (3,432,658fps) is about 0.6% 
higher than the median throughput without flow control 
(3,411,322fps). The lack of flow control has also significantly 
increased the dispersion of the results (from 0.6% to 1.28%). 
As for 128-byte frames, the median throughput with flow 
control (3,352,378fps) is only about 0.2% higher than the 
median throughput without flow control (3,444,630fps). 
Finally, with 256-byte frames, the median throughput with flow 
control (3,153,894fps) is only about 0.03% higher than the 
median throughput without flow control (3,152,872fps). We 
can observe that the difference between the median of the 
results with and without flow control definitely decreases with 
the increase of the frame size. 

We are satisfied with the results in the sense that the 3,4Mfps 
is more than the half of the 6,3Mfps maximum frame rate 
siitperf can achieve on the given hardware [16] and our 
results with and without Ethernet flow control are quite close to 
each other (even the largest difference is below 1%).  

To be able to test the effect of the Ethernet flow control at a 
significantly lower frame rate using the very same test system, 
we used fixed port numbers. In this case, the packet processing 
at the DUT was not hashed to all 8 active CPU cores of the 
DUT, but only two CPU cores were used3 (one core per 
direction).  This time we performed the throughput 
measurements using all standard frame sizes, as throughput was 
always lower than the theoretical maximum value for the media 
at the given frame size. Our results with flow control are shown 
in Table II. As we expected, the dispersion of the results is 
lower than 1% for all frame rates. The median throughput 
slightly decreases, when we increase the frame size from 64 
bytes (885,643fps) through 128 bytes (878,256fps) to 256 bytes 
(857,575fps). There is significant decrease at 512 bytes 
(779,410fps) and median throughput remains constant (within 
measurement error) at all higher frame sizes. The investigation 
of the decrease of the median at 512 bytes is beyond the scope 
of our current paper, we just mention that it can also be 
observed in Fig. 3 of [15]. 

3 We could observe only the load caused by software interrupts. 
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Fig. 2.  Measurement setup for IPv4 Linux kernel routing: 
throughput tests with and without Ethernet flow control. 
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The Debian Linux operating system was updated to version 
9.13 on all computers. The Linux kernel version was: 4.9.0-4-
amd64. The DPDK version was 16.11.11-1+deb9u2.” [16] 

The “varport” branch of siitperf was used, its latest 
commit was bfddb5f on Aug 23, 2020. (Since then, the varport 
branch was merged into the master branch.) 

We expected that the difference between the results with and 
without Ethernet flow control depends on the frame rate and we 
also wanted to test this hypothesis. 

To achieve high enough frame rates, first, we benchmarked 
IPv4 kernel routing using random source and destination port 
numbers as we did in [16]. The topology of the test system is 
shown in Fig. 2. The CPU clock rate was set to fixed 2GHz on 
both computers and hyperthreading was switched off (using the 
same BIOS settings as specified in the appendix of [18]). All 
cores of the second CPU of the DUT were switched off using 
the maxcpus=8 kernel parameter to avoid NUMA issues 
(please refer to [15] for a detailed explanation).  

As for frames sizes, we used 64, 128 and 256 bytes from 
among the standard frame sizes recommended by RFC 8219, 
because the throughput of the DUT was limited by the 
performance of the DUT with these frame sizes, whereas 
throughput was limited by the maximum frame rate of the 10G 
Ethernet for all higher standard frame sizes. 

Technical note: siitperf interprets the specified frame 
size values for IPv6 frames and uses 20 bytes less for IPv4 
frames, therefore we always set 20 bytes higher values. This is 
important, if someone would like to repeat our experiments. 

As required by RFC 8219, we used bidirectional traffic and 
60s long tests at each step of the binary search. The Error2 
parameter of the binary search was set to 1. The throughput tests 
were performed 20 times and the median, minimum and 
maximum values of the 20 results were calculated. In addition 
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to that, we have also calculated another value to express the 
consistent or scattered nature of the results, which we named 
dispersion and defined as follows: 
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The results are shown it Table I. We note that commercial 
Testers like the one we used in the next section, usually report 
the number of all frames per second (including frames in both 
directions), but siitperf reports the number of frames per 
second per direction. Thus the number of all frames per second 
forwarded by the Linux kernel was the double of the numbers 
shown in Table I. 

Let us compare the results with and without flow control for 
each frame size individually. As for 64-byte frames, the median 
throughput with flow control (3,432,658fps) is about 0.6% 
higher than the median throughput without flow control 
(3,411,322fps). The lack of flow control has also significantly 
increased the dispersion of the results (from 0.6% to 1.28%). 
As for 128-byte frames, the median throughput with flow 
control (3,352,378fps) is only about 0.2% higher than the 
median throughput without flow control (3,444,630fps). 
Finally, with 256-byte frames, the median throughput with flow 
control (3,153,894fps) is only about 0.03% higher than the 
median throughput without flow control (3,152,872fps). We 
can observe that the difference between the median of the 
results with and without flow control definitely decreases with 
the increase of the frame size. 

We are satisfied with the results in the sense that the 3,4Mfps 
is more than the half of the 6,3Mfps maximum frame rate 
siitperf can achieve on the given hardware [16] and our 
results with and without Ethernet flow control are quite close to 
each other (even the largest difference is below 1%).  

To be able to test the effect of the Ethernet flow control at a 
significantly lower frame rate using the very same test system, 
we used fixed port numbers. In this case, the packet processing 
at the DUT was not hashed to all 8 active CPU cores of the 
DUT, but only two CPU cores were used3 (one core per 
direction).  This time we performed the throughput 
measurements using all standard frame sizes, as throughput was 
always lower than the theoretical maximum value for the media 
at the given frame size. Our results with flow control are shown 
in Table II. As we expected, the dispersion of the results is 
lower than 1% for all frame rates. The median throughput 
slightly decreases, when we increase the frame size from 64 
bytes (885,643fps) through 128 bytes (878,256fps) to 256 bytes 
(857,575fps). There is significant decrease at 512 bytes 
(779,410fps) and median throughput remains constant (within 
measurement error) at all higher frame sizes. The investigation 
of the decrease of the median at 512 bytes is beyond the scope 
of our current paper, we just mention that it can also be 
observed in Fig. 3 of [15]. 

3 We could observe only the load caused by software interrupts. 
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Fig. 2.  Measurement setup for IPv4 Linux kernel routing: 
throughput tests with and without Ethernet flow control. 
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timing algorithm of the sender function. For example, the 
original implementation of dns64perf++ used a 
sophisticated algorithm that intended to distribute the 
compensation of such initial latency for the rest of the 
measurement time [13]. Unfortunately, the compensation 
algorithm did not work well and thus the sending rate was 
somewhat lower than required from the beginning of the 
measurement for a long time, and it was significantly higher 
than required at the end [14]. Therefore, we have replaced the 
timing algorithm with a simpler one that promptly compensates 
the latency [14]. We followed the same approach in 
siitperf, thus it sends the test frame (if it can), when its time 
has arrived, with no respect to what has happened before [3]. 
Therefore, siitperf very likely produces micro burst(s) at 
rates close to the upper limit of its sending performance. 

Unfortunately, we did not have a NetFPGA device used by 
the authors of [12], therefore, we decided to check, how the 
imprecise timing of siitperf influences its measurement 
results. Our error model is that traffic with not exact inter-
arrival time may have the following influence on the throughput 
test results: 

1. The median decreases, because the imprecise timing 
causes sometimes overload and thus frame loss at lower 
rates than the throughput rate with precise timing. 

2. The dispersion of the results increases, because some 
random events (like interrupts) influence each execution 
of the test differently. 

The actual frame loss caused by the imprecise timing may 
also depend on a further parameter, namely, if Ethernet flow 
control (IEEE 802.3x) is used or not, because flow control may 
“iron out” the random peaks of the frame sending rate caused 
by imprecise timing. 

Therefore, first, we test how the presence or absence of flow 
control influences the results. This phenomenon is interesting 
by itself, and the results of this comparison proved to be very 
important due to the limitations of our next examination. 

Then, we benchmark the same DUT with both a calibrated 
tester and siitperf so that we can see the difference. The 
fact that siitperf is able to perform pure IPv4 or IPv6 
benchmarking tests, allowed us to use an RFC 2544 [8] 
compliant legacy tester. This solution has also its limitations: 
although RFC 8219 has taken the throughput and frame loss 
rate tests verbatim from RFC 2544, the latency test has been 
redefined (it requires at least 500 tagged frames instead of a 
single one) and packet delay variation measurement is a 
completely new one. Thus they cannot be validated by an RFC 
2544 tester. 

We note that even if we can directly check the accuracy of 
frame sending of siitperf-tp only, we expect that the 
accuracy of frame sending of the other two programs is not 
worse, either. As for siitperf-lat, the relatively low 
number of tagged frames, which are distributed evenly, cannot 
make any significant effect. As for siitperf-pdv, the 
setting of their individual identifier and checksum requires 
some time, and thus there is non-zero lower bound for their 

inter-frame time, at least in theory. We note that it guarantees 
nothing in practice due to the fact of NIC buffering: back-to-
back frames (that is frames with minimum inter-frame gap) may 
still occur. 

B. Consideration of Other Errors 
Unlike the sender function that sends frames individually, the 

receiver function may receive multiple frames together to 
ensure high performance. This can surely not cause any 
problem with the throughput and frame loss rate measurements, 
because the frames are only counted. The receiving timestamps 
of latency and packed delay variation tests may be influenced, 
but they are also influenced by buffering even if they are taken 
out from the receive buffer individually.  

The sending and receiving timestamps are subject to further 
errors due to the fact that interrupts may occur between the 
sending/receiving of the frames and taking the timestamp by the 
execution of the RDTSC machine code instruction. This is a 
kind of error we cannot measure. As for latency measurements, 
one possible mitigation can be, if the user sets the number of 
time stamps to be used to a significantly higher value than the 
required minimum 500 (siitperf supports up to 50,000) and 
thus the calculation of the 99.9th percentile removes the errors, 
if they are rare enough. This mitigation automatically applies 
for packet delay variation tests, as all frames are time stamped. 

Although it is the responsibility of the user to specify the four 
cores that execute the sending and receiving threads so that they 
belong to the same physical CPU as the main core (used for 
starting the program), siitperf does some sanity checks if 
the TSC-s of the four CPU cores are synchronized with that of 
the main core. Otherwise the TSC values specified for starting 
and stopping the experiment as well as the differences of the 
timestamps of the corresponding senders and receivers would 
be invalid. 

We believe that all other errors including the conversions 
between (milli)seconds and TSC, the counting of the sent and 
received frames, the calculations with the timestamps, etc. are 
subject to general software testing and verification procedures. 

IV. INVESTIGATION OF THE EFFECT OF ETHERNET FLOW 
CONTROL 

To be able to investigate, how the presence or the absence of 
the Ethernet flow control influences the results, we needed a 
test system that is free from any other effects that may make our 
results noisy. Based on our SIIT benchmarking experience [15], 
we have chosen to reuse a previously built tests system, which 
was build up by two identical Dell PowerEdge C6220 servers 
in the NICT StarBED, Japan. The very same system was also 
used for benchmarking the extension of siitperf with the 
ability of using random source and destination port numbers 
[16] as required by RFC 4814 [17].  

We have taken the following description of the test system 
from that paper [16]. 

“The servers were equipped with two 2GHz Intel Xeon E5-
2650 CPUs having 8 cores each, 128GB 1333MHz DDR3 
RAM and Intel 10G dual port X520 Ethernet network adapters. 

4 
> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 

The Debian Linux operating system was updated to version 
9.13 on all computers. The Linux kernel version was: 4.9.0-4-
amd64. The DPDK version was 16.11.11-1+deb9u2.” [16] 

The “varport” branch of siitperf was used, its latest 
commit was bfddb5f on Aug 23, 2020. (Since then, the varport 
branch was merged into the master branch.) 

We expected that the difference between the results with and 
without Ethernet flow control depends on the frame rate and we 
also wanted to test this hypothesis. 

To achieve high enough frame rates, first, we benchmarked 
IPv4 kernel routing using random source and destination port 
numbers as we did in [16]. The topology of the test system is 
shown in Fig. 2. The CPU clock rate was set to fixed 2GHz on 
both computers and hyperthreading was switched off (using the 
same BIOS settings as specified in the appendix of [18]). All 
cores of the second CPU of the DUT were switched off using 
the maxcpus=8 kernel parameter to avoid NUMA issues 
(please refer to [15] for a detailed explanation).  

As for frames sizes, we used 64, 128 and 256 bytes from 
among the standard frame sizes recommended by RFC 8219, 
because the throughput of the DUT was limited by the 
performance of the DUT with these frame sizes, whereas 
throughput was limited by the maximum frame rate of the 10G 
Ethernet for all higher standard frame sizes. 

Technical note: siitperf interprets the specified frame 
size values for IPv6 frames and uses 20 bytes less for IPv4 
frames, therefore we always set 20 bytes higher values. This is 
important, if someone would like to repeat our experiments. 

As required by RFC 8219, we used bidirectional traffic and 
60s long tests at each step of the binary search. The Error2 
parameter of the binary search was set to 1. The throughput tests 
were performed 20 times and the median, minimum and 
maximum values of the 20 results were calculated. In addition 
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to that, we have also calculated another value to express the 
consistent or scattered nature of the results, which we named 
dispersion and defined as follows: 
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The results are shown it Table I. We note that commercial 
Testers like the one we used in the next section, usually report 
the number of all frames per second (including frames in both 
directions), but siitperf reports the number of frames per 
second per direction. Thus the number of all frames per second 
forwarded by the Linux kernel was the double of the numbers 
shown in Table I. 

Let us compare the results with and without flow control for 
each frame size individually. As for 64-byte frames, the median 
throughput with flow control (3,432,658fps) is about 0.6% 
higher than the median throughput without flow control 
(3,411,322fps). The lack of flow control has also significantly 
increased the dispersion of the results (from 0.6% to 1.28%). 
As for 128-byte frames, the median throughput with flow 
control (3,352,378fps) is only about 0.2% higher than the 
median throughput without flow control (3,444,630fps). 
Finally, with 256-byte frames, the median throughput with flow 
control (3,153,894fps) is only about 0.03% higher than the 
median throughput without flow control (3,152,872fps). We 
can observe that the difference between the median of the 
results with and without flow control definitely decreases with 
the increase of the frame size. 

We are satisfied with the results in the sense that the 3,4Mfps 
is more than the half of the 6,3Mfps maximum frame rate 
siitperf can achieve on the given hardware [16] and our 
results with and without Ethernet flow control are quite close to 
each other (even the largest difference is below 1%).  

To be able to test the effect of the Ethernet flow control at a 
significantly lower frame rate using the very same test system, 
we used fixed port numbers. In this case, the packet processing 
at the DUT was not hashed to all 8 active CPU cores of the 
DUT, but only two CPU cores were used3 (one core per 
direction).  This time we performed the throughput 
measurements using all standard frame sizes, as throughput was 
always lower than the theoretical maximum value for the media 
at the given frame size. Our results with flow control are shown 
in Table II. As we expected, the dispersion of the results is 
lower than 1% for all frame rates. The median throughput 
slightly decreases, when we increase the frame size from 64 
bytes (885,643fps) through 128 bytes (878,256fps) to 256 bytes 
(857,575fps). There is significant decrease at 512 bytes 
(779,410fps) and median throughput remains constant (within 
measurement error) at all higher frame sizes. The investigation 
of the decrease of the median at 512 bytes is beyond the scope 
of our current paper, we just mention that it can also be 
observed in Fig. 3 of [15]. 

3 We could observe only the load caused by software interrupts. 
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Fig. 2.  Measurement setup for IPv4 Linux kernel routing: 
throughput tests with and without Ethernet flow control. 

3 
> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 

timing algorithm of the sender function. For example, the 
original implementation of dns64perf++ used a 
sophisticated algorithm that intended to distribute the 
compensation of such initial latency for the rest of the 
measurement time [13]. Unfortunately, the compensation 
algorithm did not work well and thus the sending rate was 
somewhat lower than required from the beginning of the 
measurement for a long time, and it was significantly higher 
than required at the end [14]. Therefore, we have replaced the 
timing algorithm with a simpler one that promptly compensates 
the latency [14]. We followed the same approach in 
siitperf, thus it sends the test frame (if it can), when its time 
has arrived, with no respect to what has happened before [3]. 
Therefore, siitperf very likely produces micro burst(s) at 
rates close to the upper limit of its sending performance. 

Unfortunately, we did not have a NetFPGA device used by 
the authors of [12], therefore, we decided to check, how the 
imprecise timing of siitperf influences its measurement 
results. Our error model is that traffic with not exact inter-
arrival time may have the following influence on the throughput 
test results: 

1. The median decreases, because the imprecise timing 
causes sometimes overload and thus frame loss at lower 
rates than the throughput rate with precise timing. 

2. The dispersion of the results increases, because some 
random events (like interrupts) influence each execution 
of the test differently. 

The actual frame loss caused by the imprecise timing may 
also depend on a further parameter, namely, if Ethernet flow 
control (IEEE 802.3x) is used or not, because flow control may 
“iron out” the random peaks of the frame sending rate caused 
by imprecise timing. 

Therefore, first, we test how the presence or absence of flow 
control influences the results. This phenomenon is interesting 
by itself, and the results of this comparison proved to be very 
important due to the limitations of our next examination. 

Then, we benchmark the same DUT with both a calibrated 
tester and siitperf so that we can see the difference. The 
fact that siitperf is able to perform pure IPv4 or IPv6 
benchmarking tests, allowed us to use an RFC 2544 [8] 
compliant legacy tester. This solution has also its limitations: 
although RFC 8219 has taken the throughput and frame loss 
rate tests verbatim from RFC 2544, the latency test has been 
redefined (it requires at least 500 tagged frames instead of a 
single one) and packet delay variation measurement is a 
completely new one. Thus they cannot be validated by an RFC 
2544 tester. 

We note that even if we can directly check the accuracy of 
frame sending of siitperf-tp only, we expect that the 
accuracy of frame sending of the other two programs is not 
worse, either. As for siitperf-lat, the relatively low 
number of tagged frames, which are distributed evenly, cannot 
make any significant effect. As for siitperf-pdv, the 
setting of their individual identifier and checksum requires 
some time, and thus there is non-zero lower bound for their 

inter-frame time, at least in theory. We note that it guarantees 
nothing in practice due to the fact of NIC buffering: back-to-
back frames (that is frames with minimum inter-frame gap) may 
still occur. 

B. Consideration of Other Errors 
Unlike the sender function that sends frames individually, the 

receiver function may receive multiple frames together to 
ensure high performance. This can surely not cause any 
problem with the throughput and frame loss rate measurements, 
because the frames are only counted. The receiving timestamps 
of latency and packed delay variation tests may be influenced, 
but they are also influenced by buffering even if they are taken 
out from the receive buffer individually.  

The sending and receiving timestamps are subject to further 
errors due to the fact that interrupts may occur between the 
sending/receiving of the frames and taking the timestamp by the 
execution of the RDTSC machine code instruction. This is a 
kind of error we cannot measure. As for latency measurements, 
one possible mitigation can be, if the user sets the number of 
time stamps to be used to a significantly higher value than the 
required minimum 500 (siitperf supports up to 50,000) and 
thus the calculation of the 99.9th percentile removes the errors, 
if they are rare enough. This mitigation automatically applies 
for packet delay variation tests, as all frames are time stamped. 

Although it is the responsibility of the user to specify the four 
cores that execute the sending and receiving threads so that they 
belong to the same physical CPU as the main core (used for 
starting the program), siitperf does some sanity checks if 
the TSC-s of the four CPU cores are synchronized with that of 
the main core. Otherwise the TSC values specified for starting 
and stopping the experiment as well as the differences of the 
timestamps of the corresponding senders and receivers would 
be invalid. 

We believe that all other errors including the conversions 
between (milli)seconds and TSC, the counting of the sent and 
received frames, the calculations with the timestamps, etc. are 
subject to general software testing and verification procedures. 

IV. INVESTIGATION OF THE EFFECT OF ETHERNET FLOW 
CONTROL 

To be able to investigate, how the presence or the absence of 
the Ethernet flow control influences the results, we needed a 
test system that is free from any other effects that may make our 
results noisy. Based on our SIIT benchmarking experience [15], 
we have chosen to reuse a previously built tests system, which 
was build up by two identical Dell PowerEdge C6220 servers 
in the NICT StarBED, Japan. The very same system was also 
used for benchmarking the extension of siitperf with the 
ability of using random source and destination port numbers 
[16] as required by RFC 4814 [17].  

We have taken the following description of the test system 
from that paper [16]. 

“The servers were equipped with two 2GHz Intel Xeon E5-
2650 CPUs having 8 cores each, 128GB 1333MHz DDR3 
RAM and Intel 10G dual port X520 Ethernet network adapters. 

both computers and hyperthreading was switched off (using the 
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The Debian Linux operating system was updated to version 
9.13 on all computers. The Linux kernel version was: 4.9.0-4-
amd64. The DPDK version was 16.11.11-1+deb9u2.” [16] 

The “varport” branch of siitperf was used, its latest 
commit was bfddb5f on Aug 23, 2020. (Since then, the varport 
branch was merged into the master branch.) 

We expected that the difference between the results with and 
without Ethernet flow control depends on the frame rate and we 
also wanted to test this hypothesis. 

To achieve high enough frame rates, first, we benchmarked 
IPv4 kernel routing using random source and destination port 
numbers as we did in [16]. The topology of the test system is 
shown in Fig. 2. The CPU clock rate was set to fixed 2GHz on 
both computers and hyperthreading was switched off (using the 
same BIOS settings as specified in the appendix of [18]). All 
cores of the second CPU of the DUT were switched off using 
the maxcpus=8 kernel parameter to avoid NUMA issues 
(please refer to [15] for a detailed explanation).  

As for frames sizes, we used 64, 128 and 256 bytes from 
among the standard frame sizes recommended by RFC 8219, 
because the throughput of the DUT was limited by the 
performance of the DUT with these frame sizes, whereas 
throughput was limited by the maximum frame rate of the 10G 
Ethernet for all higher standard frame sizes. 

Technical note: siitperf interprets the specified frame 
size values for IPv6 frames and uses 20 bytes less for IPv4 
frames, therefore we always set 20 bytes higher values. This is 
important, if someone would like to repeat our experiments. 

As required by RFC 8219, we used bidirectional traffic and 
60s long tests at each step of the binary search. The Error2 
parameter of the binary search was set to 1. The throughput tests 
were performed 20 times and the median, minimum and 
maximum values of the 20 results were calculated. In addition 
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to that, we have also calculated another value to express the 
consistent or scattered nature of the results, which we named 
dispersion and defined as follows: 
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The results are shown it Table I. We note that commercial 
Testers like the one we used in the next section, usually report 
the number of all frames per second (including frames in both 
directions), but siitperf reports the number of frames per 
second per direction. Thus the number of all frames per second 
forwarded by the Linux kernel was the double of the numbers 
shown in Table I. 

Let us compare the results with and without flow control for 
each frame size individually. As for 64-byte frames, the median 
throughput with flow control (3,432,658fps) is about 0.6% 
higher than the median throughput without flow control 
(3,411,322fps). The lack of flow control has also significantly 
increased the dispersion of the results (from 0.6% to 1.28%). 
As for 128-byte frames, the median throughput with flow 
control (3,352,378fps) is only about 0.2% higher than the 
median throughput without flow control (3,444,630fps). 
Finally, with 256-byte frames, the median throughput with flow 
control (3,153,894fps) is only about 0.03% higher than the 
median throughput without flow control (3,152,872fps). We 
can observe that the difference between the median of the 
results with and without flow control definitely decreases with 
the increase of the frame size. 

We are satisfied with the results in the sense that the 3,4Mfps 
is more than the half of the 6,3Mfps maximum frame rate 
siitperf can achieve on the given hardware [16] and our 
results with and without Ethernet flow control are quite close to 
each other (even the largest difference is below 1%).  

To be able to test the effect of the Ethernet flow control at a 
significantly lower frame rate using the very same test system, 
we used fixed port numbers. In this case, the packet processing 
at the DUT was not hashed to all 8 active CPU cores of the 
DUT, but only two CPU cores were used3 (one core per 
direction).  This time we performed the throughput 
measurements using all standard frame sizes, as throughput was 
always lower than the theoretical maximum value for the media 
at the given frame size. Our results with flow control are shown 
in Table II. As we expected, the dispersion of the results is 
lower than 1% for all frame rates. The median throughput 
slightly decreases, when we increase the frame size from 64 
bytes (885,643fps) through 128 bytes (878,256fps) to 256 bytes 
(857,575fps). There is significant decrease at 512 bytes 
(779,410fps) and median throughput remains constant (within 
measurement error) at all higher frame sizes. The investigation 
of the decrease of the median at 512 bytes is beyond the scope 
of our current paper, we just mention that it can also be 
observed in Fig. 3 of [15]. 

3 We could observe only the load caused by software interrupts. 
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Fig. 2.  Measurement setup for IPv4 Linux kernel routing: 
throughput tests with and without Ethernet flow control. 
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commit was bfddb5f on Aug 23, 2020. (Since then, the varport 
branch was merged into the master branch.) 

We expected that the difference between the results with and 
without Ethernet flow control depends on the frame rate and we 
also wanted to test this hypothesis. 

To achieve high enough frame rates, first, we benchmarked 
IPv4 kernel routing using random source and destination port 
numbers as we did in [16]. The topology of the test system is 
shown in Fig. 2. The CPU clock rate was set to fixed 2GHz on 
both computers and hyperthreading was switched off (using the 
same BIOS settings as specified in the appendix of [18]). All 
cores of the second CPU of the DUT were switched off using 
the maxcpus=8 kernel parameter to avoid NUMA issues 
(please refer to [15] for a detailed explanation).  

As for frames sizes, we used 64, 128 and 256 bytes from 
among the standard frame sizes recommended by RFC 8219, 
because the throughput of the DUT was limited by the 
performance of the DUT with these frame sizes, whereas 
throughput was limited by the maximum frame rate of the 10G 
Ethernet for all higher standard frame sizes. 

Technical note: siitperf interprets the specified frame 
size values for IPv6 frames and uses 20 bytes less for IPv4 
frames, therefore we always set 20 bytes higher values. This is 
important, if someone would like to repeat our experiments. 

As required by RFC 8219, we used bidirectional traffic and 
60s long tests at each step of the binary search. The Error2 
parameter of the binary search was set to 1. The throughput tests 
were performed 20 times and the median, minimum and 
maximum values of the 20 results were calculated. In addition 
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The results are shown it Table I. We note that commercial 
Testers like the one we used in the next section, usually report 
the number of all frames per second (including frames in both 
directions), but siitperf reports the number of frames per 
second per direction. Thus the number of all frames per second 
forwarded by the Linux kernel was the double of the numbers 
shown in Table I. 

Let us compare the results with and without flow control for 
each frame size individually. As for 64-byte frames, the median 
throughput with flow control (3,432,658fps) is about 0.6% 
higher than the median throughput without flow control 
(3,411,322fps). The lack of flow control has also significantly 
increased the dispersion of the results (from 0.6% to 1.28%). 
As for 128-byte frames, the median throughput with flow 
control (3,352,378fps) is only about 0.2% higher than the 
median throughput without flow control (3,444,630fps). 
Finally, with 256-byte frames, the median throughput with flow 
control (3,153,894fps) is only about 0.03% higher than the 
median throughput without flow control (3,152,872fps). We 
can observe that the difference between the median of the 
results with and without flow control definitely decreases with 
the increase of the frame size. 

We are satisfied with the results in the sense that the 3,4Mfps 
is more than the half of the 6,3Mfps maximum frame rate 
siitperf can achieve on the given hardware [16] and our 
results with and without Ethernet flow control are quite close to 
each other (even the largest difference is below 1%).  

To be able to test the effect of the Ethernet flow control at a 
significantly lower frame rate using the very same test system, 
we used fixed port numbers. In this case, the packet processing 
at the DUT was not hashed to all 8 active CPU cores of the 
DUT, but only two CPU cores were used3 (one core per 
direction).  This time we performed the throughput 
measurements using all standard frame sizes, as throughput was 
always lower than the theoretical maximum value for the media 
at the given frame size. Our results with flow control are shown 
in Table II. As we expected, the dispersion of the results is 
lower than 1% for all frame rates. The median throughput 
slightly decreases, when we increase the frame size from 64 
bytes (885,643fps) through 128 bytes (878,256fps) to 256 bytes 
(857,575fps). There is significant decrease at 512 bytes 
(779,410fps) and median throughput remains constant (within 
measurement error) at all higher frame sizes. The investigation 
of the decrease of the median at 512 bytes is beyond the scope 
of our current paper, we just mention that it can also be 
observed in Fig. 3 of [15]. 

3 We could observe only the load caused by software interrupts. 
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Fig. 2.  Measurement setup for IPv4 Linux kernel routing: 
throughput tests with and without Ethernet flow control. 
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4 
> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 

The Debian Linux operating system was updated to version 
9.13 on all computers. The Linux kernel version was: 4.9.0-4-
amd64. The DPDK version was 16.11.11-1+deb9u2.” [16] 

The “varport” branch of siitperf was used, its latest 
commit was bfddb5f on Aug 23, 2020. (Since then, the varport 
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To achieve high enough frame rates, first, we benchmarked 
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numbers as we did in [16]. The topology of the test system is 
shown in Fig. 2. The CPU clock rate was set to fixed 2GHz on 
both computers and hyperthreading was switched off (using the 
same BIOS settings as specified in the appendix of [18]). All 
cores of the second CPU of the DUT were switched off using 
the maxcpus=8 kernel parameter to avoid NUMA issues 
(please refer to [15] for a detailed explanation).  

As for frames sizes, we used 64, 128 and 256 bytes from 
among the standard frame sizes recommended by RFC 8219, 
because the throughput of the DUT was limited by the 
performance of the DUT with these frame sizes, whereas 
throughput was limited by the maximum frame rate of the 10G 
Ethernet for all higher standard frame sizes. 

Technical note: siitperf interprets the specified frame 
size values for IPv6 frames and uses 20 bytes less for IPv4 
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As required by RFC 8219, we used bidirectional traffic and 
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upper_limit – lower_limit ≤ Error. 

to that, we have also calculated another value to express the 
consistent or scattered nature of the results, which we named 
dispersion and defined as follows: 

%100
median

minmaxDispersion 


   (1) 

The results are shown it Table I. We note that commercial 
Testers like the one we used in the next section, usually report 
the number of all frames per second (including frames in both 
directions), but siitperf reports the number of frames per 
second per direction. Thus the number of all frames per second 
forwarded by the Linux kernel was the double of the numbers 
shown in Table I. 

Let us compare the results with and without flow control for 
each frame size individually. As for 64-byte frames, the median 
throughput with flow control (3,432,658fps) is about 0.6% 
higher than the median throughput without flow control 
(3,411,322fps). The lack of flow control has also significantly 
increased the dispersion of the results (from 0.6% to 1.28%). 
As for 128-byte frames, the median throughput with flow 
control (3,352,378fps) is only about 0.2% higher than the 
median throughput without flow control (3,444,630fps). 
Finally, with 256-byte frames, the median throughput with flow 
control (3,153,894fps) is only about 0.03% higher than the 
median throughput without flow control (3,152,872fps). We 
can observe that the difference between the median of the 
results with and without flow control definitely decreases with 
the increase of the frame size. 

We are satisfied with the results in the sense that the 3,4Mfps 
is more than the half of the 6,3Mfps maximum frame rate 
siitperf can achieve on the given hardware [16] and our 
results with and without Ethernet flow control are quite close to 
each other (even the largest difference is below 1%).  

To be able to test the effect of the Ethernet flow control at a 
significantly lower frame rate using the very same test system, 
we used fixed port numbers. In this case, the packet processing 
at the DUT was not hashed to all 8 active CPU cores of the 
DUT, but only two CPU cores were used3 (one core per 
direction).  This time we performed the throughput 
measurements using all standard frame sizes, as throughput was 
always lower than the theoretical maximum value for the media 
at the given frame size. Our results with flow control are shown 
in Table II. As we expected, the dispersion of the results is 
lower than 1% for all frame rates. The median throughput 
slightly decreases, when we increase the frame size from 64 
bytes (885,643fps) through 128 bytes (878,256fps) to 256 bytes 
(857,575fps). There is significant decrease at 512 bytes 
(779,410fps) and median throughput remains constant (within 
measurement error) at all higher frame sizes. The investigation 
of the decrease of the median at 512 bytes is beyond the scope 
of our current paper, we just mention that it can also be 
observed in Fig. 3 of [15]. 

3 We could observe only the load caused by software interrupts. 
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Fig. 2.  Measurement setup for IPv4 Linux kernel routing: 
throughput tests with and without Ethernet flow control. 
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resolution (or with other words error) of the binary search was 
about 149fps (calculated as: 1,488,095/10,000).  

We note that the Anritsu tester does not perform a binary 
search, if the test at the “Maximum Frame Rate” is successful. 
We set the value of this parameter to 100%. 

By default, flow control was not enabled on the Anritsu 
tester. When we enabled flow control, the Anritsu tester became 
practically unusable for throughput measurements, because it 
qualified all tests as successful, even if they lasted much longer 
than 60s. Thus, we could use this tester for meaningful 
measurements only, when flow control was disabled. 

B. Measurements with Siitperf 
The parameters of the DUT were the same as in the previous 

case, but this time the Tester was a Dell PowerEdge R620 server 
with two six core 2GHz Intel Xeon E5-2620 CPUs, two 16GB 
1600MHz DDR3 SDRAM modules and with an additional Intel 
I350-T4 Ethernet Server Adapter (needed for DPDK). Debian 
9.11 GNU/Linux operating system with 4.9.0-11-amd64 kernel 
was installed on it. The version of DPDK was 16.11.9-
1+deb9u2. As siitperf does not have version numbers yet, 
we can identify its version with its latest commit number 
05247a1 on Jul 1, 2020. This time, we used the master branch. 

The measurement setup is shown in Fig. 4. We used the same 
standard frame sizes mentioned before. 

As required by RFC 8219, bidirectional traffic was used and 
full 60s length trials were executed, and the “Error” of the 
binary search was set to 1.  

We note that as the binary-rate-alg.sh script 
distributed with siitperf supports only tests for a single pre-
set frame size, with a single pre-set upper bound, we have added 
a for cycle to the script with the appropriate frame sizes and 
the following upper bounds for the consecutive standard frame 
sizes: 1,500,000 850,000 460,000 240,000 160,000 120,000 
100,000 82,000. They are wilfully somewhat higher than the 
theoretical maximum frame rates for the media with the given 
frame size, because we wanted to test and demonstrate how 
siitperf behaves, when the maximum frame rate for the 

media is achieved by the DUT. Our script performed the binary 
search for all standard fame sizes starting in the interval of 0 (as 
lower bound) and the above mentioned upper bound values. 

Unlike with the Antritsu Tester, the log file of the DUT 
showed that flow control was enabled on the interfaces used for 
testing (Flow Control: Rx/Tx). We tried to switch off flow 
control using the same command as with the 10G Ethernet 
interfaces (ethtool -A interface rx off tx off), 
which has been executed without any error message, however 
flow control remained enabled.  

C. Results 
The Anritsu Tester reported the results in a form of a graph, 

which we include in Fig. 5 to facilitate an easy overview of the 
results. Except for the first two frame sizes, the throughput 
achieved its theoretical maximum value. However, this 
reporting format covers some very important details by 
displaying only the average value of the measurement results. 
Therefore, we processed the detailed result file and calculated 
the median, minimum, and maximum of the 20 throughput 
results for each frame size. Please see our results in Table IV. 
We note that the Anritsu Tester reported the number of all 
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Fig. 3.  Measurement setup for IPv4 Linux kernel routing:  

reference throughput test with a commercial Tester. 
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Fig. 4.  Measurement setup for IPv4 Linux kernel routing:  

throughput test with siitperf. 

 
 

 
Fig. 5.  IPv4 Linux kernel routing performance of the Sun server: 

reported by the Anritsu Tester with no flow control 
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Our results without flow control are shown in Table III. The 
difference of the median throughput between the results with 
flow control (885,643fps) and without flow control 
(880,381fps) is about 0.6% at 64 bytes frame size. Although this 
difference decreases to 0.36% at 128 bytes, but it is about 0.8% 
at 256 bytes frame size. Thus the increase of the frames size 
was not enough to make the difference diminish. For the 
following three standard frame sizes, this difference is about: 
0.14%, 0.08%, 0.2%, and for the last two frame sizes, the 
difference is deliberately less than measurement error. 
Unfortunately, the dispersion of the results of the measurements 
without flow control is rather high: it exceeds 15% at 128 bytes 
frame size. At this point, we cannot tell whether this high 
dispersion is caused by the improper timing of siitperf or 
by the nature of the DUT. 

V. CALIBRATION WITH A STANDARD TESTER 
We have built two tests systems to determine the IPv4 

routing performance of the same DUT, which was a Sun Fire 
X4150 server with two Quad Core 2.83GHz Intel Xeon E5440 
CPUs, four 2GB 667MHz DDR2 SDRAM modules and four 
Gigabit Ethernet ports. Debian 9.11 GNU/Linux operating 
system with 4.9.0-5-amd64 kernel was installed on it. The clock 

frequency of all 8 CPU cores was set to fixed 2.833GHz using 
the cpufreq-set command of the cpufrequtils 
package. 

A. Reference Measurement 
To provide reference, the throughput of IPv4 Linux kernel 

routing was measured using a commercial Anritsu MP1590B 
Network Performance Tester. It had a four port Anritsu 
MU210212A 10/100/1000M Ethernet Module, and we used 
Port1 and Port2 of the module. The measurement setup is 
shown in Fig. 3. 

As RFC 8219 has somewhat extended the standard frame 
sizes to be used for benchmarking originally defined in RFC 
2544, we have chosen custom frame sizes and defined the 
following frame sizes: 64, 128, 256, 512, 768,1024, 1280, 1518. 

As required by RFC 8219, bidirectional traffic was used and 
full 60s length trials were executed and the “Loss Tolerance” 
parameter was set to 0%.  

The Anritsu tester has a parameter called “Resolution”, 
which can be specified as the percentage of maximum frame 
rate of the media. Its smallest possible value is 0.01. As the 
theoretical maximum frame rate for Gigabit Ethernet with 64 
byte frame size is 1,488,095, this setting means that the 

TABLE I. 
IPV4 LINUX KERNEL ROUTING PERFORMANCE WITH AND WITHOUT FLOW CONTROL, DELL POWEREDGE C6220 SERVERS, FIXED 2GHZ CPU CLOCK RATE,  

8 ACTIVE CPU CORES, RFC 4814 RANDOM PORT NUMBERS 

mode with flow control without flow control 
frame size 64 bytes 128 bytes 256 bytes 64 bytes 128 bytes 256 bytes 
median (fps) 3,432,658 3,352,378 3,153,894 3,411,322 3,344,630 3,152,872 
min (fps) 3,420,774 3,347,624 3,145,506 3,374,999 3,312,499 3,140,624 
max (fps)  3,441,407 3,359,921 3,158,448 3,418,731 3,351,578 3,164,064 
disp. (%) 0.60 0.37 0.41 1.28 1.17 0.74 

 
 

TABLE II 
 IPV4 LINUX KERNEL ROUTING PERFORMANCE WITH FLOW CONTROL, DELL POWEREDGE C6220 SERVERS, FIXED 2GHZ CPU CLOCK RATE, 8 ACTIVE CPU 

CORES, BUT ONLY TWO OF THEM ARE USED DUE TO FIXED PORT NUMBERS 

frame size 64 B 128 B 256 B 512 B 768 B 1024 B 1280 B 1518 B 
med (fps) 885,643 878,256 857,575 779,410 779,503 779,982 779,194 779,035 
min (fps) 882,811 874,006 855,467 775,389 777,326 777,342 777,828 777,342 
max (fps)  887,696 880,860 859,631 781,746 781,861 781,251 780,274 779,663 
disp. (%) 0.55 0.78 0.49 0.82 0.58 0.50 0.31 0.30 

 

TABLE III 
IPV4 LINUX KERNEL ROUTING PERFORMANCE WITHOUT FLOW CONTROL, DELL POWEREDGE C6220 SERVERS, FIXED 2GHZ CPU CLOCK RATE, 8 ACTIVE CPU 

CORES, BUT ONLY TWO OF THEM ARE USED DUE TO FIXED PORT NUMBERS 

frame size 64 B 128 B 256 B 512 B 768 B 1024 B 1280 B 1518 B 
med (fps) 880,381 875,126 850,740 778,295 778,861 778,535 779,078 779,069 
min (fps) 826,610 742,186 749,999 757,807 765,624 734,374 749,693 749,968 
max (fps) 883,850 876,617 853,763 780,274 780,274 779,790 780,518 779,420 
disp. (%) 6.50 15.36 12.20 2.89 1.88 5.83 3.96 3.78 
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Our results without flow control are shown in Table III. The 
difference of the median throughput between the results with 
flow control (885,643fps) and without flow control 
(880,381fps) is about 0.6% at 64 bytes frame size. Although this 
difference decreases to 0.36% at 128 bytes, but it is about 0.8% 
at 256 bytes frame size. Thus the increase of the frames size 
was not enough to make the difference diminish. For the 
following three standard frame sizes, this difference is about: 
0.14%, 0.08%, 0.2%, and for the last two frame sizes, the 
difference is deliberately less than measurement error. 
Unfortunately, the dispersion of the results of the measurements 
without flow control is rather high: it exceeds 15% at 128 bytes 
frame size. At this point, we cannot tell whether this high 
dispersion is caused by the improper timing of siitperf or 
by the nature of the DUT. 

V. CALIBRATION WITH A STANDARD TESTER 
We have built two tests systems to determine the IPv4 

routing performance of the same DUT, which was a Sun Fire 
X4150 server with two Quad Core 2.83GHz Intel Xeon E5440 
CPUs, four 2GB 667MHz DDR2 SDRAM modules and four 
Gigabit Ethernet ports. Debian 9.11 GNU/Linux operating 
system with 4.9.0-5-amd64 kernel was installed on it. The clock 

frequency of all 8 CPU cores was set to fixed 2.833GHz using 
the cpufreq-set command of the cpufrequtils 
package. 

A. Reference Measurement 
To provide reference, the throughput of IPv4 Linux kernel 

routing was measured using a commercial Anritsu MP1590B 
Network Performance Tester. It had a four port Anritsu 
MU210212A 10/100/1000M Ethernet Module, and we used 
Port1 and Port2 of the module. The measurement setup is 
shown in Fig. 3. 

As RFC 8219 has somewhat extended the standard frame 
sizes to be used for benchmarking originally defined in RFC 
2544, we have chosen custom frame sizes and defined the 
following frame sizes: 64, 128, 256, 512, 768,1024, 1280, 1518. 

As required by RFC 8219, bidirectional traffic was used and 
full 60s length trials were executed and the “Loss Tolerance” 
parameter was set to 0%.  

The Anritsu tester has a parameter called “Resolution”, 
which can be specified as the percentage of maximum frame 
rate of the media. Its smallest possible value is 0.01. As the 
theoretical maximum frame rate for Gigabit Ethernet with 64 
byte frame size is 1,488,095, this setting means that the 
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Our results without flow control are shown in Table III. The 
difference of the median throughput between the results with 
flow control (885,643fps) and without flow control 
(880,381fps) is about 0.6% at 64 bytes frame size. Although this 
difference decreases to 0.36% at 128 bytes, but it is about 0.8% 
at 256 bytes frame size. Thus the increase of the frames size 
was not enough to make the difference diminish. For the 
following three standard frame sizes, this difference is about: 
0.14%, 0.08%, 0.2%, and for the last two frame sizes, the 
difference is deliberately less than measurement error. 
Unfortunately, the dispersion of the results of the measurements 
without flow control is rather high: it exceeds 15% at 128 bytes 
frame size. At this point, we cannot tell whether this high 
dispersion is caused by the improper timing of siitperf or 
by the nature of the DUT. 

V. CALIBRATION WITH A STANDARD TESTER 
We have built two tests systems to determine the IPv4 

routing performance of the same DUT, which was a Sun Fire 
X4150 server with two Quad Core 2.83GHz Intel Xeon E5440 
CPUs, four 2GB 667MHz DDR2 SDRAM modules and four 
Gigabit Ethernet ports. Debian 9.11 GNU/Linux operating 
system with 4.9.0-5-amd64 kernel was installed on it. The clock 

frequency of all 8 CPU cores was set to fixed 2.833GHz using 
the cpufreq-set command of the cpufrequtils 
package. 

A. Reference Measurement 
To provide reference, the throughput of IPv4 Linux kernel 

routing was measured using a commercial Anritsu MP1590B 
Network Performance Tester. It had a four port Anritsu 
MU210212A 10/100/1000M Ethernet Module, and we used 
Port1 and Port2 of the module. The measurement setup is 
shown in Fig. 3. 

As RFC 8219 has somewhat extended the standard frame 
sizes to be used for benchmarking originally defined in RFC 
2544, we have chosen custom frame sizes and defined the 
following frame sizes: 64, 128, 256, 512, 768,1024, 1280, 1518. 

As required by RFC 8219, bidirectional traffic was used and 
full 60s length trials were executed and the “Loss Tolerance” 
parameter was set to 0%.  

The Anritsu tester has a parameter called “Resolution”, 
which can be specified as the percentage of maximum frame 
rate of the media. Its smallest possible value is 0.01. As the 
theoretical maximum frame rate for Gigabit Ethernet with 64 
byte frame size is 1,488,095, this setting means that the 
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Our results without flow control are shown in Table III. The 
difference of the median throughput between the results with 
flow control (885,643fps) and without flow control 
(880,381fps) is about 0.6% at 64 bytes frame size. Although this 
difference decreases to 0.36% at 128 bytes, but it is about 0.8% 
at 256 bytes frame size. Thus the increase of the frames size 
was not enough to make the difference diminish. For the 
following three standard frame sizes, this difference is about: 
0.14%, 0.08%, 0.2%, and for the last two frame sizes, the 
difference is deliberately less than measurement error. 
Unfortunately, the dispersion of the results of the measurements 
without flow control is rather high: it exceeds 15% at 128 bytes 
frame size. At this point, we cannot tell whether this high 
dispersion is caused by the improper timing of siitperf or 
by the nature of the DUT. 

V. CALIBRATION WITH A STANDARD TESTER 
We have built two tests systems to determine the IPv4 

routing performance of the same DUT, which was a Sun Fire 
X4150 server with two Quad Core 2.83GHz Intel Xeon E5440 
CPUs, four 2GB 667MHz DDR2 SDRAM modules and four 
Gigabit Ethernet ports. Debian 9.11 GNU/Linux operating 
system with 4.9.0-5-amd64 kernel was installed on it. The clock 

frequency of all 8 CPU cores was set to fixed 2.833GHz using 
the cpufreq-set command of the cpufrequtils 
package. 

A. Reference Measurement 
To provide reference, the throughput of IPv4 Linux kernel 

routing was measured using a commercial Anritsu MP1590B 
Network Performance Tester. It had a four port Anritsu 
MU210212A 10/100/1000M Ethernet Module, and we used 
Port1 and Port2 of the module. The measurement setup is 
shown in Fig. 3. 

As RFC 8219 has somewhat extended the standard frame 
sizes to be used for benchmarking originally defined in RFC 
2544, we have chosen custom frame sizes and defined the 
following frame sizes: 64, 128, 256, 512, 768,1024, 1280, 1518. 

As required by RFC 8219, bidirectional traffic was used and 
full 60s length trials were executed and the “Loss Tolerance” 
parameter was set to 0%.  

The Anritsu tester has a parameter called “Resolution”, 
which can be specified as the percentage of maximum frame 
rate of the media. Its smallest possible value is 0.01. As the 
theoretical maximum frame rate for Gigabit Ethernet with 64 
byte frame size is 1,488,095, this setting means that the 
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Our results without flow control are shown in Table III. The 
difference of the median throughput between the results with 
flow control (885,643fps) and without flow control 
(880,381fps) is about 0.6% at 64 bytes frame size. Although this 
difference decreases to 0.36% at 128 bytes, but it is about 0.8% 
at 256 bytes frame size. Thus the increase of the frames size 
was not enough to make the difference diminish. For the 
following three standard frame sizes, this difference is about: 
0.14%, 0.08%, 0.2%, and for the last two frame sizes, the 
difference is deliberately less than measurement error. 
Unfortunately, the dispersion of the results of the measurements 
without flow control is rather high: it exceeds 15% at 128 bytes 
frame size. At this point, we cannot tell whether this high 
dispersion is caused by the improper timing of siitperf or 
by the nature of the DUT. 

V. CALIBRATION WITH A STANDARD TESTER 
We have built two tests systems to determine the IPv4 

routing performance of the same DUT, which was a Sun Fire 
X4150 server with two Quad Core 2.83GHz Intel Xeon E5440 
CPUs, four 2GB 667MHz DDR2 SDRAM modules and four 
Gigabit Ethernet ports. Debian 9.11 GNU/Linux operating 
system with 4.9.0-5-amd64 kernel was installed on it. The clock 

frequency of all 8 CPU cores was set to fixed 2.833GHz using 
the cpufreq-set command of the cpufrequtils 
package. 

A. Reference Measurement 
To provide reference, the throughput of IPv4 Linux kernel 

routing was measured using a commercial Anritsu MP1590B 
Network Performance Tester. It had a four port Anritsu 
MU210212A 10/100/1000M Ethernet Module, and we used 
Port1 and Port2 of the module. The measurement setup is 
shown in Fig. 3. 

As RFC 8219 has somewhat extended the standard frame 
sizes to be used for benchmarking originally defined in RFC 
2544, we have chosen custom frame sizes and defined the 
following frame sizes: 64, 128, 256, 512, 768,1024, 1280, 1518. 

As required by RFC 8219, bidirectional traffic was used and 
full 60s length trials were executed and the “Loss Tolerance” 
parameter was set to 0%.  

The Anritsu tester has a parameter called “Resolution”, 
which can be specified as the percentage of maximum frame 
rate of the media. Its smallest possible value is 0.01. As the 
theoretical maximum frame rate for Gigabit Ethernet with 64 
byte frame size is 1,488,095, this setting means that the 

TABLE I. 
IPV4 LINUX KERNEL ROUTING PERFORMANCE WITH AND WITHOUT FLOW CONTROL, DELL POWEREDGE C6220 SERVERS, FIXED 2GHZ CPU CLOCK RATE,  

8 ACTIVE CPU CORES, RFC 4814 RANDOM PORT NUMBERS 

mode with flow control without flow control 
frame size 64 bytes 128 bytes 256 bytes 64 bytes 128 bytes 256 bytes 
median (fps) 3,432,658 3,352,378 3,153,894 3,411,322 3,344,630 3,152,872 
min (fps) 3,420,774 3,347,624 3,145,506 3,374,999 3,312,499 3,140,624 
max (fps)  3,441,407 3,359,921 3,158,448 3,418,731 3,351,578 3,164,064 
disp. (%) 0.60 0.37 0.41 1.28 1.17 0.74 

 
 

TABLE II 
 IPV4 LINUX KERNEL ROUTING PERFORMANCE WITH FLOW CONTROL, DELL POWEREDGE C6220 SERVERS, FIXED 2GHZ CPU CLOCK RATE, 8 ACTIVE CPU 

CORES, BUT ONLY TWO OF THEM ARE USED DUE TO FIXED PORT NUMBERS 

frame size 64 B 128 B 256 B 512 B 768 B 1024 B 1280 B 1518 B 
med (fps) 885,643 878,256 857,575 779,410 779,503 779,982 779,194 779,035 
min (fps) 882,811 874,006 855,467 775,389 777,326 777,342 777,828 777,342 
max (fps)  887,696 880,860 859,631 781,746 781,861 781,251 780,274 779,663 
disp. (%) 0.55 0.78 0.49 0.82 0.58 0.50 0.31 0.30 

 

TABLE III 
IPV4 LINUX KERNEL ROUTING PERFORMANCE WITHOUT FLOW CONTROL, DELL POWEREDGE C6220 SERVERS, FIXED 2GHZ CPU CLOCK RATE, 8 ACTIVE CPU 

CORES, BUT ONLY TWO OF THEM ARE USED DUE TO FIXED PORT NUMBERS 

frame size 64 B 128 B 256 B 512 B 768 B 1024 B 1280 B 1518 B 
med (fps) 880,381 875,126 850,740 778,295 778,861 778,535 779,078 779,069 
min (fps) 826,610 742,186 749,999 757,807 765,624 734,374 749,693 749,968 
max (fps) 883,850 876,617 853,763 780,274 780,274 779,790 780,518 779,420 
disp. (%) 6.50 15.36 12.20 2.89 1.88 5.83 3.96 3.78 
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resolution (or with other words error) of the binary search was 
about 149fps (calculated as: 1,488,095/10,000).  

We note that the Anritsu tester does not perform a binary 
search, if the test at the “Maximum Frame Rate” is successful. 
We set the value of this parameter to 100%. 

By default, flow control was not enabled on the Anritsu 
tester. When we enabled flow control, the Anritsu tester became 
practically unusable for throughput measurements, because it 
qualified all tests as successful, even if they lasted much longer 
than 60s. Thus, we could use this tester for meaningful 
measurements only, when flow control was disabled. 

B. Measurements with Siitperf 
The parameters of the DUT were the same as in the previous 

case, but this time the Tester was a Dell PowerEdge R620 server 
with two six core 2GHz Intel Xeon E5-2620 CPUs, two 16GB 
1600MHz DDR3 SDRAM modules and with an additional Intel 
I350-T4 Ethernet Server Adapter (needed for DPDK). Debian 
9.11 GNU/Linux operating system with 4.9.0-11-amd64 kernel 
was installed on it. The version of DPDK was 16.11.9-
1+deb9u2. As siitperf does not have version numbers yet, 
we can identify its version with its latest commit number 
05247a1 on Jul 1, 2020. This time, we used the master branch. 

The measurement setup is shown in Fig. 4. We used the same 
standard frame sizes mentioned before. 

As required by RFC 8219, bidirectional traffic was used and 
full 60s length trials were executed, and the “Error” of the 
binary search was set to 1.  

We note that as the binary-rate-alg.sh script 
distributed with siitperf supports only tests for a single pre-
set frame size, with a single pre-set upper bound, we have added 
a for cycle to the script with the appropriate frame sizes and 
the following upper bounds for the consecutive standard frame 
sizes: 1,500,000 850,000 460,000 240,000 160,000 120,000 
100,000 82,000. They are wilfully somewhat higher than the 
theoretical maximum frame rates for the media with the given 
frame size, because we wanted to test and demonstrate how 
siitperf behaves, when the maximum frame rate for the 

media is achieved by the DUT. Our script performed the binary 
search for all standard fame sizes starting in the interval of 0 (as 
lower bound) and the above mentioned upper bound values. 

Unlike with the Antritsu Tester, the log file of the DUT 
showed that flow control was enabled on the interfaces used for 
testing (Flow Control: Rx/Tx). We tried to switch off flow 
control using the same command as with the 10G Ethernet 
interfaces (ethtool -A interface rx off tx off), 
which has been executed without any error message, however 
flow control remained enabled.  

C. Results 
The Anritsu Tester reported the results in a form of a graph, 

which we include in Fig. 5 to facilitate an easy overview of the 
results. Except for the first two frame sizes, the throughput 
achieved its theoretical maximum value. However, this 
reporting format covers some very important details by 
displaying only the average value of the measurement results. 
Therefore, we processed the detailed result file and calculated 
the median, minimum, and maximum of the 20 throughput 
results for each frame size. Please see our results in Table IV. 
We note that the Anritsu Tester reported the number of all 
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resolution (or with other words error) of the binary search was 
about 149fps (calculated as: 1,488,095/10,000).  

We note that the Anritsu tester does not perform a binary 
search, if the test at the “Maximum Frame Rate” is successful. 
We set the value of this parameter to 100%. 

By default, flow control was not enabled on the Anritsu 
tester. When we enabled flow control, the Anritsu tester became 
practically unusable for throughput measurements, because it 
qualified all tests as successful, even if they lasted much longer 
than 60s. Thus, we could use this tester for meaningful 
measurements only, when flow control was disabled. 

B. Measurements with Siitperf 
The parameters of the DUT were the same as in the previous 

case, but this time the Tester was a Dell PowerEdge R620 server 
with two six core 2GHz Intel Xeon E5-2620 CPUs, two 16GB 
1600MHz DDR3 SDRAM modules and with an additional Intel 
I350-T4 Ethernet Server Adapter (needed for DPDK). Debian 
9.11 GNU/Linux operating system with 4.9.0-11-amd64 kernel 
was installed on it. The version of DPDK was 16.11.9-
1+deb9u2. As siitperf does not have version numbers yet, 
we can identify its version with its latest commit number 
05247a1 on Jul 1, 2020. This time, we used the master branch. 

The measurement setup is shown in Fig. 4. We used the same 
standard frame sizes mentioned before. 

As required by RFC 8219, bidirectional traffic was used and 
full 60s length trials were executed, and the “Error” of the 
binary search was set to 1.  

We note that as the binary-rate-alg.sh script 
distributed with siitperf supports only tests for a single pre-
set frame size, with a single pre-set upper bound, we have added 
a for cycle to the script with the appropriate frame sizes and 
the following upper bounds for the consecutive standard frame 
sizes: 1,500,000 850,000 460,000 240,000 160,000 120,000 
100,000 82,000. They are wilfully somewhat higher than the 
theoretical maximum frame rates for the media with the given 
frame size, because we wanted to test and demonstrate how 
siitperf behaves, when the maximum frame rate for the 

media is achieved by the DUT. Our script performed the binary 
search for all standard fame sizes starting in the interval of 0 (as 
lower bound) and the above mentioned upper bound values. 

Unlike with the Antritsu Tester, the log file of the DUT 
showed that flow control was enabled on the interfaces used for 
testing (Flow Control: Rx/Tx). We tried to switch off flow 
control using the same command as with the 10G Ethernet 
interfaces (ethtool -A interface rx off tx off), 
which has been executed without any error message, however 
flow control remained enabled.  

C. Results 
The Anritsu Tester reported the results in a form of a graph, 

which we include in Fig. 5 to facilitate an easy overview of the 
results. Except for the first two frame sizes, the throughput 
achieved its theoretical maximum value. However, this 
reporting format covers some very important details by 
displaying only the average value of the measurement results. 
Therefore, we processed the detailed result file and calculated 
the median, minimum, and maximum of the 20 throughput 
results for each frame size. Please see our results in Table IV. 
We note that the Anritsu Tester reported the number of all 
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Our results without flow control are shown in Table III. The 
difference of the median throughput between the results with 
flow control (885,643fps) and without flow control 
(880,381fps) is about 0.6% at 64 bytes frame size. Although this 
difference decreases to 0.36% at 128 bytes, but it is about 0.8% 
at 256 bytes frame size. Thus the increase of the frames size 
was not enough to make the difference diminish. For the 
following three standard frame sizes, this difference is about: 
0.14%, 0.08%, 0.2%, and for the last two frame sizes, the 
difference is deliberately less than measurement error. 
Unfortunately, the dispersion of the results of the measurements 
without flow control is rather high: it exceeds 15% at 128 bytes 
frame size. At this point, we cannot tell whether this high 
dispersion is caused by the improper timing of siitperf or 
by the nature of the DUT. 

V. CALIBRATION WITH A STANDARD TESTER 
We have built two tests systems to determine the IPv4 

routing performance of the same DUT, which was a Sun Fire 
X4150 server with two Quad Core 2.83GHz Intel Xeon E5440 
CPUs, four 2GB 667MHz DDR2 SDRAM modules and four 
Gigabit Ethernet ports. Debian 9.11 GNU/Linux operating 
system with 4.9.0-5-amd64 kernel was installed on it. The clock 

frequency of all 8 CPU cores was set to fixed 2.833GHz using 
the cpufreq-set command of the cpufrequtils 
package. 

A. Reference Measurement 
To provide reference, the throughput of IPv4 Linux kernel 

routing was measured using a commercial Anritsu MP1590B 
Network Performance Tester. It had a four port Anritsu 
MU210212A 10/100/1000M Ethernet Module, and we used 
Port1 and Port2 of the module. The measurement setup is 
shown in Fig. 3. 

As RFC 8219 has somewhat extended the standard frame 
sizes to be used for benchmarking originally defined in RFC 
2544, we have chosen custom frame sizes and defined the 
following frame sizes: 64, 128, 256, 512, 768,1024, 1280, 1518. 

As required by RFC 8219, bidirectional traffic was used and 
full 60s length trials were executed and the “Loss Tolerance” 
parameter was set to 0%.  

The Anritsu tester has a parameter called “Resolution”, 
which can be specified as the percentage of maximum frame 
rate of the media. Its smallest possible value is 0.01. As the 
theoretical maximum frame rate for Gigabit Ethernet with 64 
byte frame size is 1,488,095, this setting means that the 

TABLE I. 
IPV4 LINUX KERNEL ROUTING PERFORMANCE WITH AND WITHOUT FLOW CONTROL, DELL POWEREDGE C6220 SERVERS, FIXED 2GHZ CPU CLOCK RATE,  

8 ACTIVE CPU CORES, RFC 4814 RANDOM PORT NUMBERS 

mode with flow control without flow control 
frame size 64 bytes 128 bytes 256 bytes 64 bytes 128 bytes 256 bytes 
median (fps) 3,432,658 3,352,378 3,153,894 3,411,322 3,344,630 3,152,872 
min (fps) 3,420,774 3,347,624 3,145,506 3,374,999 3,312,499 3,140,624 
max (fps)  3,441,407 3,359,921 3,158,448 3,418,731 3,351,578 3,164,064 
disp. (%) 0.60 0.37 0.41 1.28 1.17 0.74 

 
 

TABLE II 
 IPV4 LINUX KERNEL ROUTING PERFORMANCE WITH FLOW CONTROL, DELL POWEREDGE C6220 SERVERS, FIXED 2GHZ CPU CLOCK RATE, 8 ACTIVE CPU 

CORES, BUT ONLY TWO OF THEM ARE USED DUE TO FIXED PORT NUMBERS 

frame size 64 B 128 B 256 B 512 B 768 B 1024 B 1280 B 1518 B 
med (fps) 885,643 878,256 857,575 779,410 779,503 779,982 779,194 779,035 
min (fps) 882,811 874,006 855,467 775,389 777,326 777,342 777,828 777,342 
max (fps)  887,696 880,860 859,631 781,746 781,861 781,251 780,274 779,663 
disp. (%) 0.55 0.78 0.49 0.82 0.58 0.50 0.31 0.30 

 

TABLE III 
IPV4 LINUX KERNEL ROUTING PERFORMANCE WITHOUT FLOW CONTROL, DELL POWEREDGE C6220 SERVERS, FIXED 2GHZ CPU CLOCK RATE, 8 ACTIVE CPU 

CORES, BUT ONLY TWO OF THEM ARE USED DUE TO FIXED PORT NUMBERS 

frame size 64 B 128 B 256 B 512 B 768 B 1024 B 1280 B 1518 B 
med (fps) 880,381 875,126 850,740 778,295 778,861 778,535 779,078 779,069 
min (fps) 826,610 742,186 749,999 757,807 765,624 734,374 749,693 749,968 
max (fps) 883,850 876,617 853,763 780,274 780,274 779,790 780,518 779,420 
disp. (%) 6.50 15.36 12.20 2.89 1.88 5.83 3.96 3.78 
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resolution (or with other words error) of the binary search was 
about 149fps (calculated as: 1,488,095/10,000).  

We note that the Anritsu tester does not perform a binary 
search, if the test at the “Maximum Frame Rate” is successful. 
We set the value of this parameter to 100%. 

By default, flow control was not enabled on the Anritsu 
tester. When we enabled flow control, the Anritsu tester became 
practically unusable for throughput measurements, because it 
qualified all tests as successful, even if they lasted much longer 
than 60s. Thus, we could use this tester for meaningful 
measurements only, when flow control was disabled. 

B. Measurements with Siitperf 
The parameters of the DUT were the same as in the previous 

case, but this time the Tester was a Dell PowerEdge R620 server 
with two six core 2GHz Intel Xeon E5-2620 CPUs, two 16GB 
1600MHz DDR3 SDRAM modules and with an additional Intel 
I350-T4 Ethernet Server Adapter (needed for DPDK). Debian 
9.11 GNU/Linux operating system with 4.9.0-11-amd64 kernel 
was installed on it. The version of DPDK was 16.11.9-
1+deb9u2. As siitperf does not have version numbers yet, 
we can identify its version with its latest commit number 
05247a1 on Jul 1, 2020. This time, we used the master branch. 

The measurement setup is shown in Fig. 4. We used the same 
standard frame sizes mentioned before. 

As required by RFC 8219, bidirectional traffic was used and 
full 60s length trials were executed, and the “Error” of the 
binary search was set to 1.  

We note that as the binary-rate-alg.sh script 
distributed with siitperf supports only tests for a single pre-
set frame size, with a single pre-set upper bound, we have added 
a for cycle to the script with the appropriate frame sizes and 
the following upper bounds for the consecutive standard frame 
sizes: 1,500,000 850,000 460,000 240,000 160,000 120,000 
100,000 82,000. They are wilfully somewhat higher than the 
theoretical maximum frame rates for the media with the given 
frame size, because we wanted to test and demonstrate how 
siitperf behaves, when the maximum frame rate for the 

media is achieved by the DUT. Our script performed the binary 
search for all standard fame sizes starting in the interval of 0 (as 
lower bound) and the above mentioned upper bound values. 

Unlike with the Antritsu Tester, the log file of the DUT 
showed that flow control was enabled on the interfaces used for 
testing (Flow Control: Rx/Tx). We tried to switch off flow 
control using the same command as with the 10G Ethernet 
interfaces (ethtool -A interface rx off tx off), 
which has been executed without any error message, however 
flow control remained enabled.  

C. Results 
The Anritsu Tester reported the results in a form of a graph, 

which we include in Fig. 5 to facilitate an easy overview of the 
results. Except for the first two frame sizes, the throughput 
achieved its theoretical maximum value. However, this 
reporting format covers some very important details by 
displaying only the average value of the measurement results. 
Therefore, we processed the detailed result file and calculated 
the median, minimum, and maximum of the 20 throughput 
results for each frame size. Please see our results in Table IV. 
We note that the Anritsu Tester reported the number of all 
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Our results without flow control are shown in Table III. The 
difference of the median throughput between the results with 
flow control (885,643fps) and without flow control 
(880,381fps) is about 0.6% at 64 bytes frame size. Although this 
difference decreases to 0.36% at 128 bytes, but it is about 0.8% 
at 256 bytes frame size. Thus the increase of the frames size 
was not enough to make the difference diminish. For the 
following three standard frame sizes, this difference is about: 
0.14%, 0.08%, 0.2%, and for the last two frame sizes, the 
difference is deliberately less than measurement error. 
Unfortunately, the dispersion of the results of the measurements 
without flow control is rather high: it exceeds 15% at 128 bytes 
frame size. At this point, we cannot tell whether this high 
dispersion is caused by the improper timing of siitperf or 
by the nature of the DUT. 

V. CALIBRATION WITH A STANDARD TESTER 
We have built two tests systems to determine the IPv4 

routing performance of the same DUT, which was a Sun Fire 
X4150 server with two Quad Core 2.83GHz Intel Xeon E5440 
CPUs, four 2GB 667MHz DDR2 SDRAM modules and four 
Gigabit Ethernet ports. Debian 9.11 GNU/Linux operating 
system with 4.9.0-5-amd64 kernel was installed on it. The clock 

frequency of all 8 CPU cores was set to fixed 2.833GHz using 
the cpufreq-set command of the cpufrequtils 
package. 

A. Reference Measurement 
To provide reference, the throughput of IPv4 Linux kernel 

routing was measured using a commercial Anritsu MP1590B 
Network Performance Tester. It had a four port Anritsu 
MU210212A 10/100/1000M Ethernet Module, and we used 
Port1 and Port2 of the module. The measurement setup is 
shown in Fig. 3. 

As RFC 8219 has somewhat extended the standard frame 
sizes to be used for benchmarking originally defined in RFC 
2544, we have chosen custom frame sizes and defined the 
following frame sizes: 64, 128, 256, 512, 768,1024, 1280, 1518. 

As required by RFC 8219, bidirectional traffic was used and 
full 60s length trials were executed and the “Loss Tolerance” 
parameter was set to 0%.  

The Anritsu tester has a parameter called “Resolution”, 
which can be specified as the percentage of maximum frame 
rate of the media. Its smallest possible value is 0.01. As the 
theoretical maximum frame rate for Gigabit Ethernet with 64 
byte frame size is 1,488,095, this setting means that the 

TABLE I. 
IPV4 LINUX KERNEL ROUTING PERFORMANCE WITH AND WITHOUT FLOW CONTROL, DELL POWEREDGE C6220 SERVERS, FIXED 2GHZ CPU CLOCK RATE,  

8 ACTIVE CPU CORES, RFC 4814 RANDOM PORT NUMBERS 

mode with flow control without flow control 
frame size 64 bytes 128 bytes 256 bytes 64 bytes 128 bytes 256 bytes 
median (fps) 3,432,658 3,352,378 3,153,894 3,411,322 3,344,630 3,152,872 
min (fps) 3,420,774 3,347,624 3,145,506 3,374,999 3,312,499 3,140,624 
max (fps)  3,441,407 3,359,921 3,158,448 3,418,731 3,351,578 3,164,064 
disp. (%) 0.60 0.37 0.41 1.28 1.17 0.74 

 
 

TABLE II 
 IPV4 LINUX KERNEL ROUTING PERFORMANCE WITH FLOW CONTROL, DELL POWEREDGE C6220 SERVERS, FIXED 2GHZ CPU CLOCK RATE, 8 ACTIVE CPU 

CORES, BUT ONLY TWO OF THEM ARE USED DUE TO FIXED PORT NUMBERS 

frame size 64 B 128 B 256 B 512 B 768 B 1024 B 1280 B 1518 B 
med (fps) 885,643 878,256 857,575 779,410 779,503 779,982 779,194 779,035 
min (fps) 882,811 874,006 855,467 775,389 777,326 777,342 777,828 777,342 
max (fps)  887,696 880,860 859,631 781,746 781,861 781,251 780,274 779,663 
disp. (%) 0.55 0.78 0.49 0.82 0.58 0.50 0.31 0.30 

 

TABLE III 
IPV4 LINUX KERNEL ROUTING PERFORMANCE WITHOUT FLOW CONTROL, DELL POWEREDGE C6220 SERVERS, FIXED 2GHZ CPU CLOCK RATE, 8 ACTIVE CPU 

CORES, BUT ONLY TWO OF THEM ARE USED DUE TO FIXED PORT NUMBERS 

frame size 64 B 128 B 256 B 512 B 768 B 1024 B 1280 B 1518 B 
med (fps) 880,381 875,126 850,740 778,295 778,861 778,535 779,078 779,069 
min (fps) 826,610 742,186 749,999 757,807 765,624 734,374 749,693 749,968 
max (fps) 883,850 876,617 853,763 780,274 780,274 779,790 780,518 779,420 
disp. (%) 6.50 15.36 12.20 2.89 1.88 5.83 3.96 3.78 
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Our results without flow control are shown in Table III. The 
difference of the median throughput between the results with 
flow control (885,643fps) and without flow control 
(880,381fps) is about 0.6% at 64 bytes frame size. Although this 
difference decreases to 0.36% at 128 bytes, but it is about 0.8% 
at 256 bytes frame size. Thus the increase of the frames size 
was not enough to make the difference diminish. For the 
following three standard frame sizes, this difference is about: 
0.14%, 0.08%, 0.2%, and for the last two frame sizes, the 
difference is deliberately less than measurement error. 
Unfortunately, the dispersion of the results of the measurements 
without flow control is rather high: it exceeds 15% at 128 bytes 
frame size. At this point, we cannot tell whether this high 
dispersion is caused by the improper timing of siitperf or 
by the nature of the DUT. 

V. CALIBRATION WITH A STANDARD TESTER 
We have built two tests systems to determine the IPv4 

routing performance of the same DUT, which was a Sun Fire 
X4150 server with two Quad Core 2.83GHz Intel Xeon E5440 
CPUs, four 2GB 667MHz DDR2 SDRAM modules and four 
Gigabit Ethernet ports. Debian 9.11 GNU/Linux operating 
system with 4.9.0-5-amd64 kernel was installed on it. The clock 

frequency of all 8 CPU cores was set to fixed 2.833GHz using 
the cpufreq-set command of the cpufrequtils 
package. 

A. Reference Measurement 
To provide reference, the throughput of IPv4 Linux kernel 

routing was measured using a commercial Anritsu MP1590B 
Network Performance Tester. It had a four port Anritsu 
MU210212A 10/100/1000M Ethernet Module, and we used 
Port1 and Port2 of the module. The measurement setup is 
shown in Fig. 3. 

As RFC 8219 has somewhat extended the standard frame 
sizes to be used for benchmarking originally defined in RFC 
2544, we have chosen custom frame sizes and defined the 
following frame sizes: 64, 128, 256, 512, 768,1024, 1280, 1518. 

As required by RFC 8219, bidirectional traffic was used and 
full 60s length trials were executed and the “Loss Tolerance” 
parameter was set to 0%.  

The Anritsu tester has a parameter called “Resolution”, 
which can be specified as the percentage of maximum frame 
rate of the media. Its smallest possible value is 0.01. As the 
theoretical maximum frame rate for Gigabit Ethernet with 64 
byte frame size is 1,488,095, this setting means that the 

TABLE I. 
IPV4 LINUX KERNEL ROUTING PERFORMANCE WITH AND WITHOUT FLOW CONTROL, DELL POWEREDGE C6220 SERVERS, FIXED 2GHZ CPU CLOCK RATE,  

8 ACTIVE CPU CORES, RFC 4814 RANDOM PORT NUMBERS 

mode with flow control without flow control 
frame size 64 bytes 128 bytes 256 bytes 64 bytes 128 bytes 256 bytes 
median (fps) 3,432,658 3,352,378 3,153,894 3,411,322 3,344,630 3,152,872 
min (fps) 3,420,774 3,347,624 3,145,506 3,374,999 3,312,499 3,140,624 
max (fps)  3,441,407 3,359,921 3,158,448 3,418,731 3,351,578 3,164,064 
disp. (%) 0.60 0.37 0.41 1.28 1.17 0.74 

 
 

TABLE II 
 IPV4 LINUX KERNEL ROUTING PERFORMANCE WITH FLOW CONTROL, DELL POWEREDGE C6220 SERVERS, FIXED 2GHZ CPU CLOCK RATE, 8 ACTIVE CPU 

CORES, BUT ONLY TWO OF THEM ARE USED DUE TO FIXED PORT NUMBERS 

frame size 64 B 128 B 256 B 512 B 768 B 1024 B 1280 B 1518 B 
med (fps) 885,643 878,256 857,575 779,410 779,503 779,982 779,194 779,035 
min (fps) 882,811 874,006 855,467 775,389 777,326 777,342 777,828 777,342 
max (fps)  887,696 880,860 859,631 781,746 781,861 781,251 780,274 779,663 
disp. (%) 0.55 0.78 0.49 0.82 0.58 0.50 0.31 0.30 
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IPV4 LINUX KERNEL ROUTING PERFORMANCE WITHOUT FLOW CONTROL, DELL POWEREDGE C6220 SERVERS, FIXED 2GHZ CPU CLOCK RATE, 8 ACTIVE CPU 

CORES, BUT ONLY TWO OF THEM ARE USED DUE TO FIXED PORT NUMBERS 
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disp. (%) 6.50 15.36 12.20 2.89 1.88 5.83 3.96 3.78 
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Our results without flow control are shown in Table III. The 
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resolution (or with other words error) of the binary search was 
about 149fps (calculated as: 1,488,095/10,000).  

We note that the Anritsu tester does not perform a binary 
search, if the test at the “Maximum Frame Rate” is successful. 
We set the value of this parameter to 100%. 

By default, flow control was not enabled on the Anritsu 
tester. When we enabled flow control, the Anritsu tester became 
practically unusable for throughput measurements, because it 
qualified all tests as successful, even if they lasted much longer 
than 60s. Thus, we could use this tester for meaningful 
measurements only, when flow control was disabled. 

B. Measurements with Siitperf 
The parameters of the DUT were the same as in the previous 

case, but this time the Tester was a Dell PowerEdge R620 server 
with two six core 2GHz Intel Xeon E5-2620 CPUs, two 16GB 
1600MHz DDR3 SDRAM modules and with an additional Intel 
I350-T4 Ethernet Server Adapter (needed for DPDK). Debian 
9.11 GNU/Linux operating system with 4.9.0-11-amd64 kernel 
was installed on it. The version of DPDK was 16.11.9-
1+deb9u2. As siitperf does not have version numbers yet, 
we can identify its version with its latest commit number 
05247a1 on Jul 1, 2020. This time, we used the master branch. 

The measurement setup is shown in Fig. 4. We used the same 
standard frame sizes mentioned before. 

As required by RFC 8219, bidirectional traffic was used and 
full 60s length trials were executed, and the “Error” of the 
binary search was set to 1.  

We note that as the binary-rate-alg.sh script 
distributed with siitperf supports only tests for a single pre-
set frame size, with a single pre-set upper bound, we have added 
a for cycle to the script with the appropriate frame sizes and 
the following upper bounds for the consecutive standard frame 
sizes: 1,500,000 850,000 460,000 240,000 160,000 120,000 
100,000 82,000. They are wilfully somewhat higher than the 
theoretical maximum frame rates for the media with the given 
frame size, because we wanted to test and demonstrate how 
siitperf behaves, when the maximum frame rate for the 

media is achieved by the DUT. Our script performed the binary 
search for all standard fame sizes starting in the interval of 0 (as 
lower bound) and the above mentioned upper bound values. 

Unlike with the Antritsu Tester, the log file of the DUT 
showed that flow control was enabled on the interfaces used for 
testing (Flow Control: Rx/Tx). We tried to switch off flow 
control using the same command as with the 10G Ethernet 
interfaces (ethtool -A interface rx off tx off), 
which has been executed without any error message, however 
flow control remained enabled.  

C. Results 
The Anritsu Tester reported the results in a form of a graph, 

which we include in Fig. 5 to facilitate an easy overview of the 
results. Except for the first two frame sizes, the throughput 
achieved its theoretical maximum value. However, this 
reporting format covers some very important details by 
displaying only the average value of the measurement results. 
Therefore, we processed the detailed result file and calculated 
the median, minimum, and maximum of the 20 throughput 
results for each frame size. Please see our results in Table IV. 
We note that the Anritsu Tester reported the number of all 
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frames per second (including frames in both directions), but we 
divided the results by two to report the number of frames per 
second per direction. We did so to show values comparable 
with the theoretical maximum frame rates given in Appendix 
A.1 of RFC 5180 [19]. 

One of the most conspicuous things in the table is the high 
dispersion of the results at 64-byte frame size. It is caused by a 
single outlier. We have investigated the case in the 
measurement log file, and we found that 8 frames were missing 
during that step of the binary search when the target rate was 
34.37%. Of course, it meant that the test failed. After that, all 
tests were successful and thus the final result was 34.36%. This 
single outlier does not influence the median, but it is reflected 
by the minimum and, therefore, in the dispersion, too. 

As for the results at 128-byte frame size, the minimum and 
the maximum are nearly symmetrical around the median. 

As for the results at 256-byte frame size, a single test failed 
at 100% due to the loss of a few frames, therefore, binary search 
was performed, which finished at 99.99%. All other tests passed 
at 100% and thus no binary search was performed. 

No binary search was performed at any higher frame sizes, 
this is why their minimum and maximum values are equal with 
their medians. 

The results of the throughput measurements with 
siitperf are shown in Table V. The dispersion of the results 
is always below 1%, and it is practically 0 upwards from 256 
bytes frame size, as the maximum frame rate for the media has 
limited the throughput. As the upper limit was set higher than 
the theoretical maximum frame rate for the media, siitperf 
executed binary search and it measured slightly higher values. 
It was possible for at least two reasons: 

 As Appendix A.1 of RFC 5180 states: “Ethernet's 
maximum frame rates are subject to variances due to 
clock slop. The listed rates are theoretical maximums, 
and actual tests should account for a +/- 100 ppm 
tolerance.” 

 The “TOLERANCE” parameter of siitperf was set 
to 1.00001, which means that 0.001% more time is 
allowed for sending.  

There are two throughput values that were limited by the 
CPU performance: throughput measured with 64 bytes and 128 
bytes frame sizes. The differences of the results of the two test 
systems are 0.06% and 0.75%, which we consider good and 
acceptable, respectively. 

VI. DISCUSSION AND PLANS FOR FUTURE RESEARCH 
Our conditions for calibrating siitperf with a standard 

tester were far from ideal. We cannot tell the maximum frame 
rate, at which the CPU of the Dell PowerEdge R620 server 
would be able to generate frames, but it is very likely several 
million frames per second, thus the measured throughput 
around 550,000 fps was not at all close to it. The technical issue 
that we could use the Anritsu tester only without flow control, 
whereas we could use siitperf only with flow control (in 
the Gigabit Ethernet environment) makes the comparison of 
their results more difficult.  

We plan to purchase a NetFPGA device like the one used by 
the authors of [12] and examine the inter-frame time of the 
traffic generated by siitperf. 

We also plan to test the accuracy of siitperf in a 
10GBase-T environment with a Spirent SPT-N4U Tester used 
out of courtesy for the measurements of [20]. 

VII. CONCLUSION 
We have carefully examined, what kind of factors may 

distort the measurement results of siitperf, and we set up 
an error model. 

We have compared the results of siitperf used with and 
without Ethernet flow control in a 10GBase-T environment, and 
we found that the deviation of the results was always below 1%. 

We have calibrated siitperf with a commercial Tester in 

TABLE IV 
 IPV4 LINUX KERNEL ROUTING PERFORMANCE OF THE SUN SERVER: MEASURED BY THE ANRITSU TESTER WITHOUT FLOW CONTROL  

frame size 64 B 128 B 256 B 512 B 768 B 1024 B 1280 B 1518 B 
med (fps) 548,958 526,351 452,899 234,962 158,629 119,732 96,154 81,274 
min (fps) 511,310 522,720 452,853 234,962 158,629 119,732 96,154 81,274 
max (fps)  553,720 529,561 452,899 234,962 158,629 119,732 96,154 81,274 
disp. (%) 7.73 1.30 0.01 0.00 0.00 0.00 0.00 0.00 

 

TABLE V 
IPV4 LINUX KERNEL ROUTING PERFORMANCE OF THE SUN SERVER: MEASURED BY SIITPERF WITH FLOW CONTROL 

frame size 64 B 128 B 256 B 512 B 768 B 1024 B 1280 B 1518 B 
med (fps) 549,297 522,413 452,930 234,986 158,652 119,752 96,173 81,294 
min (fps) 547,850 521,285 452,926 234,986 158,650 119,752 96,173 81,294 
max (fps) 550,782 524,610 452,960 234,990 158,667 119,767 96,178 81,301 
disp. (%) 0.53 0.64 0.01 0.00 0.01 0.01 0.01 0.01 
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frames per second (including frames in both directions), but we 
divided the results by two to report the number of frames per 
second per direction. We did so to show values comparable 
with the theoretical maximum frame rates given in Appendix 
A.1 of RFC 5180 [19]. 
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dispersion of the results at 64-byte frame size. It is caused by a 
single outlier. We have investigated the case in the 
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tester were far from ideal. We cannot tell the maximum frame 
rate, at which the CPU of the Dell PowerEdge R620 server 
would be able to generate frames, but it is very likely several 
million frames per second, thus the measured throughput 
around 550,000 fps was not at all close to it. The technical issue 
that we could use the Anritsu tester only without flow control, 
whereas we could use siitperf only with flow control (in 
the Gigabit Ethernet environment) makes the comparison of 
their results more difficult.  

We plan to purchase a NetFPGA device like the one used by 
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frames per second (including frames in both directions), but we 
divided the results by two to report the number of frames per 
second per direction. We did so to show values comparable 
with the theoretical maximum frame rates given in Appendix 
A.1 of RFC 5180 [19]. 

One of the most conspicuous things in the table is the high 
dispersion of the results at 64-byte frame size. It is caused by a 
single outlier. We have investigated the case in the 
measurement log file, and we found that 8 frames were missing 
during that step of the binary search when the target rate was 
34.37%. Of course, it meant that the test failed. After that, all 
tests were successful and thus the final result was 34.36%. This 
single outlier does not influence the median, but it is reflected 
by the minimum and, therefore, in the dispersion, too. 

As for the results at 128-byte frame size, the minimum and 
the maximum are nearly symmetrical around the median. 

As for the results at 256-byte frame size, a single test failed 
at 100% due to the loss of a few frames, therefore, binary search 
was performed, which finished at 99.99%. All other tests passed 
at 100% and thus no binary search was performed. 

No binary search was performed at any higher frame sizes, 
this is why their minimum and maximum values are equal with 
their medians. 

The results of the throughput measurements with 
siitperf are shown in Table V. The dispersion of the results 
is always below 1%, and it is practically 0 upwards from 256 
bytes frame size, as the maximum frame rate for the media has 
limited the throughput. As the upper limit was set higher than 
the theoretical maximum frame rate for the media, siitperf 
executed binary search and it measured slightly higher values. 
It was possible for at least two reasons: 

 As Appendix A.1 of RFC 5180 states: “Ethernet's 
maximum frame rates are subject to variances due to 
clock slop. The listed rates are theoretical maximums, 
and actual tests should account for a +/- 100 ppm 
tolerance.” 

 The “TOLERANCE” parameter of siitperf was set 
to 1.00001, which means that 0.001% more time is 
allowed for sending.  

There are two throughput values that were limited by the 
CPU performance: throughput measured with 64 bytes and 128 
bytes frame sizes. The differences of the results of the two test 
systems are 0.06% and 0.75%, which we consider good and 
acceptable, respectively. 

VI. DISCUSSION AND PLANS FOR FUTURE RESEARCH 
Our conditions for calibrating siitperf with a standard 

tester were far from ideal. We cannot tell the maximum frame 
rate, at which the CPU of the Dell PowerEdge R620 server 
would be able to generate frames, but it is very likely several 
million frames per second, thus the measured throughput 
around 550,000 fps was not at all close to it. The technical issue 
that we could use the Anritsu tester only without flow control, 
whereas we could use siitperf only with flow control (in 
the Gigabit Ethernet environment) makes the comparison of 
their results more difficult.  

We plan to purchase a NetFPGA device like the one used by 
the authors of [12] and examine the inter-frame time of the 
traffic generated by siitperf. 

We also plan to test the accuracy of siitperf in a 
10GBase-T environment with a Spirent SPT-N4U Tester used 
out of courtesy for the measurements of [20]. 

VII. CONCLUSION 
We have carefully examined, what kind of factors may 

distort the measurement results of siitperf, and we set up 
an error model. 

We have compared the results of siitperf used with and 
without Ethernet flow control in a 10GBase-T environment, and 
we found that the deviation of the results was always below 1%. 
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frames per second (including frames in both directions), but we 
divided the results by two to report the number of frames per 
second per direction. We did so to show values comparable 
with the theoretical maximum frame rates given in Appendix 
A.1 of RFC 5180 [19]. 

One of the most conspicuous things in the table is the high 
dispersion of the results at 64-byte frame size. It is caused by a 
single outlier. We have investigated the case in the 
measurement log file, and we found that 8 frames were missing 
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34.37%. Of course, it meant that the test failed. After that, all 
tests were successful and thus the final result was 34.36%. This 
single outlier does not influence the median, but it is reflected 
by the minimum and, therefore, in the dispersion, too. 
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The results of the throughput measurements with 
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It was possible for at least two reasons: 
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maximum frame rates are subject to variances due to 
clock slop. The listed rates are theoretical maximums, 
and actual tests should account for a +/- 100 ppm 
tolerance.” 

 The “TOLERANCE” parameter of siitperf was set 
to 1.00001, which means that 0.001% more time is 
allowed for sending.  

There are two throughput values that were limited by the 
CPU performance: throughput measured with 64 bytes and 128 
bytes frame sizes. The differences of the results of the two test 
systems are 0.06% and 0.75%, which we consider good and 
acceptable, respectively. 
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million frames per second, thus the measured throughput 
around 550,000 fps was not at all close to it. The technical issue 
that we could use the Anritsu tester only without flow control, 
whereas we could use siitperf only with flow control (in 
the Gigabit Ethernet environment) makes the comparison of 
their results more difficult.  

We plan to purchase a NetFPGA device like the one used by 
the authors of [12] and examine the inter-frame time of the 
traffic generated by siitperf. 

We also plan to test the accuracy of siitperf in a 
10GBase-T environment with a Spirent SPT-N4U Tester used 
out of courtesy for the measurements of [20]. 

VII. CONCLUSION 
We have carefully examined, what kind of factors may 
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a Gigabit Ethernet environment, and we found that the 
deviation of the results was below 1%.  

We conclude that it is necessary to calibrate siitperf also 
in a 10GBase-T environment and we plan to do so. 
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frames per second (including frames in both directions), but we 
divided the results by two to report the number of frames per 
second per direction. We did so to show values comparable 
with the theoretical maximum frame rates given in Appendix 
A.1 of RFC 5180 [19]. 

One of the most conspicuous things in the table is the high 
dispersion of the results at 64-byte frame size. It is caused by a 
single outlier. We have investigated the case in the 
measurement log file, and we found that 8 frames were missing 
during that step of the binary search when the target rate was 
34.37%. Of course, it meant that the test failed. After that, all 
tests were successful and thus the final result was 34.36%. This 
single outlier does not influence the median, but it is reflected 
by the minimum and, therefore, in the dispersion, too. 

As for the results at 128-byte frame size, the minimum and 
the maximum are nearly symmetrical around the median. 

As for the results at 256-byte frame size, a single test failed 
at 100% due to the loss of a few frames, therefore, binary search 
was performed, which finished at 99.99%. All other tests passed 
at 100% and thus no binary search was performed. 

No binary search was performed at any higher frame sizes, 
this is why their minimum and maximum values are equal with 
their medians. 

The results of the throughput measurements with 
siitperf are shown in Table V. The dispersion of the results 
is always below 1%, and it is practically 0 upwards from 256 
bytes frame size, as the maximum frame rate for the media has 
limited the throughput. As the upper limit was set higher than 
the theoretical maximum frame rate for the media, siitperf 
executed binary search and it measured slightly higher values. 
It was possible for at least two reasons: 

 As Appendix A.1 of RFC 5180 states: “Ethernet's 
maximum frame rates are subject to variances due to 
clock slop. The listed rates are theoretical maximums, 
and actual tests should account for a +/- 100 ppm 
tolerance.” 

 The “TOLERANCE” parameter of siitperf was set 
to 1.00001, which means that 0.001% more time is 
allowed for sending.  

There are two throughput values that were limited by the 
CPU performance: throughput measured with 64 bytes and 128 
bytes frame sizes. The differences of the results of the two test 
systems are 0.06% and 0.75%, which we consider good and 
acceptable, respectively. 

VI. DISCUSSION AND PLANS FOR FUTURE RESEARCH 
Our conditions for calibrating siitperf with a standard 

tester were far from ideal. We cannot tell the maximum frame 
rate, at which the CPU of the Dell PowerEdge R620 server 
would be able to generate frames, but it is very likely several 
million frames per second, thus the measured throughput 
around 550,000 fps was not at all close to it. The technical issue 
that we could use the Anritsu tester only without flow control, 
whereas we could use siitperf only with flow control (in 
the Gigabit Ethernet environment) makes the comparison of 
their results more difficult.  

We plan to purchase a NetFPGA device like the one used by 
the authors of [12] and examine the inter-frame time of the 
traffic generated by siitperf. 

We also plan to test the accuracy of siitperf in a 
10GBase-T environment with a Spirent SPT-N4U Tester used 
out of courtesy for the measurements of [20]. 

VII. CONCLUSION 
We have carefully examined, what kind of factors may 

distort the measurement results of siitperf, and we set up 
an error model. 

We have compared the results of siitperf used with and 
without Ethernet flow control in a 10GBase-T environment, and 
we found that the deviation of the results was always below 1%. 

We have calibrated siitperf with a commercial Tester in 

TABLE IV 
 IPV4 LINUX KERNEL ROUTING PERFORMANCE OF THE SUN SERVER: MEASURED BY THE ANRITSU TESTER WITHOUT FLOW CONTROL  

frame size 64 B 128 B 256 B 512 B 768 B 1024 B 1280 B 1518 B 
med (fps) 548,958 526,351 452,899 234,962 158,629 119,732 96,154 81,274 
min (fps) 511,310 522,720 452,853 234,962 158,629 119,732 96,154 81,274 
max (fps)  553,720 529,561 452,899 234,962 158,629 119,732 96,154 81,274 
disp. (%) 7.73 1.30 0.01 0.00 0.00 0.00 0.00 0.00 

 

TABLE V 
IPV4 LINUX KERNEL ROUTING PERFORMANCE OF THE SUN SERVER: MEASURED BY SIITPERF WITH FLOW CONTROL 
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min (fps) 547,850 521,285 452,926 234,986 158,650 119,752 96,173 81,294 
max (fps) 550,782 524,610 452,960 234,990 158,667 119,767 96,178 81,301 
disp. (%) 0.53 0.64 0.01 0.00 0.01 0.01 0.01 0.01 
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rate, at which the CPU of the Dell PowerEdge R620 server 
would be able to generate frames, but it is very likely several 
million frames per second, thus the measured throughput 
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that we could use the Anritsu tester only without flow control, 
whereas we could use siitperf only with flow control (in 
the Gigabit Ethernet environment) makes the comparison of 
their results more difficult.  

We plan to purchase a NetFPGA device like the one used by 
the authors of [12] and examine the inter-frame time of the 
traffic generated by siitperf. 

We also plan to test the accuracy of siitperf in a 
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out of courtesy for the measurements of [20]. 

VII. CONCLUSION 
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frames per second (including frames in both directions), but we 
divided the results by two to report the number of frames per 
second per direction. We did so to show values comparable 
with the theoretical maximum frame rates given in Appendix 
A.1 of RFC 5180 [19]. 

One of the most conspicuous things in the table is the high 
dispersion of the results at 64-byte frame size. It is caused by a 
single outlier. We have investigated the case in the 
measurement log file, and we found that 8 frames were missing 
during that step of the binary search when the target rate was 
34.37%. Of course, it meant that the test failed. After that, all 
tests were successful and thus the final result was 34.36%. This 
single outlier does not influence the median, but it is reflected 
by the minimum and, therefore, in the dispersion, too. 

As for the results at 128-byte frame size, the minimum and 
the maximum are nearly symmetrical around the median. 

As for the results at 256-byte frame size, a single test failed 
at 100% due to the loss of a few frames, therefore, binary search 
was performed, which finished at 99.99%. All other tests passed 
at 100% and thus no binary search was performed. 

No binary search was performed at any higher frame sizes, 
this is why their minimum and maximum values are equal with 
their medians. 

The results of the throughput measurements with 
siitperf are shown in Table V. The dispersion of the results 
is always below 1%, and it is practically 0 upwards from 256 
bytes frame size, as the maximum frame rate for the media has 
limited the throughput. As the upper limit was set higher than 
the theoretical maximum frame rate for the media, siitperf 
executed binary search and it measured slightly higher values. 
It was possible for at least two reasons: 

 As Appendix A.1 of RFC 5180 states: “Ethernet's 
maximum frame rates are subject to variances due to 
clock slop. The listed rates are theoretical maximums, 
and actual tests should account for a +/- 100 ppm 
tolerance.” 

 The “TOLERANCE” parameter of siitperf was set 
to 1.00001, which means that 0.001% more time is 
allowed for sending.  

There are two throughput values that were limited by the 
CPU performance: throughput measured with 64 bytes and 128 
bytes frame sizes. The differences of the results of the two test 
systems are 0.06% and 0.75%, which we consider good and 
acceptable, respectively. 

VI. DISCUSSION AND PLANS FOR FUTURE RESEARCH 
Our conditions for calibrating siitperf with a standard 

tester were far from ideal. We cannot tell the maximum frame 
rate, at which the CPU of the Dell PowerEdge R620 server 
would be able to generate frames, but it is very likely several 
million frames per second, thus the measured throughput 
around 550,000 fps was not at all close to it. The technical issue 
that we could use the Anritsu tester only without flow control, 
whereas we could use siitperf only with flow control (in 
the Gigabit Ethernet environment) makes the comparison of 
their results more difficult.  

We plan to purchase a NetFPGA device like the one used by 
the authors of [12] and examine the inter-frame time of the 
traffic generated by siitperf. 

We also plan to test the accuracy of siitperf in a 
10GBase-T environment with a Spirent SPT-N4U Tester used 
out of courtesy for the measurements of [20]. 

VII. CONCLUSION 
We have carefully examined, what kind of factors may 

distort the measurement results of siitperf, and we set up 
an error model. 

We have compared the results of siitperf used with and 
without Ethernet flow control in a 10GBase-T environment, and 
we found that the deviation of the results was always below 1%. 

We have calibrated siitperf with a commercial Tester in 

TABLE IV 
 IPV4 LINUX KERNEL ROUTING PERFORMANCE OF THE SUN SERVER: MEASURED BY THE ANRITSU TESTER WITHOUT FLOW CONTROL  

frame size 64 B 128 B 256 B 512 B 768 B 1024 B 1280 B 1518 B 
med (fps) 548,958 526,351 452,899 234,962 158,629 119,732 96,154 81,274 
min (fps) 511,310 522,720 452,853 234,962 158,629 119,732 96,154 81,274 
max (fps)  553,720 529,561 452,899 234,962 158,629 119,732 96,154 81,274 
disp. (%) 7.73 1.30 0.01 0.00 0.00 0.00 0.00 0.00 
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a Gigabit Ethernet environment, and we found that the 
deviation of the results was below 1%.  

We conclude that it is necessary to calibrate siitperf also 
in a 10GBase-T environment and we plan to do so. 
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Abstract—Random numbers are of vital importance in today’s 

world and used for example in many cryptographical protocols to 
secure the communication over the internet. The generators 
producing these numbers are Pseudo Random Number 
Generators (PRNGs) or True Random Number Generators 
(TRNGs). A subclass of TRNGs are the Quantum based Random 
Number Generators (QRNGs) whose generation processes are 
based on quantum phenomena. However, the achievable quality 
of the numbers generated from a practical implementation can 
differ from the theoretically possible. To ease this negative effect 
post-processing can be used, which contains the use of extractors. 
They extract as much entropy as possible from the original 
source and produce a new output with better properties. The 
quality and the different properties of a given output can be 
measured with the help of statistical tests. In our work we 
examined the effect of different extractors on two QRNG outputs 
and found that with the right extractor we can improve their 
quality.  
 

Index Terms—random numbers, statistical testing, quantum 
communication, QRNG  
 

I. INTRODUCTION 
UANTUM TECHNOLOGIES are developing at a rapid speed 
in the modern world and they vastly differ from their 

classical counterparts. They offer new approaches for 
communication, cryptography or algorithm design. From an 
algorithmic standpoint they propose new and in many cases 
faster algorithms (for example Shor’s algorithm for prime 
factoring or in the area of resource distribution [1]) which can 
utilize the unique phenomena present only in the world of 
quantum mechanics[2][3]. Two of the most developed 
technologies in the field are QRNGs and QKD (Quantum Key 
Distribution). QKD is mostly used as a building block in 
cryptographic solutions. One of these is the one-time pad 
encryption scheme, where parties use a different, unique 
random key for the encryption of each message. This is a 
mathematically proven secure method, with only one 
weakness, sharing the keys. QKD patches this weakness by 
providing a safe way to share the keys between the parties [4].  
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The application of random numbers ranges from dice 
simulators to cryptographic systems and mathematical 
simulations [5]. These various usages require different traits 
from the generators. High bitrate, quality, and safety are 
among the attributes the different applications expect. 

Quantum generators make ideal outputs for most 
requirements, but their main quality is generating truly random 
numbers due to an underlying quantum phenomenon. Even so, 
they have their flaws, which mainly come from the limits of 
our physical tools.  

The field of QRNGs is becoming more popular as some of 
the generators are already available on the commercial market 
(one of which is briefly introduced in Section II.A), see [6] for 
more. At the same time the field of randomness extraction also 
had interesting results. Ma et al investigated the effect of a 
Trevisian and Toeplitz extractor on a QRNG in [7]. In our 
work, we applied the Toeplitz extractor as well but the QRNG 
they used is based on a different generation mechanism. Qi 
and Bing tested a generator based on amplified spontaneous 
emission [8]. One of the QRNGs we worked with is also based 
on amplified spontaneous emission, but they used a different 
setup. In [9] Zhang, Xiao-Guang, et al presented a generator 
based on laser phase fluctuations, where they used a pipeline 
based solution with a Toeplitz extractor to achieve real-time 
processing. In our work we used the Toeplitz extractor, but the 
real-time operation was not one of our goals, therefore our 
implementation differs. Shakhovoy, Roman, et al. introduced a 
QRNG which works without the need for post-processing 
[10]. In current work we focused on investigation of QRNG, 
but another important question is the comparison of efficiency 
between QRNGs and PRNGs which was investigated by 
Martínez, Aldo C., et al in [11].  

In our work we concentrated on two QRNGs, which were 
built at Budapest University of Technology and Economics 
(BME)[16]. Prior to our work, the generators were only tested 
without post-processing. In this paper, we present how 
extractors can improve the quality of two outputs from these 
generators. We implemented the extractors in Python, 
examined their applicability and their yielded results. 

This article is structured as follows. In Section II we will 
introduce two popular generation methods used in QRNGs (on 
which the tested generators are based on) then we will show 
how can we measure the quality of random numbers and what 
is an extractor. After that in Section III we will present what 
we found during our testing, while Section IV contains our 
conclusion. 
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II. RANDOM NUMBER GENERATORS 

A. Generation methods 
PRNGs generate a stream based on a mathematical 

algorithm and a starting point, the so-called seed. Although 
this makes it easy to generate numbers in high quantity, it also 
makes the output deterministic, and in turn prone to 
exploitation. Within possession of its algorithm and seed, 
which may be acquired through inspecting the output, the 
PRNGs upcoming outputs become easily predictable. This 
makes it highly unsafe to use them in applications with a high-
security requirement, such as lottery or cryptographic 
solutions [12].  

For TRNGs their entropy source comes from inherently 
random events, like radioactive decay, atmospheric noise or 
quantum mechanical events. Their set up is much more 
complex than the PRNGs, and their generation speed is also 
slower, but due to the high unpredictability of their source, 
their output is adequate for high-security uses. 

QRNGs provide non-deterministic outputs in great 
quantities in a short time. and they are one of the most actively 
developed quantum computing technologies.  

The two main producers of commercially available QRNG 
chips are ID Quantique (IDQ) and Quantum Numbers Corp 
(QNC). Both companies produce state of the art QRNG chips 
although the smallest commercial one belongs to IDQ, the 
Quantis QRNG chip. It contains a LED light source that emits 
random number of photons which are captured and counted by 
an image sensor, providing a set of easily accessible raw 
numbers. It also has a self-verification process, where if it 
detects any failure it starts an automatic recovery procedure 
instantly and notifies the user [13].  

B. Photon detection interval 
Many types of optical QRNGs exist. A portion of them rely 

on a beam splitters and different amount of detectors. These 
tools can contribute greatly to the bias of a generator. In 
theory there are ideal equipments but in truth, perfect tools do 
not exist. Even a single detector’s quantum efficiency is not 
100% but using multiple detectors raises the problem of the 
two detectors differences [14]. 

The photon detection interval generator uses only one 
detector, as to mitigate the bias. 

The distribution of the time between two detections is 
exponential with a probability density function       where   
is the expected number of photons detected in a unit of time. 

The time values are compared in pairs. For       time 
values the generator returns 0 if       and 1 in case of 
     . We restart the clock at each detection to eliminate 
correlation between the data. The time values of course have a 
certain amount of accuracy which makes equal values more 
probable. To overcome this issue we discard equal values [6].  

C. Amplified Spontaneous Emission 
To achieve long ranges in fiber communication optical 

amplification is used. The basis for this technique is 
stimulated emission. During stimulated emission when a 
particle in excited state interacts with an incoming photon, the 
excited particle drops to a lower energy level emitting a new 
photon, whose properties are the same as the ones which 

started the process. For stimulated emission to be dominant 
over absorption, population inversion must be present. This 
means that there are more particles in excited state than in 
lower energy state.  However, if stimulated emission is 
possible for a particle, than so is spontaneous emission, during 
which an excited particle randomly drops to a lower energy 
level while emitting a new  photon with random properties. 
This photon then can cause stimulated emission thus creating 
amplified spontaneous emission, ASE. In an optical system 
this phenomenon is considered noise which fortunately can be 
measured, therefore it can be used as a basis for random 
number generation. During generation if there is no incoming 
signal in the amplifier, ASE will be the dominant interaction. 
Then the optical power can be sampled, giving statistically 
independent random variables. [6][15][16] 

D. Measuring the randomness 
As we saw earlier, there are many ways to build a random 

number generator. But we need to determine the quality of the 
numbers (or the bits) which are coming out of the machine. 
The first problem is that we have to measure how random the 
output is. This means that we need to define what randomness 
is. This is a hard task, because we cannot tell  certainly 
whether a given finite sequence of bits is random or not. In 
most cases we have to settle for a more practical solution. 
Instead of declaring that the output of a generator is truly 
random with absolute certainty, we will say that the output is 
closer to a true random source then a given limit. Therefore 
we can only say with a given probability, that the measured 
output is random or not, but if this probability is high enough, 
this approach is good for most usages. 

The tests we can use on a generator (or the output of this 
generator) can range from the very simple to the more 
complex; but they have a common property: they require a 
finite number of bits. This means that firstly the length of the 
bit sequence is important. The longer the sequence is the better 
the precision of the tests. Secondly, this means that we can 
never look at the whole output of a generator, only a part of it 
and we have to make a decision based on this part. It is 
therefore possible that the generator will fail the same test that 
it passed earlier, because on the second run the new output 
will be different. To give an example of a simple test one can 
think about a truly random source, e.g. the uniform 
distribution. It puts out a 1 or a 0 bit with equal probability 
(50%), so if one looks at a longer and longer sequence from 
this source, one will find out the number of 1s and 0s is 
approaching the same number. This can be interpreted as a 
test: we count the 1 and 0 bits in the output of the generator 
and compare them to each other.  

The main goal of these tests is to measure the randomness 
of the sequence which cannot be made with certainty as it was 
stated earlier, that’s the reason why these tests are statistical 
tests. They take a statistical property (for example the number 
of 1s and 0s as mentioned above) and based on this result and 
a previously given criterion (for example: how far can the 
number of 1s and 0s differ from each other) can declare 
whether the sequence passed or not. Most of the tests fall 
under the statistical hypothesis test category. In the hypothesis 
test we want to accept or reject the null-hypothesis (H0). 
During the testing of a random number generator the null-
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hypothesis is that the generator is producing random numbers. 
The other hypothesis in the test is called the alternative 
hypothesis (Ha). Ha is the opposite of H0: it says that the 
generator isn’t producing truly random numbers. The next step 
is to calculate a distribution function with the help of a 
probabilistic value (most of the time these are well known 
probabilistic values) while assuming that the null-hypothesis is 
true. After this we select a significance level (α) on this 
distribution. Generally, this is a very small value. In the RNG 
testing α tends to be around 1%. Lastly, we calculate the 
statistical value which the given test measures and compare it 
to the significance level. If it is below α, we reject the null-
hypothesis and accept the alternative. If it is above it, we 
accept the null-hypothesis and reject the alternative. Based on 
our decision and the reality we have four possible outcomes. If 
we accepted the null-hypothesis and it is in fact true, we chose 
correctly (this has a probability of 1-α). It is the same if we 
rejected it and it was false in reality (the probability of this 
outcome is 1-β). The other two outcomes are called Type I and 
Type II error. The Type I error occurs when we rejected H0, 
but it was true. This outcome has a probability of α and is 
called false positive. The Type II error is when we accept H0, 
but it was false. It has a probability of β and is called false 
negative. Out of these two the Type I is more acceptable and 
with a good decision on the value of α we can fine tune it. In 
this case we falsely brand the RNG as “not random” in the 
test. But with the help of other tests we can still state at the 
end that it is in fact “random”. The Type II error is harder to 
manage, because here a “not random” source passed the test it 
should not have. To lower the probability of the Type II error 
we have to choose an acceptable value for α and for the length 
of the sequence. The above mentioned information can also be 
interpreted as a so called p-value. The p-value is between 0 
and 1 and it is the probability of getting results at least as 
extreme as the ones observed, given that the null-hypothesis is 
correct. In other words it is a metric showing how strong our 
evidences supporting the null-hypothesis are. To use the p-
value we compare it to α and if it is below it we reject H0. It is 
important to note here that α is used as a lower and  1- α is 
used as an upper bound and the p-values obtained throughout 
the test should follow a uniform distribution as well. 

When we want to measure the randomness of a given bit 
sequence one test can only look at one property of the 
sequence. Therefore we need multiple tests which we can use 
and we need them to be different (in the sense that they are 
testing different properties). To solve the issue certain test 
were grouped together into a so-called test suite. Some of the 
suites are defined by standards, other are organized by various 
people. 

An example for a standardized test suite is the NIST STS 
(National Institution of Standards and Technology Statistical 
Test Suite) [17] which consist of 15 different test and used 
widely in the world. Another test is the Diehard [18] and it is 
extended version the Dieharder [19] which are maintained by 
a community. The Dieharder suite consists of around 100 tests 
(it includes the NIST STS as well) which cover a large range 
of complexity. One of these test is the 32x32 binary rank test. 
This test takes 32 32-bit integer and builds a 32-by-32 matrix 
of 1s and 0s. Then it calculates the rank of this matrix and 
goes on for the next 32 number. Ranks less than or equal to 29 

are rare, therefore they are treated as one rank. A Chi-squared 
test [20] is performed on the ranks 32, 31, 30, and ≤ 
29,checking the uniformity of these rank groups. 

One important question regarding these tests is when to use 
them. Using the tests must be part of the creation process of 
the generator. It is important during this time to run selected 
tests which might point to possible flaws in the design. After 
the generator is complete or when it is used in a real system 
monitoring the randomness of the output is vital for the 
underlying system which is using the numbers from the 
generator and for the maintenance of the generator as well. 
These tests can be used in real-time [21]. The NIST published 
several recommendations on which tests to use in which part 
of the generators lifecycle [22]. 

E. Extractors 
With the help of the statistical tests we mentioned in the 

previous section we can measure the quality of the numbers 
produced by a generator while we are building it. This helps 
us to see how far are we in the development. If we are not 
satisfied with the results, we can try to make the construction 
better with for example a new layout or with the help of more 
precise components. But there is point where we cannot 
improve the system further just by fine tuning because the 
physical implementation of an RNG cannot be 100% efficient 
or the physical phenomenon which the generator is based on 
hasn’t got a high enough entropy. This means that we have to 
find another way to improve the quality of the generated 
numbers which comes after the generation phase. This is the 
post-processing, where we aim to improve the original output 
of the generator by making a new with better properties. 

During post-processing we use extractor functions or 
algorithms. Their main goal is to extract as much entropy from 
the original source as possible and to create a new output 
whose entropy is as close to the original source as possible and 
has a better quality [23]. Previously we mentioned that a good 
random number generator is close to a truly random source or 
indistinguishable from it. Now we will define what this means. 
The distance of two random variable can be written as: 

 
           

     
              

 
where X and Y are random variables of the same sample space 
A. If we think about our generator and a truly random source 
as a random variable can modify the definition to this: 
 

                                  . 
 
In this inequality X is random variable (our generator), U is a 
random variable representing the uniform distribution (a truly 
random source) and ε is an upper bound for the distance. If X 
satisfies this inequality we say that X is ε uniform. 
 The next step is to measure the entropy of the source, 
because the main objective of the extractors is to extract as 
much entropy as possible and we need a way to compare the 
new output to the old one. There are different ways to measure 
the entropy for example the Shannon entropy but in the case of 
extractors the min-entropy is the mostly used version. The 
definition of the min-entropy is the following: 
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the generator. It is important during this time to run selected 
tests which might point to possible flaws in the design. After 
the generator is complete or when it is used in a real system 
monitoring the randomness of the output is vital for the 
underlying system which is using the numbers from the 
generator and for the maintenance of the generator as well. 
These tests can be used in real-time [21]. The NIST published 
several recommendations on which tests to use in which part 
of the generators lifecycle [22]. 

E. Extractors 
With the help of the statistical tests we mentioned in the 

previous section we can measure the quality of the numbers 
produced by a generator while we are building it. This helps 
us to see how far are we in the development. If we are not 
satisfied with the results, we can try to make the construction 
better with for example a new layout or with the help of more 
precise components. But there is point where we cannot 
improve the system further just by fine tuning because the 
physical implementation of an RNG cannot be 100% efficient 
or the physical phenomenon which the generator is based on 
hasn’t got a high enough entropy. This means that we have to 
find another way to improve the quality of the generated 
numbers which comes after the generation phase. This is the 
post-processing, where we aim to improve the original output 
of the generator by making a new with better properties. 

During post-processing we use extractor functions or 
algorithms. Their main goal is to extract as much entropy from 
the original source as possible and to create a new output 
whose entropy is as close to the original source as possible and 
has a better quality [23]. Previously we mentioned that a good 
random number generator is close to a truly random source or 
indistinguishable from it. Now we will define what this means. 
The distance of two random variable can be written as: 

 
           

     
              

 
where X and Y are random variables of the same sample space 
A. If we think about our generator and a truly random source 
as a random variable can modify the definition to this: 
 

                                  . 
 
In this inequality X is random variable (our generator), U is a 
random variable representing the uniform distribution (a truly 
random source) and ε is an upper bound for the distance. If X 
satisfies this inequality we say that X is ε uniform. 
 The next step is to measure the entropy of the source, 
because the main objective of the extractors is to extract as 
much entropy as possible and we need a way to compare the 
new output to the old one. There are different ways to measure 
the entropy for example the Shannon entropy but in the case of 
extractors the min-entropy is the mostly used version. The 
definition of the min-entropy is the following: 
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hypothesis is that the generator is producing random numbers. 
The other hypothesis in the test is called the alternative 
hypothesis (Ha). Ha is the opposite of H0: it says that the 
generator isn’t producing truly random numbers. The next step 
is to calculate a distribution function with the help of a 
probabilistic value (most of the time these are well known 
probabilistic values) while assuming that the null-hypothesis is 
true. After this we select a significance level (α) on this 
distribution. Generally, this is a very small value. In the RNG 
testing α tends to be around 1%. Lastly, we calculate the 
statistical value which the given test measures and compare it 
to the significance level. If it is below α, we reject the null-
hypothesis and accept the alternative. If it is above it, we 
accept the null-hypothesis and reject the alternative. Based on 
our decision and the reality we have four possible outcomes. If 
we accepted the null-hypothesis and it is in fact true, we chose 
correctly (this has a probability of 1-α). It is the same if we 
rejected it and it was false in reality (the probability of this 
outcome is 1-β). The other two outcomes are called Type I and 
Type II error. The Type I error occurs when we rejected H0, 
but it was true. This outcome has a probability of α and is 
called false positive. The Type II error is when we accept H0, 
but it was false. It has a probability of β and is called false 
negative. Out of these two the Type I is more acceptable and 
with a good decision on the value of α we can fine tune it. In 
this case we falsely brand the RNG as “not random” in the 
test. But with the help of other tests we can still state at the 
end that it is in fact “random”. The Type II error is harder to 
manage, because here a “not random” source passed the test it 
should not have. To lower the probability of the Type II error 
we have to choose an acceptable value for α and for the length 
of the sequence. The above mentioned information can also be 
interpreted as a so called p-value. The p-value is between 0 
and 1 and it is the probability of getting results at least as 
extreme as the ones observed, given that the null-hypothesis is 
correct. In other words it is a metric showing how strong our 
evidences supporting the null-hypothesis are. To use the p-
value we compare it to α and if it is below it we reject H0. It is 
important to note here that α is used as a lower and  1- α is 
used as an upper bound and the p-values obtained throughout 
the test should follow a uniform distribution as well. 

When we want to measure the randomness of a given bit 
sequence one test can only look at one property of the 
sequence. Therefore we need multiple tests which we can use 
and we need them to be different (in the sense that they are 
testing different properties). To solve the issue certain test 
were grouped together into a so-called test suite. Some of the 
suites are defined by standards, other are organized by various 
people. 

An example for a standardized test suite is the NIST STS 
(National Institution of Standards and Technology Statistical 
Test Suite) [17] which consist of 15 different test and used 
widely in the world. Another test is the Diehard [18] and it is 
extended version the Dieharder [19] which are maintained by 
a community. The Dieharder suite consists of around 100 tests 
(it includes the NIST STS as well) which cover a large range 
of complexity. One of these test is the 32x32 binary rank test. 
This test takes 32 32-bit integer and builds a 32-by-32 matrix 
of 1s and 0s. Then it calculates the rank of this matrix and 
goes on for the next 32 number. Ranks less than or equal to 29 

are rare, therefore they are treated as one rank. A Chi-squared 
test [20] is performed on the ranks 32, 31, 30, and ≤ 
29,checking the uniformity of these rank groups. 

One important question regarding these tests is when to use 
them. Using the tests must be part of the creation process of 
the generator. It is important during this time to run selected 
tests which might point to possible flaws in the design. After 
the generator is complete or when it is used in a real system 
monitoring the randomness of the output is vital for the 
underlying system which is using the numbers from the 
generator and for the maintenance of the generator as well. 
These tests can be used in real-time [21]. The NIST published 
several recommendations on which tests to use in which part 
of the generators lifecycle [22]. 

E. Extractors 
With the help of the statistical tests we mentioned in the 

previous section we can measure the quality of the numbers 
produced by a generator while we are building it. This helps 
us to see how far are we in the development. If we are not 
satisfied with the results, we can try to make the construction 
better with for example a new layout or with the help of more 
precise components. But there is point where we cannot 
improve the system further just by fine tuning because the 
physical implementation of an RNG cannot be 100% efficient 
or the physical phenomenon which the generator is based on 
hasn’t got a high enough entropy. This means that we have to 
find another way to improve the quality of the generated 
numbers which comes after the generation phase. This is the 
post-processing, where we aim to improve the original output 
of the generator by making a new with better properties. 

During post-processing we use extractor functions or 
algorithms. Their main goal is to extract as much entropy from 
the original source as possible and to create a new output 
whose entropy is as close to the original source as possible and 
has a better quality [23]. Previously we mentioned that a good 
random number generator is close to a truly random source or 
indistinguishable from it. Now we will define what this means. 
The distance of two random variable can be written as: 

 
           

     
              

 
where X and Y are random variables of the same sample space 
A. If we think about our generator and a truly random source 
as a random variable can modify the definition to this: 
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In this inequality X is random variable (our generator), U is a 
random variable representing the uniform distribution (a truly 
random source) and ε is an upper bound for the distance. If X 
satisfies this inequality we say that X is ε uniform. 
 The next step is to measure the entropy of the source, 
because the main objective of the extractors is to extract as 
much entropy as possible and we need a way to compare the 
new output to the old one. There are different ways to measure 
the entropy for example the Shannon entropy but in the case of 
extractors the min-entropy is the mostly used version. The 
definition of the min-entropy is the following: 
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hypothesis is that the generator is producing random numbers. 
The other hypothesis in the test is called the alternative 
hypothesis (Ha). Ha is the opposite of H0: it says that the 
generator isn’t producing truly random numbers. The next step 
is to calculate a distribution function with the help of a 
probabilistic value (most of the time these are well known 
probabilistic values) while assuming that the null-hypothesis is 
true. After this we select a significance level (α) on this 
distribution. Generally, this is a very small value. In the RNG 
testing α tends to be around 1%. Lastly, we calculate the 
statistical value which the given test measures and compare it 
to the significance level. If it is below α, we reject the null-
hypothesis and accept the alternative. If it is above it, we 
accept the null-hypothesis and reject the alternative. Based on 
our decision and the reality we have four possible outcomes. If 
we accepted the null-hypothesis and it is in fact true, we chose 
correctly (this has a probability of 1-α). It is the same if we 
rejected it and it was false in reality (the probability of this 
outcome is 1-β). The other two outcomes are called Type I and 
Type II error. The Type I error occurs when we rejected H0, 
but it was true. This outcome has a probability of α and is 
called false positive. The Type II error is when we accept H0, 
but it was false. It has a probability of β and is called false 
negative. Out of these two the Type I is more acceptable and 
with a good decision on the value of α we can fine tune it. In 
this case we falsely brand the RNG as “not random” in the 
test. But with the help of other tests we can still state at the 
end that it is in fact “random”. The Type II error is harder to 
manage, because here a “not random” source passed the test it 
should not have. To lower the probability of the Type II error 
we have to choose an acceptable value for α and for the length 
of the sequence. The above mentioned information can also be 
interpreted as a so called p-value. The p-value is between 0 
and 1 and it is the probability of getting results at least as 
extreme as the ones observed, given that the null-hypothesis is 
correct. In other words it is a metric showing how strong our 
evidences supporting the null-hypothesis are. To use the p-
value we compare it to α and if it is below it we reject H0. It is 
important to note here that α is used as a lower and  1- α is 
used as an upper bound and the p-values obtained throughout 
the test should follow a uniform distribution as well. 

When we want to measure the randomness of a given bit 
sequence one test can only look at one property of the 
sequence. Therefore we need multiple tests which we can use 
and we need them to be different (in the sense that they are 
testing different properties). To solve the issue certain test 
were grouped together into a so-called test suite. Some of the 
suites are defined by standards, other are organized by various 
people. 

An example for a standardized test suite is the NIST STS 
(National Institution of Standards and Technology Statistical 
Test Suite) [17] which consist of 15 different test and used 
widely in the world. Another test is the Diehard [18] and it is 
extended version the Dieharder [19] which are maintained by 
a community. The Dieharder suite consists of around 100 tests 
(it includes the NIST STS as well) which cover a large range 
of complexity. One of these test is the 32x32 binary rank test. 
This test takes 32 32-bit integer and builds a 32-by-32 matrix 
of 1s and 0s. Then it calculates the rank of this matrix and 
goes on for the next 32 number. Ranks less than or equal to 29 

are rare, therefore they are treated as one rank. A Chi-squared 
test [20] is performed on the ranks 32, 31, 30, and ≤ 
29,checking the uniformity of these rank groups. 

One important question regarding these tests is when to use 
them. Using the tests must be part of the creation process of 
the generator. It is important during this time to run selected 
tests which might point to possible flaws in the design. After 
the generator is complete or when it is used in a real system 
monitoring the randomness of the output is vital for the 
underlying system which is using the numbers from the 
generator and for the maintenance of the generator as well. 
These tests can be used in real-time [21]. The NIST published 
several recommendations on which tests to use in which part 
of the generators lifecycle [22]. 

E. Extractors 
With the help of the statistical tests we mentioned in the 

previous section we can measure the quality of the numbers 
produced by a generator while we are building it. This helps 
us to see how far are we in the development. If we are not 
satisfied with the results, we can try to make the construction 
better with for example a new layout or with the help of more 
precise components. But there is point where we cannot 
improve the system further just by fine tuning because the 
physical implementation of an RNG cannot be 100% efficient 
or the physical phenomenon which the generator is based on 
hasn’t got a high enough entropy. This means that we have to 
find another way to improve the quality of the generated 
numbers which comes after the generation phase. This is the 
post-processing, where we aim to improve the original output 
of the generator by making a new with better properties. 

During post-processing we use extractor functions or 
algorithms. Their main goal is to extract as much entropy from 
the original source as possible and to create a new output 
whose entropy is as close to the original source as possible and 
has a better quality [23]. Previously we mentioned that a good 
random number generator is close to a truly random source or 
indistinguishable from it. Now we will define what this means. 
The distance of two random variable can be written as: 

 
           

     
              

 
where X and Y are random variables of the same sample space 
A. If we think about our generator and a truly random source 
as a random variable can modify the definition to this: 
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In this inequality X is random variable (our generator), U is a 
random variable representing the uniform distribution (a truly 
random source) and ε is an upper bound for the distance. If X 
satisfies this inequality we say that X is ε uniform. 
 The next step is to measure the entropy of the source, 
because the main objective of the extractors is to extract as 
much entropy as possible and we need a way to compare the 
new output to the old one. There are different ways to measure 
the entropy for example the Shannon entropy but in the case of 
extractors the min-entropy is the mostly used version. The 
definition of the min-entropy is the following: 

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 

 

3 

hypothesis is that the generator is producing random numbers. 
The other hypothesis in the test is called the alternative 
hypothesis (Ha). Ha is the opposite of H0: it says that the 
generator isn’t producing truly random numbers. The next step 
is to calculate a distribution function with the help of a 
probabilistic value (most of the time these are well known 
probabilistic values) while assuming that the null-hypothesis is 
true. After this we select a significance level (α) on this 
distribution. Generally, this is a very small value. In the RNG 
testing α tends to be around 1%. Lastly, we calculate the 
statistical value which the given test measures and compare it 
to the significance level. If it is below α, we reject the null-
hypothesis and accept the alternative. If it is above it, we 
accept the null-hypothesis and reject the alternative. Based on 
our decision and the reality we have four possible outcomes. If 
we accepted the null-hypothesis and it is in fact true, we chose 
correctly (this has a probability of 1-α). It is the same if we 
rejected it and it was false in reality (the probability of this 
outcome is 1-β). The other two outcomes are called Type I and 
Type II error. The Type I error occurs when we rejected H0, 
but it was true. This outcome has a probability of α and is 
called false positive. The Type II error is when we accept H0, 
but it was false. It has a probability of β and is called false 
negative. Out of these two the Type I is more acceptable and 
with a good decision on the value of α we can fine tune it. In 
this case we falsely brand the RNG as “not random” in the 
test. But with the help of other tests we can still state at the 
end that it is in fact “random”. The Type II error is harder to 
manage, because here a “not random” source passed the test it 
should not have. To lower the probability of the Type II error 
we have to choose an acceptable value for α and for the length 
of the sequence. The above mentioned information can also be 
interpreted as a so called p-value. The p-value is between 0 
and 1 and it is the probability of getting results at least as 
extreme as the ones observed, given that the null-hypothesis is 
correct. In other words it is a metric showing how strong our 
evidences supporting the null-hypothesis are. To use the p-
value we compare it to α and if it is below it we reject H0. It is 
important to note here that α is used as a lower and  1- α is 
used as an upper bound and the p-values obtained throughout 
the test should follow a uniform distribution as well. 

When we want to measure the randomness of a given bit 
sequence one test can only look at one property of the 
sequence. Therefore we need multiple tests which we can use 
and we need them to be different (in the sense that they are 
testing different properties). To solve the issue certain test 
were grouped together into a so-called test suite. Some of the 
suites are defined by standards, other are organized by various 
people. 

An example for a standardized test suite is the NIST STS 
(National Institution of Standards and Technology Statistical 
Test Suite) [17] which consist of 15 different test and used 
widely in the world. Another test is the Diehard [18] and it is 
extended version the Dieharder [19] which are maintained by 
a community. The Dieharder suite consists of around 100 tests 
(it includes the NIST STS as well) which cover a large range 
of complexity. One of these test is the 32x32 binary rank test. 
This test takes 32 32-bit integer and builds a 32-by-32 matrix 
of 1s and 0s. Then it calculates the rank of this matrix and 
goes on for the next 32 number. Ranks less than or equal to 29 

are rare, therefore they are treated as one rank. A Chi-squared 
test [20] is performed on the ranks 32, 31, 30, and ≤ 
29,checking the uniformity of these rank groups. 

One important question regarding these tests is when to use 
them. Using the tests must be part of the creation process of 
the generator. It is important during this time to run selected 
tests which might point to possible flaws in the design. After 
the generator is complete or when it is used in a real system 
monitoring the randomness of the output is vital for the 
underlying system which is using the numbers from the 
generator and for the maintenance of the generator as well. 
These tests can be used in real-time [21]. The NIST published 
several recommendations on which tests to use in which part 
of the generators lifecycle [22]. 

E. Extractors 
With the help of the statistical tests we mentioned in the 

previous section we can measure the quality of the numbers 
produced by a generator while we are building it. This helps 
us to see how far are we in the development. If we are not 
satisfied with the results, we can try to make the construction 
better with for example a new layout or with the help of more 
precise components. But there is point where we cannot 
improve the system further just by fine tuning because the 
physical implementation of an RNG cannot be 100% efficient 
or the physical phenomenon which the generator is based on 
hasn’t got a high enough entropy. This means that we have to 
find another way to improve the quality of the generated 
numbers which comes after the generation phase. This is the 
post-processing, where we aim to improve the original output 
of the generator by making a new with better properties. 

During post-processing we use extractor functions or 
algorithms. Their main goal is to extract as much entropy from 
the original source as possible and to create a new output 
whose entropy is as close to the original source as possible and 
has a better quality [23]. Previously we mentioned that a good 
random number generator is close to a truly random source or 
indistinguishable from it. Now we will define what this means. 
The distance of two random variable can be written as: 

 
           

     
              

 
where X and Y are random variables of the same sample space 
A. If we think about our generator and a truly random source 
as a random variable can modify the definition to this: 
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In this inequality X is random variable (our generator), U is a 
random variable representing the uniform distribution (a truly 
random source) and ε is an upper bound for the distance. If X 
satisfies this inequality we say that X is ε uniform. 
 The next step is to measure the entropy of the source, 
because the main objective of the extractors is to extract as 
much entropy as possible and we need a way to compare the 
new output to the old one. There are different ways to measure 
the entropy for example the Shannon entropy but in the case of 
extractors the min-entropy is the mostly used version. The 
definition of the min-entropy is the following: 
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where log is the base 2 logarithm and X is a random variable. 
With the help of this definition we can calculate the minimum 
entropy for the source if we want an ε-uniform bit sequence 
with length m. For the uniform distribution the probability of 
all possible outcome is 2-m. This means that the min-entropy is 
m and this is the value we want to reach (or get close to it). 
 We can distinguish different extractors. The first group is 
the deterministic extractors. These extractors use a source 
denoted with C, a min-entropy, an input with a length of n and 
have an output with length k and of course they are ε-uniform. 
Because they are deterministic the output only depends on the 
input, this means that for the same input they will produce the 
same output. 
 The second group is the so-called seeded extractors. They 
have the same properties as the deterministic extractors, but 
they also have a seed with length d. The seed is used as an 
initialization vector just like with a hash function for example. 
During the creation of the new output these extractors are 
using seed as well as the input. This means that the same input 
won’t result in the same output (of course if the seed is the 
same it will). The seed has to be a random sequence because 
only then will it provide the desired effect of altering the 
output in a hard to reverse way. But producing a long random 
sequence could be a hard task, therefore we want to minimize 
the length of seed while at same time maximize the possible 
length of the output. 

In our testing we chose and implemented 8 extractor 
algorithms. The extractors we picked cover a wide range of 
different properties. We have simple ones, which manipulate 
the bits with logical operators to produce the output. But we 
also have more complex algorithms, which use techniques that 
are widely used in cryptography for example. Now we would 
like to introduce some of these extractors.  

1) The XOR Operator as an Extractor 
The XOR logical operator is one of the most used operator 

in computer science ranging from RAID technology to 
cryptography but it can also be used as a very simple extractor 
[24].  

The XOR operator can be used effectively to lower the bias 
of the source but only if the bits are independent. The easiest 
way to use this extractor is to go over the original output of the 
generator and use the XOR on the bits in pairs. This means 
that the new output will have half the length of the original 
one. We can go further an use the XOR n times always using 
the new output as the input for the next XOR. Doing so will 
lower the length of the generated output at the end 1/(n+1) 
times the original. 

Although this extractor is very simple, can lower the bias of 
the source and can be quickly computed, it is not used, 
because the independency of the output bits cannot be 
guaranteed every time and it has a heavy effect on the length 
of the output (therefore the possible bitrate of the generator). 

2) The Von Neumann Extractor 
The Von Neumann extractor was created by John Von 

Neumann and it is the first extractor to be created [25].
Because it is the first extractor its main aim is to eliminate the 
bias of the source (like the XOR). 
 The operation of the algorithm is very simple, but just like 
at the XOR it is important that the bits are independent. It 
takes two bits as input and based on the values of these two it 
produces one or no bit. If the two bits are equal it discards the 
two bits. If they different it will give out the first one as the 
output. For a uniform source the new output will have the 
quarter of the length of the original. 
 The Von Neumann extractor has the same problems as the 
XOR. Although it is easy to use and it can eliminate the bias, 
it has a heavy toll on the length of the output. 

3) Other variants of the Von Neumann extractor 
Since the Von Neumann extractor was the first extractor, 

many have modified its operation. The two main problems the 
original design had are that it discards to many bits of the 
original bitstream and only has 2 bit long input. To overcome 
these issues the iterating [26] and the N bit Von Neuman 
extractors have been created [27][28].

In the case of the Iterating Von Neumann the original 
extractor is used as a building block. The discarded bits are 
reused as new input, but before this they are modified with 
different operators. For the N bit Von Neumann extractor the 
original design was extended in such a way that the length of 
the input can be longer than two bits.   
4) H Function 

The H function was created by Markus Dichtl [29] and just 
like the previous algorithms this extractor can also be simply 
implemented with logical gates, but compared to them it can 
achieve better result (as we will see in the tests). 

It takes 16 bits as an input and gives out 8 bits as output and 
presumes that the bits are independent. In this area it is similar 
to the XOR. The algorithm works in the following way: We 
take the input bits and make two groups. The first is    which 
is the first 8 bit, the second is    which is the next 8 bit. The 
output of the algorithm is 

                                          . 

Where rotate_left(a1,1) means rotating the    to the left with 1 
step by taking the leftmost bit and putting it in the rightmost 
position. 

Although the H function produces a new sequence with half 
the length of the original one, it can better reduce the bias 
compared to the XOR operator. It can be implemented simply 
with logic gates and it is very efficient to use. 

5) Hash Function As Extractors 
Hash functions were not designed with the intent to be used 

as extractors but today they can be used as extractor 
algorithms for example during key derivation in cryptography 
[30]. 

A deterministic function which takes an m bit length input 
and gives out an n bit length output have to have specific 
properties to be called a hash function. These include collision 
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hypothesis is that the generator is producing random numbers. 
The other hypothesis in the test is called the alternative 
hypothesis (Ha). Ha is the opposite of H0: it says that the 
generator isn’t producing truly random numbers. The next step 
is to calculate a distribution function with the help of a 
probabilistic value (most of the time these are well known 
probabilistic values) while assuming that the null-hypothesis is 
true. After this we select a significance level (α) on this 
distribution. Generally, this is a very small value. In the RNG 
testing α tends to be around 1%. Lastly, we calculate the 
statistical value which the given test measures and compare it 
to the significance level. If it is below α, we reject the null-
hypothesis and accept the alternative. If it is above it, we 
accept the null-hypothesis and reject the alternative. Based on 
our decision and the reality we have four possible outcomes. If 
we accepted the null-hypothesis and it is in fact true, we chose 
correctly (this has a probability of 1-α). It is the same if we 
rejected it and it was false in reality (the probability of this 
outcome is 1-β). The other two outcomes are called Type I and 
Type II error. The Type I error occurs when we rejected H0, 
but it was true. This outcome has a probability of α and is 
called false positive. The Type II error is when we accept H0, 
but it was false. It has a probability of β and is called false 
negative. Out of these two the Type I is more acceptable and 
with a good decision on the value of α we can fine tune it. In 
this case we falsely brand the RNG as “not random” in the 
test. But with the help of other tests we can still state at the 
end that it is in fact “random”. The Type II error is harder to 
manage, because here a “not random” source passed the test it 
should not have. To lower the probability of the Type II error 
we have to choose an acceptable value for α and for the length 
of the sequence. The above mentioned information can also be 
interpreted as a so called p-value. The p-value is between 0 
and 1 and it is the probability of getting results at least as 
extreme as the ones observed, given that the null-hypothesis is 
correct. In other words it is a metric showing how strong our 
evidences supporting the null-hypothesis are. To use the p-
value we compare it to α and if it is below it we reject H0. It is 
important to note here that α is used as a lower and  1- α is 
used as an upper bound and the p-values obtained throughout 
the test should follow a uniform distribution as well. 

When we want to measure the randomness of a given bit 
sequence one test can only look at one property of the 
sequence. Therefore we need multiple tests which we can use 
and we need them to be different (in the sense that they are 
testing different properties). To solve the issue certain test 
were grouped together into a so-called test suite. Some of the 
suites are defined by standards, other are organized by various 
people. 

An example for a standardized test suite is the NIST STS 
(National Institution of Standards and Technology Statistical 
Test Suite) [17] which consist of 15 different test and used 
widely in the world. Another test is the Diehard [18] and it is 
extended version the Dieharder [19] which are maintained by 
a community. The Dieharder suite consists of around 100 tests 
(it includes the NIST STS as well) which cover a large range 
of complexity. One of these test is the 32x32 binary rank test. 
This test takes 32 32-bit integer and builds a 32-by-32 matrix 
of 1s and 0s. Then it calculates the rank of this matrix and 
goes on for the next 32 number. Ranks less than or equal to 29 

are rare, therefore they are treated as one rank. A Chi-squared 
test [20] is performed on the ranks 32, 31, 30, and ≤ 
29,checking the uniformity of these rank groups. 

One important question regarding these tests is when to use 
them. Using the tests must be part of the creation process of 
the generator. It is important during this time to run selected 
tests which might point to possible flaws in the design. After 
the generator is complete or when it is used in a real system 
monitoring the randomness of the output is vital for the 
underlying system which is using the numbers from the 
generator and for the maintenance of the generator as well. 
These tests can be used in real-time [21]. The NIST published 
several recommendations on which tests to use in which part 
of the generators lifecycle [22]. 

E. Extractors 
With the help of the statistical tests we mentioned in the 

previous section we can measure the quality of the numbers 
produced by a generator while we are building it. This helps 
us to see how far are we in the development. If we are not 
satisfied with the results, we can try to make the construction 
better with for example a new layout or with the help of more 
precise components. But there is point where we cannot 
improve the system further just by fine tuning because the 
physical implementation of an RNG cannot be 100% efficient 
or the physical phenomenon which the generator is based on 
hasn’t got a high enough entropy. This means that we have to 
find another way to improve the quality of the generated 
numbers which comes after the generation phase. This is the 
post-processing, where we aim to improve the original output 
of the generator by making a new with better properties. 

During post-processing we use extractor functions or 
algorithms. Their main goal is to extract as much entropy from 
the original source as possible and to create a new output 
whose entropy is as close to the original source as possible and 
has a better quality [23]. Previously we mentioned that a good 
random number generator is close to a truly random source or 
indistinguishable from it. Now we will define what this means. 
The distance of two random variable can be written as: 

 
           

     
              

 
where X and Y are random variables of the same sample space 
A. If we think about our generator and a truly random source 
as a random variable can modify the definition to this: 
 

                                  . 
 
In this inequality X is random variable (our generator), U is a 
random variable representing the uniform distribution (a truly 
random source) and ε is an upper bound for the distance. If X 
satisfies this inequality we say that X is ε uniform. 
 The next step is to measure the entropy of the source, 
because the main objective of the extractors is to extract as 
much entropy as possible and we need a way to compare the 
new output to the old one. There are different ways to measure 
the entropy for example the Shannon entropy but in the case of 
extractors the min-entropy is the mostly used version. The 
definition of the min-entropy is the following: 
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hypothesis is that the generator is producing random numbers. 
The other hypothesis in the test is called the alternative 
hypothesis (Ha). Ha is the opposite of H0: it says that the 
generator isn’t producing truly random numbers. The next step 
is to calculate a distribution function with the help of a 
probabilistic value (most of the time these are well known 
probabilistic values) while assuming that the null-hypothesis is 
true. After this we select a significance level (α) on this 
distribution. Generally, this is a very small value. In the RNG 
testing α tends to be around 1%. Lastly, we calculate the 
statistical value which the given test measures and compare it 
to the significance level. If it is below α, we reject the null-
hypothesis and accept the alternative. If it is above it, we 
accept the null-hypothesis and reject the alternative. Based on 
our decision and the reality we have four possible outcomes. If 
we accepted the null-hypothesis and it is in fact true, we chose 
correctly (this has a probability of 1-α). It is the same if we 
rejected it and it was false in reality (the probability of this 
outcome is 1-β). The other two outcomes are called Type I and 
Type II error. The Type I error occurs when we rejected H0, 
but it was true. This outcome has a probability of α and is 
called false positive. The Type II error is when we accept H0, 
but it was false. It has a probability of β and is called false 
negative. Out of these two the Type I is more acceptable and 
with a good decision on the value of α we can fine tune it. In 
this case we falsely brand the RNG as “not random” in the 
test. But with the help of other tests we can still state at the 
end that it is in fact “random”. The Type II error is harder to 
manage, because here a “not random” source passed the test it 
should not have. To lower the probability of the Type II error 
we have to choose an acceptable value for α and for the length 
of the sequence. The above mentioned information can also be 
interpreted as a so called p-value. The p-value is between 0 
and 1 and it is the probability of getting results at least as 
extreme as the ones observed, given that the null-hypothesis is 
correct. In other words it is a metric showing how strong our 
evidences supporting the null-hypothesis are. To use the p-
value we compare it to α and if it is below it we reject H0. It is 
important to note here that α is used as a lower and  1- α is 
used as an upper bound and the p-values obtained throughout 
the test should follow a uniform distribution as well. 

When we want to measure the randomness of a given bit 
sequence one test can only look at one property of the 
sequence. Therefore we need multiple tests which we can use 
and we need them to be different (in the sense that they are 
testing different properties). To solve the issue certain test 
were grouped together into a so-called test suite. Some of the 
suites are defined by standards, other are organized by various 
people. 

An example for a standardized test suite is the NIST STS 
(National Institution of Standards and Technology Statistical 
Test Suite) [17] which consist of 15 different test and used 
widely in the world. Another test is the Diehard [18] and it is 
extended version the Dieharder [19] which are maintained by 
a community. The Dieharder suite consists of around 100 tests 
(it includes the NIST STS as well) which cover a large range 
of complexity. One of these test is the 32x32 binary rank test. 
This test takes 32 32-bit integer and builds a 32-by-32 matrix 
of 1s and 0s. Then it calculates the rank of this matrix and 
goes on for the next 32 number. Ranks less than or equal to 29 

are rare, therefore they are treated as one rank. A Chi-squared 
test [20] is performed on the ranks 32, 31, 30, and ≤ 
29,checking the uniformity of these rank groups. 

One important question regarding these tests is when to use 
them. Using the tests must be part of the creation process of 
the generator. It is important during this time to run selected 
tests which might point to possible flaws in the design. After 
the generator is complete or when it is used in a real system 
monitoring the randomness of the output is vital for the 
underlying system which is using the numbers from the 
generator and for the maintenance of the generator as well. 
These tests can be used in real-time [21]. The NIST published 
several recommendations on which tests to use in which part 
of the generators lifecycle [22]. 

E. Extractors 
With the help of the statistical tests we mentioned in the 

previous section we can measure the quality of the numbers 
produced by a generator while we are building it. This helps 
us to see how far are we in the development. If we are not 
satisfied with the results, we can try to make the construction 
better with for example a new layout or with the help of more 
precise components. But there is point where we cannot 
improve the system further just by fine tuning because the 
physical implementation of an RNG cannot be 100% efficient 
or the physical phenomenon which the generator is based on 
hasn’t got a high enough entropy. This means that we have to 
find another way to improve the quality of the generated 
numbers which comes after the generation phase. This is the 
post-processing, where we aim to improve the original output 
of the generator by making a new with better properties. 

During post-processing we use extractor functions or 
algorithms. Their main goal is to extract as much entropy from 
the original source as possible and to create a new output 
whose entropy is as close to the original source as possible and 
has a better quality [23]. Previously we mentioned that a good 
random number generator is close to a truly random source or 
indistinguishable from it. Now we will define what this means. 
The distance of two random variable can be written as: 

 
           

     
              

 
where X and Y are random variables of the same sample space 
A. If we think about our generator and a truly random source 
as a random variable can modify the definition to this: 
 

                                  . 
 
In this inequality X is random variable (our generator), U is a 
random variable representing the uniform distribution (a truly 
random source) and ε is an upper bound for the distance. If X 
satisfies this inequality we say that X is ε uniform. 
 The next step is to measure the entropy of the source, 
because the main objective of the extractors is to extract as 
much entropy as possible and we need a way to compare the 
new output to the old one. There are different ways to measure 
the entropy for example the Shannon entropy but in the case of 
extractors the min-entropy is the mostly used version. The 
definition of the min-entropy is the following: 
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hypothesis is that the generator is producing random numbers. 
The other hypothesis in the test is called the alternative 
hypothesis (Ha). Ha is the opposite of H0: it says that the 
generator isn’t producing truly random numbers. The next step 
is to calculate a distribution function with the help of a 
probabilistic value (most of the time these are well known 
probabilistic values) while assuming that the null-hypothesis is 
true. After this we select a significance level (α) on this 
distribution. Generally, this is a very small value. In the RNG 
testing α tends to be around 1%. Lastly, we calculate the 
statistical value which the given test measures and compare it 
to the significance level. If it is below α, we reject the null-
hypothesis and accept the alternative. If it is above it, we 
accept the null-hypothesis and reject the alternative. Based on 
our decision and the reality we have four possible outcomes. If 
we accepted the null-hypothesis and it is in fact true, we chose 
correctly (this has a probability of 1-α). It is the same if we 
rejected it and it was false in reality (the probability of this 
outcome is 1-β). The other two outcomes are called Type I and 
Type II error. The Type I error occurs when we rejected H0, 
but it was true. This outcome has a probability of α and is 
called false positive. The Type II error is when we accept H0, 
but it was false. It has a probability of β and is called false 
negative. Out of these two the Type I is more acceptable and 
with a good decision on the value of α we can fine tune it. In 
this case we falsely brand the RNG as “not random” in the 
test. But with the help of other tests we can still state at the 
end that it is in fact “random”. The Type II error is harder to 
manage, because here a “not random” source passed the test it 
should not have. To lower the probability of the Type II error 
we have to choose an acceptable value for α and for the length 
of the sequence. The above mentioned information can also be 
interpreted as a so called p-value. The p-value is between 0 
and 1 and it is the probability of getting results at least as 
extreme as the ones observed, given that the null-hypothesis is 
correct. In other words it is a metric showing how strong our 
evidences supporting the null-hypothesis are. To use the p-
value we compare it to α and if it is below it we reject H0. It is 
important to note here that α is used as a lower and  1- α is 
used as an upper bound and the p-values obtained throughout 
the test should follow a uniform distribution as well. 

When we want to measure the randomness of a given bit 
sequence one test can only look at one property of the 
sequence. Therefore we need multiple tests which we can use 
and we need them to be different (in the sense that they are 
testing different properties). To solve the issue certain test 
were grouped together into a so-called test suite. Some of the 
suites are defined by standards, other are organized by various 
people. 

An example for a standardized test suite is the NIST STS 
(National Institution of Standards and Technology Statistical 
Test Suite) [17] which consist of 15 different test and used 
widely in the world. Another test is the Diehard [18] and it is 
extended version the Dieharder [19] which are maintained by 
a community. The Dieharder suite consists of around 100 tests 
(it includes the NIST STS as well) which cover a large range 
of complexity. One of these test is the 32x32 binary rank test. 
This test takes 32 32-bit integer and builds a 32-by-32 matrix 
of 1s and 0s. Then it calculates the rank of this matrix and 
goes on for the next 32 number. Ranks less than or equal to 29 

are rare, therefore they are treated as one rank. A Chi-squared 
test [20] is performed on the ranks 32, 31, 30, and ≤ 
29,checking the uniformity of these rank groups. 

One important question regarding these tests is when to use 
them. Using the tests must be part of the creation process of 
the generator. It is important during this time to run selected 
tests which might point to possible flaws in the design. After 
the generator is complete or when it is used in a real system 
monitoring the randomness of the output is vital for the 
underlying system which is using the numbers from the 
generator and for the maintenance of the generator as well. 
These tests can be used in real-time [21]. The NIST published 
several recommendations on which tests to use in which part 
of the generators lifecycle [22]. 

E. Extractors 
With the help of the statistical tests we mentioned in the 

previous section we can measure the quality of the numbers 
produced by a generator while we are building it. This helps 
us to see how far are we in the development. If we are not 
satisfied with the results, we can try to make the construction 
better with for example a new layout or with the help of more 
precise components. But there is point where we cannot 
improve the system further just by fine tuning because the 
physical implementation of an RNG cannot be 100% efficient 
or the physical phenomenon which the generator is based on 
hasn’t got a high enough entropy. This means that we have to 
find another way to improve the quality of the generated 
numbers which comes after the generation phase. This is the 
post-processing, where we aim to improve the original output 
of the generator by making a new with better properties. 

During post-processing we use extractor functions or 
algorithms. Their main goal is to extract as much entropy from 
the original source as possible and to create a new output 
whose entropy is as close to the original source as possible and 
has a better quality [23]. Previously we mentioned that a good 
random number generator is close to a truly random source or 
indistinguishable from it. Now we will define what this means. 
The distance of two random variable can be written as: 

 
           

     
              

 
where X and Y are random variables of the same sample space 
A. If we think about our generator and a truly random source 
as a random variable can modify the definition to this: 
 

                                  . 
 
In this inequality X is random variable (our generator), U is a 
random variable representing the uniform distribution (a truly 
random source) and ε is an upper bound for the distance. If X 
satisfies this inequality we say that X is ε uniform. 
 The next step is to measure the entropy of the source, 
because the main objective of the extractors is to extract as 
much entropy as possible and we need a way to compare the 
new output to the old one. There are different ways to measure 
the entropy for example the Shannon entropy but in the case of 
extractors the min-entropy is the mostly used version. The 
definition of the min-entropy is the following: 
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hypothesis is that the generator is producing random numbers. 
The other hypothesis in the test is called the alternative 
hypothesis (Ha). Ha is the opposite of H0: it says that the 
generator isn’t producing truly random numbers. The next step 
is to calculate a distribution function with the help of a 
probabilistic value (most of the time these are well known 
probabilistic values) while assuming that the null-hypothesis is 
true. After this we select a significance level (α) on this 
distribution. Generally, this is a very small value. In the RNG 
testing α tends to be around 1%. Lastly, we calculate the 
statistical value which the given test measures and compare it 
to the significance level. If it is below α, we reject the null-
hypothesis and accept the alternative. If it is above it, we 
accept the null-hypothesis and reject the alternative. Based on 
our decision and the reality we have four possible outcomes. If 
we accepted the null-hypothesis and it is in fact true, we chose 
correctly (this has a probability of 1-α). It is the same if we 
rejected it and it was false in reality (the probability of this 
outcome is 1-β). The other two outcomes are called Type I and 
Type II error. The Type I error occurs when we rejected H0, 
but it was true. This outcome has a probability of α and is 
called false positive. The Type II error is when we accept H0, 
but it was false. It has a probability of β and is called false 
negative. Out of these two the Type I is more acceptable and 
with a good decision on the value of α we can fine tune it. In 
this case we falsely brand the RNG as “not random” in the 
test. But with the help of other tests we can still state at the 
end that it is in fact “random”. The Type II error is harder to 
manage, because here a “not random” source passed the test it 
should not have. To lower the probability of the Type II error 
we have to choose an acceptable value for α and for the length 
of the sequence. The above mentioned information can also be 
interpreted as a so called p-value. The p-value is between 0 
and 1 and it is the probability of getting results at least as 
extreme as the ones observed, given that the null-hypothesis is 
correct. In other words it is a metric showing how strong our 
evidences supporting the null-hypothesis are. To use the p-
value we compare it to α and if it is below it we reject H0. It is 
important to note here that α is used as a lower and  1- α is 
used as an upper bound and the p-values obtained throughout 
the test should follow a uniform distribution as well. 

When we want to measure the randomness of a given bit 
sequence one test can only look at one property of the 
sequence. Therefore we need multiple tests which we can use 
and we need them to be different (in the sense that they are 
testing different properties). To solve the issue certain test 
were grouped together into a so-called test suite. Some of the 
suites are defined by standards, other are organized by various 
people. 

An example for a standardized test suite is the NIST STS 
(National Institution of Standards and Technology Statistical 
Test Suite) [17] which consist of 15 different test and used 
widely in the world. Another test is the Diehard [18] and it is 
extended version the Dieharder [19] which are maintained by 
a community. The Dieharder suite consists of around 100 tests 
(it includes the NIST STS as well) which cover a large range 
of complexity. One of these test is the 32x32 binary rank test. 
This test takes 32 32-bit integer and builds a 32-by-32 matrix 
of 1s and 0s. Then it calculates the rank of this matrix and 
goes on for the next 32 number. Ranks less than or equal to 29 

are rare, therefore they are treated as one rank. A Chi-squared 
test [20] is performed on the ranks 32, 31, 30, and ≤ 
29,checking the uniformity of these rank groups. 

One important question regarding these tests is when to use 
them. Using the tests must be part of the creation process of 
the generator. It is important during this time to run selected 
tests which might point to possible flaws in the design. After 
the generator is complete or when it is used in a real system 
monitoring the randomness of the output is vital for the 
underlying system which is using the numbers from the 
generator and for the maintenance of the generator as well. 
These tests can be used in real-time [21]. The NIST published 
several recommendations on which tests to use in which part 
of the generators lifecycle [22]. 

E. Extractors 
With the help of the statistical tests we mentioned in the 

previous section we can measure the quality of the numbers 
produced by a generator while we are building it. This helps 
us to see how far are we in the development. If we are not 
satisfied with the results, we can try to make the construction 
better with for example a new layout or with the help of more 
precise components. But there is point where we cannot 
improve the system further just by fine tuning because the 
physical implementation of an RNG cannot be 100% efficient 
or the physical phenomenon which the generator is based on 
hasn’t got a high enough entropy. This means that we have to 
find another way to improve the quality of the generated 
numbers which comes after the generation phase. This is the 
post-processing, where we aim to improve the original output 
of the generator by making a new with better properties. 

During post-processing we use extractor functions or 
algorithms. Their main goal is to extract as much entropy from 
the original source as possible and to create a new output 
whose entropy is as close to the original source as possible and 
has a better quality [23]. Previously we mentioned that a good 
random number generator is close to a truly random source or 
indistinguishable from it. Now we will define what this means. 
The distance of two random variable can be written as: 

 
           

     
              

 
where X and Y are random variables of the same sample space 
A. If we think about our generator and a truly random source 
as a random variable can modify the definition to this: 
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In this inequality X is random variable (our generator), U is a 
random variable representing the uniform distribution (a truly 
random source) and ε is an upper bound for the distance. If X 
satisfies this inequality we say that X is ε uniform. 
 The next step is to measure the entropy of the source, 
because the main objective of the extractors is to extract as 
much entropy as possible and we need a way to compare the 
new output to the old one. There are different ways to measure 
the entropy for example the Shannon entropy but in the case of 
extractors the min-entropy is the mostly used version. The 
definition of the min-entropy is the following: 
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resistance, the avalanche effect, one-way property etc. The 
properties of a hash function make it a good choice for 
extraction. The output values are uniformly distributed and 
one bit difference between two inputs result in a bigger 
difference between the outputs. Other than that the length of 
the output can be the same as the input therefore the bitrate of 
the generator does not change. The physical implementation of 
a hash function can be achieved with good efficiency because 
there are specific hardware components which are designed 
for the fast computation of specific hash functions. 

One of these hash functions is the Toeplitz hashing [31], 
where a Toeplitz matrix is used during extraction where the 
input bits (divided into smaller groups) as a vector is 
multiplied with this matrix. 

 
6)  Using S-boxes as extractors 
Substitution boxes (S-boxes) are mostly used in symmetric 
key encryption algorithms. For example they are used in the 
Data Encryption Standard (DES) [32]. They take an m long 
bits of input and give out bits of n length, substituting the 
input for the output. As their main goal in encryption systems 
is to increase confusion, they can be used as extractors [33]. 

III. TESTING THE GENERATORS AND THE EXTRACTORS 
Our main objective during the testing was to find out how 

can the different extractors improve the quality of the original 
outputs from the generator. During the testing of the two 
generators we firstly implemented the extractors we 
previously introduced. For running the test we used the 
Dieharder test suite which we introduced in the previous 
chapter. This test suite has a command line program which can 
be used on Linux based operating systems and provides a 
variety of possible arguments which can be given to the test 
[34]. 

In the implementation phase we decided that for the N bit 
Von Neumann extractor we will implement the N=4 case and 
for the iterative Von Neuman extractor we use 2 iteration. For 
the extractor which uses the Toeplitz matrix we generated 
Toeplitz matrix with the help of a PRNG. For the S-boxes we 
used the one which can be found in DES. For the hash 
function we chose the SHA-256. 

After we implemented the extractors we had to choose the 
tests we wanted to run. We chose 19 test from the Dieharder 
test suite from which 16 was part of the Dierharder and 3 was 
part of the NIST STS. We only chose this subset of the 
Dierharder tests, because the generators were already tested 
with the NIST STS in previously published paper [21] and our 
main goal was to demonstrate the effect of the extractors on 
the original output. Therefore the results we will be presenting 
in the following subsections cannot be taken as a thorough 
statistical test of the generators.  

After we chose the tests we set up the testing environment. 
We gathered data from the two generators. In case of the 
generator which is based on the arrival times of photons the 
size of the data was bigger. After this we ran the tests on the 
original output as well as the new ones which were produced 
by the 8 implemented extractor. We summarized the result in 
tables. In the rows we can see the tests, in the columns we can 
see the name of the tested outputs. If the generator PASSED 

the given test we can see the p-value it has achieved, if it 
failed it we can see an “F”. 

A. Testing the ASE generator 
The first generator we tested was the ASE generator. First 

of all we have to note that during the creation of the original 
output we deliberately introduced oversampling into the 
creation process. This resulted in a higher bitrate, but as we 
will see it heavily effected the quality of the numbers. 

Table 1 shows the results of the original output as well as 4 
simple extractors. We can see the effect of the oversampling. 
The original output could only pass 1 test out of 19. The 
simple extractors could slightly improve the quality, only 1 or 
2 more tests were successful with their help. This correlates 
with the previously mentioned information about these 
extractors.  

Table 2 shows the results of the 4 more complex extractors. 
As we can see they performed much better compared to the 
previous ones. The H function performed really good 
considering it is simple construction and the hash function 
could almost eliminate all the failed tests. During the testing of 
this generator, we found that if there is a problem in the 
creation process (here, for example oversampling) with the 
help of extractors we cannot eliminate it perfectly, but we can 
mitigate the effect it has on the quality of the numbers. This is 
important, because there could be an underlying system which 
uses the number created by the generator and it requires a high 
bitrate. If we can only provide the desired bitrate with 
oversampling then the extractors could help us meet some of 
the quality requirements. 

B. Testing The Generator Based On The Arrival Times Of 
Photons 

The second generator we tested was the one which is based 
on the arrival times of photons.  

Table 3 shows the results of the original and the 4 simple 
extractors. We can see that the original output achieved a good 
result, only 2 out 19 tests failed. The explanation for the 2 
failed test is the minimal inaccuracy of the hardware 
components in the generator (for example the photon sensor). 
The extractors couldn’t improve the quality of the output to a 
perfect case but the XOR for example only failed 1 test. Table 
4 shows the results for the second group of extractors. As we 
can see they performed better. The H function and the hash 
function were able to achieve a perfect result, eliminating the 
2 failed test in the original one. The other 2 extractor achieved 
good results as well. We can conclude from the testing of this 
generator that with the help of extractors we can eliminate the 
negative effects the physical implementation introduces to the 
system. 

IV. CONCLUSION 
In our paper we presented the concept of QRNGs and also 

briefly presented two of techniques which are used in these 
generators during the creation of the numbers. We introduced 
selected tests which can be used to determine the quality of the 
generated numbers on a probabilistic basis. After this we 
presented the idea of extractors and showed where they fit into 
in the lifecycle of the generator. 
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resistance, the avalanche effect, one-way property etc. The 
properties of a hash function make it a good choice for 
extraction. The output values are uniformly distributed and 
one bit difference between two inputs result in a bigger 
difference between the outputs. Other than that the length of 
the output can be the same as the input therefore the bitrate of 
the generator does not change. The physical implementation of 
a hash function can be achieved with good efficiency because 
there are specific hardware components which are designed 
for the fast computation of specific hash functions. 

One of these hash functions is the Toeplitz hashing [31], 
where a Toeplitz matrix is used during extraction where the 
input bits (divided into smaller groups) as a vector is 
multiplied with this matrix. 

 
6)  Using S-boxes as extractors 
Substitution boxes (S-boxes) are mostly used in symmetric 
key encryption algorithms. For example they are used in the 
Data Encryption Standard (DES) [32]. They take an m long 
bits of input and give out bits of n length, substituting the 
input for the output. As their main goal in encryption systems 
is to increase confusion, they can be used as extractors [33]. 

III. TESTING THE GENERATORS AND THE EXTRACTORS 
Our main objective during the testing was to find out how 

can the different extractors improve the quality of the original 
outputs from the generator. During the testing of the two 
generators we firstly implemented the extractors we 
previously introduced. For running the test we used the 
Dieharder test suite which we introduced in the previous 
chapter. This test suite has a command line program which can 
be used on Linux based operating systems and provides a 
variety of possible arguments which can be given to the test 
[34]. 

In the implementation phase we decided that for the N bit 
Von Neumann extractor we will implement the N=4 case and 
for the iterative Von Neuman extractor we use 2 iteration. For 
the extractor which uses the Toeplitz matrix we generated 
Toeplitz matrix with the help of a PRNG. For the S-boxes we 
used the one which can be found in DES. For the hash 
function we chose the SHA-256. 

After we implemented the extractors we had to choose the 
tests we wanted to run. We chose 19 test from the Dieharder 
test suite from which 16 was part of the Dierharder and 3 was 
part of the NIST STS. We only chose this subset of the 
Dierharder tests, because the generators were already tested 
with the NIST STS in previously published paper [21] and our 
main goal was to demonstrate the effect of the extractors on 
the original output. Therefore the results we will be presenting 
in the following subsections cannot be taken as a thorough 
statistical test of the generators.  

After we chose the tests we set up the testing environment. 
We gathered data from the two generators. In case of the 
generator which is based on the arrival times of photons the 
size of the data was bigger. After this we ran the tests on the 
original output as well as the new ones which were produced 
by the 8 implemented extractor. We summarized the result in 
tables. In the rows we can see the tests, in the columns we can 
see the name of the tested outputs. If the generator PASSED 

the given test we can see the p-value it has achieved, if it 
failed it we can see an “F”. 

A. Testing the ASE generator 
The first generator we tested was the ASE generator. First 

of all we have to note that during the creation of the original 
output we deliberately introduced oversampling into the 
creation process. This resulted in a higher bitrate, but as we 
will see it heavily effected the quality of the numbers. 

Table 1 shows the results of the original output as well as 4 
simple extractors. We can see the effect of the oversampling. 
The original output could only pass 1 test out of 19. The 
simple extractors could slightly improve the quality, only 1 or 
2 more tests were successful with their help. This correlates 
with the previously mentioned information about these 
extractors.  

Table 2 shows the results of the 4 more complex extractors. 
As we can see they performed much better compared to the 
previous ones. The H function performed really good 
considering it is simple construction and the hash function 
could almost eliminate all the failed tests. During the testing of 
this generator, we found that if there is a problem in the 
creation process (here, for example oversampling) with the 
help of extractors we cannot eliminate it perfectly, but we can 
mitigate the effect it has on the quality of the numbers. This is 
important, because there could be an underlying system which 
uses the number created by the generator and it requires a high 
bitrate. If we can only provide the desired bitrate with 
oversampling then the extractors could help us meet some of 
the quality requirements. 

B. Testing The Generator Based On The Arrival Times Of 
Photons 

The second generator we tested was the one which is based 
on the arrival times of photons.  

Table 3 shows the results of the original and the 4 simple 
extractors. We can see that the original output achieved a good 
result, only 2 out 19 tests failed. The explanation for the 2 
failed test is the minimal inaccuracy of the hardware 
components in the generator (for example the photon sensor). 
The extractors couldn’t improve the quality of the output to a 
perfect case but the XOR for example only failed 1 test. Table 
4 shows the results for the second group of extractors. As we 
can see they performed better. The H function and the hash 
function were able to achieve a perfect result, eliminating the 
2 failed test in the original one. The other 2 extractor achieved 
good results as well. We can conclude from the testing of this 
generator that with the help of extractors we can eliminate the 
negative effects the physical implementation introduces to the 
system. 

IV. CONCLUSION 
In our paper we presented the concept of QRNGs and also 

briefly presented two of techniques which are used in these 
generators during the creation of the numbers. We introduced 
selected tests which can be used to determine the quality of the 
generated numbers on a probabilistic basis. After this we 
presented the idea of extractors and showed where they fit into 
in the lifecycle of the generator. 

Name of the test H function S-box Toeplitz-matrix SHA256

diehard_birthdays 0.946 0.136 F F

diehard_operm 50.187 0.359 F 0.414

diehard_rank_32x32 0.467 0.101 F 0.861

diehard_rank_6x8 0.419 F F 0.497

diehard_bitstream F F F 0.822

diehard_opso F F F 0.231

diehard_oqso 0.010 F F F

diehard_dna 0.035 F F 0.382

diehard_count_1s_str F F F 0.361

diehard_count_1s_byt 0.196 F F 0.406

diehard_parking_lot 0.061 F F 0.011

diehard_2dsphere 0.872 F F 0.564

diehard_3dsphere 0.844 0.097 F 0.823

diehard_squeeze F F F 0.954

diehard_runs F 0.475 0.522 0.198

diehard_craps F F F F

sts_monobit F F F 0.062

sts_runs F F F 0.322

sts_serial F F F 0.563
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We have presented 8 extractors, together with their operation 
and listed some of their strengths and weaknesses. In the last 
part of our paper we concentrated on these 8 extractors and 
their effect on the quality of the outputs produced by two 
QRNGs. We ran several statistical tests to determine how the 
extractors effect the properties of the numbers and presented 
the outcome of these tests on both generators. After we 
performed the tests we concluded that post-processing can be 
utilized to enhance the output of the generators, but we have to 
select the right extractors as not all of them can perform 

equally. While there are ones which can greatly increase the 
number of passed tests, they can also decrease the possible 
output speed of the generator. Another important property we 
found was that in case of a miscalibration during the 
generation process inside the generator the extractors can to a 
certain degree mitigate the negative effects. The chosen tests 
do not cover all the aspects which are needed for a deep 
statistical testing of the complete post-processing with these 
extractors, therefore as a future improvement it can be studied.

Table 1: The results for the generator based on amplified spontaneous emission Part 1. 

Name of the test H function S-box Toeplitz-matrix SHA256 

diehard_birthdays 0.946 0.136 F F 

diehard_operm5 0.187 0.359 F 0.414 

diehard_rank_32x32 0.467 0.101 F 0.861 

diehard_rank_6x8 0.419 F F 0.497 

diehard_bitstream F F F 0.822 

diehard_opso F F F 0.231 

diehard_oqso 0.010 F F F 

diehard_dna 0.035 F F 0.382 

diehard_count_1s_str F F F 0.361 

diehard_count_1s_byt 0.196 F F 0.406 

diehard_parking_lot 0.061 F F 0.011 

diehard_2dsphere 0.872 F F 0.564 

diehard_3dsphere 0.844 0.097 F 0.823 

diehard_squeeze F F F 0.954 

diehard_runs F 0.475 0.522 0.198 

diehard_craps F F F F 

sts_monobit F F F 0.062 

sts_runs F F F 0.322 

sts_serial F F F 0.563 

Name of the test Original XOR Von Neumann Iterating Von Neumann 4 bit Von Neumann 

diehard_birthdays F F F F F 

TABLE I
The results for the generator based on amplified spontaneous emission Part 1.
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Name of the test Original XOR Von Neumann Iterating Von Neumann 4 bit Von Neumann

diehard_birthdays 0.564 0.810 0.536 0.100 0.853

diehard_operm5 0.952 0.163 0.066 0.463 0.360

diehard_rank_32x32 0.313 0.948 0.576 0.327 0.917

diehard_rank_6x8 0.121 0.817 0.606 0.884 F

diehard_bitstream 0.305 0.121  0.524 0.297 F

diehard_opso F 0.448 0.227 0.068 F

diehard_oqso 0.927 0.691 0.987 0.134 F

diehard_dna 0.549 0.602 0.972 0.533 F

diehard_count_1s_str 0.927 0.976 0.935 0.540 F

diehard_count_1s_byt 0.941 0.875 0.674 0.821 F

diehard_parking_lot 0.863 0.100 0.273 0.012 F

diehard_2dsphere 0.576 0.336 0.754 F F

diehard_3dsphere 0.574 0.982 0.575 0.031 0.246

diehard_squeeze 0.114 0.498 0.043 0.013 F

diehard_runs 0.176 0.805 0.684 0.284 0.419

diehard_craps 0.307 0.711 F 0.737 F

sts_monobit 0.360 F 0.762 0.249 F

sts_runs F 0.892 F F F

sts_serial 0.570 0.459 0.548 0.453 F

TABLE II
The results for the generator based on amplified spontaneous emission Part 2.

TABLE III
 The results for the generator based on the arrival times of photons Part 1.

Name of the test Original XOR Von Neumann Iterating Von Neumann 4 bit Von Neumann

diehard_birthdays F F F F F

diehard_operm5 F 0.080 F F 0.078

diehard_rank_32x32 0.565 0.042 0.036 0.479 0.215

diehard_rank_6x8 F F F F F

diehard_bitstream F F F F F

diehard_opso F F F F F

diehard_oqso F F F F F

diehard_dna F F F F F

diehard_count_1s_str F F F F F

diehard_count_1s_byt F F F F F

diehard_parking_lot F F F F F

diehard_2dsphere F F F F F

diehard_3dsphere F F F F F

diehard_squeeze F F F F F

diehard_runs F 0.631 0.767 0.363 0.617

diehard_craps F F F F F

sts_monobit F F F F F

sts_runs F F F F F

sts_serial F F F F F
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Abstract—Quantum repeaters are a key part of long-range
free-space quantum key distribution. They allow us to circum-
vent the negative effects of the no-cloning theorem. Quantum
repeaters are also a key point in point-to-point communication
since otherwise, a direct line of sight would be necessary. In
our simulation, we examined the QKD capabilities of quantum
repeaters in a satellite-based network, along with selected types
of noises.

Index Terms—QKD, Quantum memory, amplitude damping,
dephasing noise, depolarizing noise, quantum communications

I. INTRODUCTION

RSA-based public-key cryptography is a part of our ev-
eryday life. It’s used by banks, websites, and every other

entity that wants to ensure its communications are secure on
the web. But with the advancement of quantum computers
and thanks to Shor’s algorithm [1], the time when public-
key-based encryptions will be broken is at our doorstep. By
utilizing quantum computing, we can not only break today’s
most used encryptions, but we can also speed up the problem-
solving for various problems. Using Groover’s algorithm, we
can find a record in unordered data in

√
N time [2], or

even extreme values [3]. By utilizing quantum computing we
can solve problems like multi-user detection [3] or optimal
resource distribution [4]. Quantum key distribution (QKD) is a
subpart of quantum communication that can not only alleviate
these problems thanks to the symmetric key-based encryption
it’s enabling, but (if used right) is virtually unbreakable. One
problem with QKD using systems is the no-cloning theorem,
which entails that we cannot copy a quantum bit.

This problem can be mitigated with the use of entanglement
swapping quantum repeaters. To perform this task, we use the
side effect of the Bell state measurement (BSM), which we
detail later in the paper in section IV. But for these operations,
quantum repeaters use two critical elements: quantum logic
gates and quantum memories. Which are both affected by
various noises.

Today’s research is mostly connected to quantum satellites
that use only one in their simulation, for example, the Chinese
Micius [5], the Canadian QEYSSat [6], or the European
QKDSat [7]. In our research, we simulated not a single satellite
but a network of quantum satellites.
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eryday life. It’s used by banks, websites, and every other

entity that wants to ensure its communications are secure on
the web. But with the advancement of quantum computers
and thanks to Shor’s algorithm [1], the time when public-
key-based encryptions will be broken is at our doorstep. By
utilizing quantum computing, we can not only break today’s
most used encryptions, but we can also speed up the problem-
solving for various problems. Using Groover’s algorithm, we
can find a record in unordered data in
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N time [2], or

even extreme values [3]. By utilizing quantum computing we
can solve problems like multi-user detection [3] or optimal
resource distribution [4]. Quantum key distribution (QKD) is a
subpart of quantum communication that can not only alleviate
these problems thanks to the symmetric key-based encryption
it’s enabling, but (if used right) is virtually unbreakable. One
problem with QKD using systems is the no-cloning theorem,
which entails that we cannot copy a quantum bit.

This problem can be mitigated with the use of entanglement
swapping quantum repeaters. To perform this task, we use the
side effect of the Bell state measurement (BSM), which we
detail later in the paper in section IV. But for these operations,
quantum repeaters use two critical elements: quantum logic
gates and quantum memories. Which are both affected by
various noises.
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to change established links and gain even lower the error
rate originating from the medium by using satellites to relay
our quantum bits. Until nowadays, there have been multiple
experiments regarding the use of satellites in quantum key
distribution. The first satellite-relayed intercontinental quan-
tum network between Viena and Beijing [13], and the first
entanglement-based quantum key distribution using a satellite
at the altitude of 1,200 km [14], are one of these.

With the evolution of quantum satellites and communica-
tion, the dependency on different types of optical communi-
cations became to play an important role in free-space and
satellite communications [15] [16] .

A detailed explanation of QKD is out of scope for this paper,
but an in-depth survey can be found in [17].

III. QUANTUM SATELLITE NETWORKS

As shown in Section II, using fiber as our primary medium
for QKD can lower the number of possible connections.
Using satellite-based quantum repeater networks has multiple
advantages over the aforementioned fiber-based counterpart.
Using a single satellite can already increase our coverage
area depending on the elevation of the said satellite. The
only negative drawback is the increase in latency since no
information can travel faster than light. To negate this, we
used an array of satellites at lower (500 km) altitudes. But
since we are using a multitude of quantum repeaters, the errors
that arose from different noises can increase along with the
increased number of nodes or increased distance.

It is important to note that in this paper we don’t use the
error rate generated by the different types of aerial turbulences.
A paper detailing the various effects of atmospheric turbulence
and earth-satellite degree can be found in [18].

In our simulation, for the satellite positions, we used the
data gathered from the Starlink satellite network. The use of
Starlink satellites was self-evident since they mostly operate in
low earth orbits and are working in large groups for increased
coverage.

A quantum satellite repeater network would not only allow
secure point-to-point communication, but they also would be
able to create a secure network for communication, that uses
QKD for encryption. In this paper, we analyze the effects
of 3 types of noises (dephasing, depolarizing, and amplitude
damping) on the quantum memory of quantum repeaters.
Using various simulations, we simulated networks along with
various noise rate combinations and routes, with differing
node-to-node distance and node cardinality.

IV. QUANTUM SIMULATORS

In our research, we tried multiple quantum network sim-
ulators before ending up with NetSquid. The three main
simulators that we tried are Simulaqron [19], Squanch [20]
and Netsquid [21].

Simulaqron is developed by QuTech and provides an
application-level simulation of quantum networks. Since our
simulation needed low-level simulation capabilities, we did not
choose this one.

Squanch although provides an almost hardware-level sim-
ulation, didn’t have the capability to also work on a higher
level as Netsquid.

Finally, our search stopped with Netsquid which is also
being developed at QuTech and provided us with all the needed
features, from programable quantum processors to massive
networks with multiple nodes.

V. OUR SETUP

A. Overview of our simulator

The simulator uses the Netsquid framework and the quan-
tum repeater example as a base. The simulator can be divided
into four sub-modules as it is illustrated in Fig 1

Figure 1. The architecture of the simulator

Satellite location requester: using N2YO.com’s API [22],
this module requests the location of all STARLINK satellites
for the next N seconds (N < 300)

Path planner: using Dijkstra’s algorithm, the module calcu-
lates the optimal route between two terrestrial nodes.

Network simulator: simulates the quantum entanglement
exchange beside varying noises.

Visualizer: using the output data from the network simulator
module, depicts the change in quantum bit error rate (QBER).
The node architecture setup follows the Fig. 1. A quantum
source supplies entangled quantum bits to the local and next-
in-line node’s quantum processor. Using that, the quantum pro-
cessor executes the Bell state measurement swapping the en-
tanglement between quantum bits. The simulator runs multiple
times with varying levels of amplitude damping, dephasing,
and depolarizing noise. The chance to depolarize calculated
using the following formula:

Pdepolarization = 1− exp(−delay[ns] ∗
depolarization rate [Hz] ∗ 10−9)

(1)

For dephasing, the chance to occur is is calculated with the
following formula:

Pdephasing = 1− exp(-delay[ns] ∗
dephasing rate [Hz] ∗ 10−9)

(2)

In the case of amplitude damping, instead of probability, the
formula gives us the damping parameter γ.

γ = 1− exp(-delay[ns] ∗ amplitude damping ∗ 10−9) (3)
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source supplies entangled quantum bits to the local and next-
in-line node’s quantum processor. Using that, the quantum pro-
cessor executes the Bell state measurement swapping the en-
tanglement between quantum bits. The simulator runs multiple
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and depolarizing noise. The chance to depolarize calculated
using the following formula:
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γ is used in the following quantum operation:
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Where Ei is substituted with the corresponding matrix from
the equations found in 5, 6, 7 and 8
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B. Overview of our topology

In our simulation, the topology we used was a linear one.
As seen in Figure 2, the nodes have two crucial elements:

The quantum CPU is responsible for the execution of BSM
on the qubits got from the two inputs (Quantum input 0, Quan-
tum Input 1). The quantum source function is the generation
of entangled quantum bits, one for the local quantum CPU
and the other for the next node.

Figure 2. The simulated topology

C. Quantum repeater composition

Quantum repeaters [23] are the key to quantum communica-
tion over long distances. The repeaters utilize the consequence
of Bell state measurement, which is swapping entanglements.
For instance, we have two entangled quantum bit pairs, namely
Q11 − Q12 and Q21 − Q22. After applying BSM on Q11

and Q22, we get two new entangled pairs: Q11 − Q22 and
Q12 − Q21, as observed, a quantum entanglement generates
between Q12 − Q21 without the need for physical contact.
With BSM, we can generate entangled quantum bits over large
distances[23]. In our simulation, we generated entanglement
between two terrestrial nodes by using quantum repeaters
mounted on satellites. For the quantum entanglement swap-
ping, we also require quantum memory, in this paper, we
focused on how various quantum memory noises affect the
quantum bit error rate.

VI. RESULTS

In our paper, we made three types of simulations:
Budapest-Moscow: the simulation was made with real data

from satellites over the region, simulating a network of quan-
tum repeaters.

Iterative increase of the distance: this simulation was made
specifically to examine the effects of increasing distances on
QBER.

Iterative increase of the number of nodes: the simulation
was made to test the effects of increasing the number of nodes
on QBER.

A. Budapest-Moscow trajectory

The simulation produced interesting results: the different
types of noises yielded different values of QBER with the
same distance. To validate these claims, we created the other
two simulation variants.

As in the next section, we can see. The increase in the
distance affected the QBER differently depending on the type
of noise. For example, in the case of depolarizing noise, the
error rate stayed well under 0.5 for most of the simulations.

B. Iterative increase of distance

In this simulation, we examined the effects of distance
increases on the QBER for the sake of the experiment the
number of nodes stayed at a constant value of 5. As expected
and seen in Fig. 3, 4, and 5 the error rate increased along with
the distances. At the maximum distance of 12200 km, almost
all noise rates produced a QBER of 0.5, with the sharpest
increase along the dephasing rate. The first time each noise
combination reached the QBER value of 0.5 is visible in the
aforementioned figures. The distance values for each iteration
can be using equation 9:

Di = 2800+i∗600 and for every i ≡ 1 mod 4 → +200 (9)

Figure 3. The first iteration of the simulation that reached a QBER of 0.5
with dephasing and amplitude damping noises. The exact distance can be
calculated by using the equation 9.
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to change established links and gain even lower the error
rate originating from the medium by using satellites to relay
our quantum bits. Until nowadays, there have been multiple
experiments regarding the use of satellites in quantum key
distribution. The first satellite-relayed intercontinental quan-
tum network between Viena and Beijing [13], and the first
entanglement-based quantum key distribution using a satellite
at the altitude of 1,200 km [14], are one of these.

With the evolution of quantum satellites and communica-
tion, the dependency on different types of optical communi-
cations became to play an important role in free-space and
satellite communications [15] [16] .

A detailed explanation of QKD is out of scope for this paper,
but an in-depth survey can be found in [17].

III. QUANTUM SATELLITE NETWORKS

As shown in Section II, using fiber as our primary medium
for QKD can lower the number of possible connections.
Using satellite-based quantum repeater networks has multiple
advantages over the aforementioned fiber-based counterpart.
Using a single satellite can already increase our coverage
area depending on the elevation of the said satellite. The
only negative drawback is the increase in latency since no
information can travel faster than light. To negate this, we
used an array of satellites at lower (500 km) altitudes. But
since we are using a multitude of quantum repeaters, the errors
that arose from different noises can increase along with the
increased number of nodes or increased distance.

It is important to note that in this paper we don’t use the
error rate generated by the different types of aerial turbulences.
A paper detailing the various effects of atmospheric turbulence
and earth-satellite degree can be found in [18].

In our simulation, for the satellite positions, we used the
data gathered from the Starlink satellite network. The use of
Starlink satellites was self-evident since they mostly operate in
low earth orbits and are working in large groups for increased
coverage.

A quantum satellite repeater network would not only allow
secure point-to-point communication, but they also would be
able to create a secure network for communication, that uses
QKD for encryption. In this paper, we analyze the effects
of 3 types of noises (dephasing, depolarizing, and amplitude
damping) on the quantum memory of quantum repeaters.
Using various simulations, we simulated networks along with
various noise rate combinations and routes, with differing
node-to-node distance and node cardinality.

IV. QUANTUM SIMULATORS

In our research, we tried multiple quantum network sim-
ulators before ending up with NetSquid. The three main
simulators that we tried are Simulaqron [19], Squanch [20]
and Netsquid [21].

Simulaqron is developed by QuTech and provides an
application-level simulation of quantum networks. Since our
simulation needed low-level simulation capabilities, we did not
choose this one.

Squanch although provides an almost hardware-level sim-
ulation, didn’t have the capability to also work on a higher
level as Netsquid.

Finally, our search stopped with Netsquid which is also
being developed at QuTech and provided us with all the needed
features, from programable quantum processors to massive
networks with multiple nodes.

V. OUR SETUP

A. Overview of our simulator

The simulator uses the Netsquid framework and the quan-
tum repeater example as a base. The simulator can be divided
into four sub-modules as it is illustrated in Fig 1

Figure 1. The architecture of the simulator

Satellite location requester: using N2YO.com’s API [22],
this module requests the location of all STARLINK satellites
for the next N seconds (N < 300)

Path planner: using Dijkstra’s algorithm, the module calcu-
lates the optimal route between two terrestrial nodes.

Network simulator: simulates the quantum entanglement
exchange beside varying noises.

Visualizer: using the output data from the network simulator
module, depicts the change in quantum bit error rate (QBER).
The node architecture setup follows the Fig. 1. A quantum
source supplies entangled quantum bits to the local and next-
in-line node’s quantum processor. Using that, the quantum pro-
cessor executes the Bell state measurement swapping the en-
tanglement between quantum bits. The simulator runs multiple
times with varying levels of amplitude damping, dephasing,
and depolarizing noise. The chance to depolarize calculated
using the following formula:

Pdepolarization = 1− exp(−delay[ns] ∗
depolarization rate [Hz] ∗ 10−9)

(1)

For dephasing, the chance to occur is is calculated with the
following formula:

Pdephasing = 1− exp(-delay[ns] ∗
dephasing rate [Hz] ∗ 10−9)

(2)

In the case of amplitude damping, instead of probability, the
formula gives us the damping parameter γ.

γ = 1− exp(-delay[ns] ∗ amplitude damping ∗ 10−9) (3)
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γ is used in the following quantum operation:

e(p) =
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EipE
† (4)

Where Ei is substituted with the corresponding matrix from
the equations found in 5, 6, 7 and 8
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B. Overview of our topology

In our simulation, the topology we used was a linear one.
As seen in Figure 2, the nodes have two crucial elements:

The quantum CPU is responsible for the execution of BSM
on the qubits got from the two inputs (Quantum input 0, Quan-
tum Input 1). The quantum source function is the generation
of entangled quantum bits, one for the local quantum CPU
and the other for the next node.

Figure 2. The simulated topology

C. Quantum repeater composition

Quantum repeaters [23] are the key to quantum communica-
tion over long distances. The repeaters utilize the consequence
of Bell state measurement, which is swapping entanglements.
For instance, we have two entangled quantum bit pairs, namely
Q11 − Q12 and Q21 − Q22. After applying BSM on Q11

and Q22, we get two new entangled pairs: Q11 − Q22 and
Q12 − Q21, as observed, a quantum entanglement generates
between Q12 − Q21 without the need for physical contact.
With BSM, we can generate entangled quantum bits over large
distances[23]. In our simulation, we generated entanglement
between two terrestrial nodes by using quantum repeaters
mounted on satellites. For the quantum entanglement swap-
ping, we also require quantum memory, in this paper, we
focused on how various quantum memory noises affect the
quantum bit error rate.

VI. RESULTS

In our paper, we made three types of simulations:
Budapest-Moscow: the simulation was made with real data

from satellites over the region, simulating a network of quan-
tum repeaters.

Iterative increase of the distance: this simulation was made
specifically to examine the effects of increasing distances on
QBER.

Iterative increase of the number of nodes: the simulation
was made to test the effects of increasing the number of nodes
on QBER.

A. Budapest-Moscow trajectory

The simulation produced interesting results: the different
types of noises yielded different values of QBER with the
same distance. To validate these claims, we created the other
two simulation variants.

As in the next section, we can see. The increase in the
distance affected the QBER differently depending on the type
of noise. For example, in the case of depolarizing noise, the
error rate stayed well under 0.5 for most of the simulations.

B. Iterative increase of distance

In this simulation, we examined the effects of distance
increases on the QBER for the sake of the experiment the
number of nodes stayed at a constant value of 5. As expected
and seen in Fig. 3, 4, and 5 the error rate increased along with
the distances. At the maximum distance of 12200 km, almost
all noise rates produced a QBER of 0.5, with the sharpest
increase along the dephasing rate. The first time each noise
combination reached the QBER value of 0.5 is visible in the
aforementioned figures. The distance values for each iteration
can be using equation 9:

Di = 2800+i∗600 and for every i ≡ 1 mod 4 → +200 (9)

Figure 3. The first iteration of the simulation that reached a QBER of 0.5
with dephasing and amplitude damping noises. The exact distance can be
calculated by using the equation 9.
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The quantum CPU is responsible for the execution of BSM
on the qubits got from the two inputs (Quantum input 0, Quan-
tum Input 1). The quantum source function is the generation
of entangled quantum bits, one for the local quantum CPU
and the other for the next node.

Figure 2. The simulated topology

C. Quantum repeater composition

Quantum repeaters [23] are the key to quantum communica-
tion over long distances. The repeaters utilize the consequence
of Bell state measurement, which is swapping entanglements.
For instance, we have two entangled quantum bit pairs, namely
Q11 − Q12 and Q21 − Q22. After applying BSM on Q11

and Q22, we get two new entangled pairs: Q11 − Q22 and
Q12 − Q21, as observed, a quantum entanglement generates
between Q12 − Q21 without the need for physical contact.
With BSM, we can generate entangled quantum bits over large
distances[23]. In our simulation, we generated entanglement
between two terrestrial nodes by using quantum repeaters
mounted on satellites. For the quantum entanglement swap-
ping, we also require quantum memory, in this paper, we
focused on how various quantum memory noises affect the
quantum bit error rate.

VI. RESULTS

In our paper, we made three types of simulations:
Budapest-Moscow: the simulation was made with real data

from satellites over the region, simulating a network of quan-
tum repeaters.

Iterative increase of the distance: this simulation was made
specifically to examine the effects of increasing distances on
QBER.

Iterative increase of the number of nodes: the simulation
was made to test the effects of increasing the number of nodes
on QBER.

A. Budapest-Moscow trajectory

The simulation produced interesting results: the different
types of noises yielded different values of QBER with the
same distance. To validate these claims, we created the other
two simulation variants.

As in the next section, we can see. The increase in the
distance affected the QBER differently depending on the type
of noise. For example, in the case of depolarizing noise, the
error rate stayed well under 0.5 for most of the simulations.

B. Iterative increase of distance

In this simulation, we examined the effects of distance
increases on the QBER for the sake of the experiment the
number of nodes stayed at a constant value of 5. As expected
and seen in Fig. 3, 4, and 5 the error rate increased along with
the distances. At the maximum distance of 12200 km, almost
all noise rates produced a QBER of 0.5, with the sharpest
increase along the dephasing rate. The first time each noise
combination reached the QBER value of 0.5 is visible in the
aforementioned figures. The distance values for each iteration
can be using equation 9:

Di = 2800+i∗600 and for every i ≡ 1 mod 4 → +200 (9)

Figure 3. The first iteration of the simulation that reached a QBER of 0.5
with dephasing and amplitude damping noises. The exact distance can be
calculated by using the equation 9.
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The figure 3 details the first time an iteration reached the
error rate of 0.5 for each noise combination. On the Z-axis, we
can see the iteration on a scale from 0 to 14, and on the X and
Y axes, we can see the error rates. As previously mentioned,
and seen in figure 3, in the case of distance, the most crucial
element is the dephasing noise, which reached the QBER of
0.5 as soon as the second iteration.

C. Iterative increase of the number of nodes

In the case of iterative node volume increase, we can see
that in the case of this simulation, had a similar effect on the
QBER as the iterative increase in distance, which we can see in
Fig. 6, 7, and 8. The slight variation that we can observe on the
figures is thanks to the variability of the simulator. The number
of hops for each iteration is available in Table I. Looking at
the aforementioned figures, we can discover the same pattern
as in the one with an iterative increase in distances.

Table I
TABLE CONTAINING THE NUMBER OF HOPS FOR EACH ITERATION OF THE

SIMULATOR

Iteration: 0 1 2 3 4 5 6 7 8
Hops: 5 6 7 7 8 9 9 10 11
Iteration: 9 10 11 12 13 14
Hops: 11 12 13 13 14 15

VII. CONCLUSION

In this paper, we presented the effects of various noises on
the quantum memory of quantum repeaters and their impacts
on the quantum bit error rate. We could see that from the
amplitude damping, dephasing, and depolarizing trio, the most
susceptible to the increase due to distance and node number
was the dephasing noise (as seen in Sections VI. B. and VI. C).
In the end, we can conclude that for future satellite networks,
one of the most crucial noises is the quantum dephasing noise,
and in the future, we should prioritize minimizing it.

In this paper, we only examined one element of the quantum
repeaters with one type of error model. In the future, we would
like to rerun the simulation with different error models to test
the correlation between the iterative distance and node number
increases mentioned before in Section V. C.

Another angle for future research is to introduce new
variables in our simulation. The two models we would like
to use to expand our simulation are aerial turbulences and
quantum gates.

APPENDIX
A. FIGURES

Figure 4. The first iteration of the simulation that reached a QBER of 0.5
with dephasing and depolarizing noises. The exact distance can be calculated
by using the equation 9.

Figure 5. The first iteration of the simulation that reached a QBER of 0.5
with depolarizing and amplitude damping noises.The exact distance can be
calculated by using the equation 9.
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Figure 6. The first iteration of the simulation that reached a QBER of 0.5 with
dephasing and amplitude damping noises. With varying hops and a constant
distance of 6200. The number of hops can be seen in the table I.

Figure 7. The first iteration of the simulation that reached a QBER of 0.5
with dephasing and depolarizing noises. With varying hops and a constant
distance of 6200. The number of hops can be seen in the table I.

Figure 8. The first iteration of the simulation that reached a QBER of 0.5
with depolarizing and amplitude damping noises. With varying hops and a
constant distance of 6200. The number of hops can be seen in the table I.
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Abstract—Aiming at the problem of noise suppression in power

lines, traditional noise suppression methods need to know prior
knowledge and other defects. In this paper, blind source
separation methods that do not need prior knowledge are selected.
In the case of low signal-to-noise ratio, the basic independent
component analysis algorithm has poor denoising effect.
Therefore, this paper proposes a joint independent component
analysis algorithm based on Wavelet denoising and Power
independent component analysis (WD-PowerICA). In this work,
firstly, the pseudo observation signal is constructed by weighted
processing, and the blind separation model of single channel is
transformed into a multi-channel determined model. Then, the
proposed WD-PowerICA algorithm is used to separate noise and
source signals. Finally, the simulation results demonstrate that the
proposed algorithm in this paper can effectively separate noise
and source signal under low SNR. At the same time, the stronger
the α pulse noise is, the closer the WD-PowerICA separated signal
is to the source signal. The proposed algorithm is better than the
state of the art PowerICA algorithm.

Index Terms—Impulse noise, Blind source separation, Power
line communication, Independent component analysis,
Orthogonal frequency division multiplexing.

I. INTRODUCTION
OWER grid is the largest, most popular and most reliable
power supply carrier. Power line communication(PLC)

technology is a new technology that utilizes widely existing
power lines for communication and has received increasing
attention . The research on power line carrier
communication technology is mainly carried out from three
aspects, namely signal attenuation characteristics, impedance
characteristics and noise characteristics . Among them,
noise interference is one of the most important factors affecting
the success rate of power line carrier communication. The noise
in power line carrier communication is far more complicated
than that in other dedicated communication lines. It is found
that power line noise can be divided into five types of noise:
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colored background noise, narrowband noise, periodic impulse
noise asynchronous to power frequency, and period
synchronized with power frequency, impulse noise and
asynchronous impulse noise. Most of the literature classifies
the first three as background noise, the latter two being called
impulse noise. Impulse noise is the main detrimental cause of
affecting communication quality . Therefore, it is necessary
to take effective measures to solve impulse noise for power line
stable and reliable communication.
So far, scholars around the world have done a lot of research

on noise removal of PLC systems based on OFDM signals. In
[5-6] provide time-domain elimination methods for impulse
noise in PLC, including limiting, zeroing, and a combination of
the two. These methods are so simple and can also improve the
performance of the system to a certain extent. However, the
optimal threshold calculation of these algorithms is very
difficult. Therefore, in practice, it is often set by experience,
which not only limits the performance of this type of method
but also destroys the orthogonality between OFDM subcarriers

. To solve the problem of inter-carrier interference caused by
blanking, an iterative interference cancellation method is
proposed , but this method has a slower convergence rate. A
method for eliminating impulse noise combined with
equalization in the frequency domain is proposed , the
method reconstructs noise by estimating the time domain
position, amplitude and phase of the occurrence of impulse
noise, and the implementation process is very complicated. The
compressive sensing method needs to meet the following
constraints: the number of impulse signals in an OFDM symbol
cannot exceed the minimum threshold of the number of Fourier
transform points and the number of empty subcarriers , due
to the random of the impulse noise signal itself, the above
constraints limit the use of this method. In [11], based on the
sparse Bayesian learning method, according to the decision
regression detection, the impulse noise signal is reconstructed
and then eliminated. However, when reconstructing the
impulse noise signal, it is necessary to know the state
information of impulse noise and Gaussian noise, and the
calculation complexity is high, which is difficult to deal with in
the actual system. In [12], a fractional low order independent
component analysis algorithm based on negative entropy is
proposed to remove mixed noise. This algorithm can protect the
pure signal in the mixed signal, and does not need the
characteristic parameter of noise. However, the separation
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which not only limits the performance of this type of method
but also destroys the orthogonality between OFDM subcarriers

. To solve the problem of inter-carrier interference caused by
blanking, an iterative interference cancellation method is
proposed , but this method has a slower convergence rate. A
method for eliminating impulse noise combined with
equalization in the frequency domain is proposed , the
method reconstructs noise by estimating the time domain
position, amplitude and phase of the occurrence of impulse
noise, and the implementation process is very complicated. The
compressive sensing method needs to meet the following
constraints: the number of impulse signals in an OFDM symbol
cannot exceed the minimum threshold of the number of Fourier
transform points and the number of empty subcarriers , due
to the random of the impulse noise signal itself, the above
constraints limit the use of this method. In [11], based on the
sparse Bayesian learning method, according to the decision
regression detection, the impulse noise signal is reconstructed
and then eliminated. However, when reconstructing the
impulse noise signal, it is necessary to know the state
information of impulse noise and Gaussian noise, and the
calculation complexity is high, which is difficult to deal with in
the actual system. In [12], a fractional low order independent
component analysis algorithm based on negative entropy is
proposed to remove mixed noise. This algorithm can protect the
pure signal in the mixed signal, and does not need the
characteristic parameter of noise. However, the separation
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Abstract—Aiming at the problem of noise suppression in power

lines, traditional noise suppression methods need to know prior
knowledge and other defects. In this paper, blind source
separation methods that do not need prior knowledge are selected.
In the case of low signal-to-noise ratio, the basic independent
component analysis algorithm has poor denoising effect.
Therefore, this paper proposes a joint independent component
analysis algorithm based on Wavelet denoising and Power
independent component analysis (WD-PowerICA). In this work,
firstly, the pseudo observation signal is constructed by weighted
processing, and the blind separation model of single channel is
transformed into a multi-channel determined model. Then, the
proposed WD-PowerICA algorithm is used to separate noise and
source signals. Finally, the simulation results demonstrate that the
proposed algorithm in this paper can effectively separate noise
and source signal under low SNR. At the same time, the stronger
the α pulse noise is, the closer the WD-PowerICA separated signal
is to the source signal. The proposed algorithm is better than the
state of the art PowerICA algorithm.

Index Terms—Impulse noise, Blind source separation, Power
line communication, Independent component analysis,
Orthogonal frequency division multiplexing.

I. INTRODUCTION
OWER grid is the largest, most popular and most reliable
power supply carrier. Power line communication(PLC)

technology is a new technology that utilizes widely existing
power lines for communication and has received increasing
attention . The research on power line carrier
communication technology is mainly carried out from three
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characteristics and noise characteristics . Among them,
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synchronized with power frequency, impulse noise and
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effect of this algorithm is terrible, and it is not good at low
signal-to-noise ratio(SNR).
Through the research analysis of previous scholars, we know

that some existing methods have certain limitations. Due to the
complexity and variability of power channels, the advanced
algorithm of blind source separation, i.e. power iterative
independent component analysis algorithm(PowerICA), is still
selected in this project, which can achieve fast and stable
separation of mixed signals . But this algorithm is not ideal
at low SNR. Therefore, this study combines wavelet denoising
and power iterative independent component analysis algorithm
to denoise (WD-PowerICA). The simulation results show that
the de-noising effect is very good. At the same time, it makes
up for the disadvantage of power iteration algorithm in low
SNR denoising performance, so that we can receive the
required signals stably and reliably.
The rest of the paper is structured as follows: In section Ⅱ, we

construct the model of the PLC system and the model of signal
as well as problem formulation; In section Ⅲ, the basic
principles of FastICA, PowerICA, WD-PowerICA are
illustrated; The simulation results and brief analysis are
presented in Section Ⅳ; Section Ⅴ summarizes the
experimental results and gives the next research ideas.

II. SIGNAL MODEL AND PROBLEM FORMULATION

Random impulse noise is mainly caused by the switch of
household appliances and lightning in natural phenomena. This
kind of noise is characterized by strong randomness, short
duration, large energy, uncertain pulse interval and pulse width,
and serious interference to power line communication. Some
researchers model the noise of PLC as Middleton Class A
model . Literature [15] points out that Middleton Class A
model cannot accurately describe the noise in PLC channels.
Through the actual measurement of the background noise and
pulse noise of PLC system, a noise model that obeys α stable
distribution is proposed . The actual measured values in
reference [17] show that as a special case of α stable
distribution, symmetric alpha stable (SαS) distribution not only
includes the case of Gaussian distribution (i.e. characteristic
factor α=2 ), but also can reflect the pulse characteristics of
background noise, which is full of generalized central limit
theorem . The probability density function of α stable
distribution has no uniform expression, and is generally
described by its characteristic function. In [19], it can be
expressed as follow:

 ( ) exp( 1 ( , ) )t jpt t j sgn t t         (1)
Where
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Among them 0,2  , is the characteristic index, which
determines the degree of pulse characteristics of the
distribution. The smaller the α value is, the more significant the
pulse characteristics are. When α=2, the characteristic function

formula is the same as that of the Gaussian distribution with the
mean value of a and variance of 22 , that is, the Gaussian
distribution is a special case of the α stable distribution;
1 1   is the symmetric parameter, 0  is the symmetric

distribution;  is the dispersion coefficient, which is a measure
of the dispersion degree of samples relative to the mean value,
similar to the variance in the Gaussian distribution;

 ,p   is the position parameter. For SαS distribution, if
0 1  , p represents the median value; if 1 2  , p is
the mean value.
The indoor single phase power line consists of three wires:

phase wire(P), neutral wire(N), protection earth wire (PE). It
can provide multiple feeding and receiving ports for the
communication system: P-N, P-PE, and N-PE. The voltage
difference between two power lines can be called a port, like an
antenna in a wireless network, these PLC ports can be used as
communication ports for signal transmission and reception, but
they need to meet Kirchhoff's rule. Therefore, the transmitter
can only use two antennas , the model of PLC system is
shown in Figure 1.

Fig. 1. PLC channel model

In the process of signal transmission, the channel model of
the system is equipped with 2 feeding ports and 2 receiving
ports(2×2). Assume that both Gaussian noise and impulse noise
exist at the same time. The noise model of receiving mixed
signal can be expressed as follows:
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where X is an observation signal, s is OFDM source signal,
v is impulse noise subject to stable distribution, n is Gaussian
noise, ija is equivalent to complex channel influence factor.
,s v are the system input signal, n is PLC channel random

generation. Due to the advantages of blind separation , we
don’t need to estimate the channel influence factor and
synchronization parameter. It is significant to use the blind
adaptive separation algorithm to achieve noise cancellation in
low SNR.

III. BLIND SEPARATION ALGORITHM BASED ON
WD-POWERICA

BSS is a kind of adaptive signal processing, which is used to
retrieve multi-channel mixed original signals transmitted from
multiple point sources. Because the source signal and the mixed
channel are unknown, it is called blind source separation. The
task of BSS is to recover the original sources from their linear
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effect of this algorithm is terrible, and it is not good at low
signal-to-noise ratio(SNR).
Through the research analysis of previous scholars, we know

that some existing methods have certain limitations. Due to the
complexity and variability of power channels, the advanced
algorithm of blind source separation, i.e. power iterative
independent component analysis algorithm(PowerICA), is still
selected in this project, which can achieve fast and stable
separation of mixed signals . But this algorithm is not ideal
at low SNR. Therefore, this study combines wavelet denoising
and power iterative independent component analysis algorithm
to denoise (WD-PowerICA). The simulation results show that
the de-noising effect is very good. At the same time, it makes
up for the disadvantage of power iteration algorithm in low
SNR denoising performance, so that we can receive the
required signals stably and reliably.
The rest of the paper is structured as follows: In section Ⅱ, we

construct the model of the PLC system and the model of signal
as well as problem formulation; In section Ⅲ, the basic
principles of FastICA, PowerICA, WD-PowerICA are
illustrated; The simulation results and brief analysis are
presented in Section Ⅳ; Section Ⅴ summarizes the
experimental results and gives the next research ideas.

II. SIGNAL MODEL AND PROBLEM FORMULATION

Random impulse noise is mainly caused by the switch of
household appliances and lightning in natural phenomena. This
kind of noise is characterized by strong randomness, short
duration, large energy, uncertain pulse interval and pulse width,
and serious interference to power line communication. Some
researchers model the noise of PLC as Middleton Class A
model . Literature [15] points out that Middleton Class A
model cannot accurately describe the noise in PLC channels.
Through the actual measurement of the background noise and
pulse noise of PLC system, a noise model that obeys α stable
distribution is proposed . The actual measured values in
reference [17] show that as a special case of α stable
distribution, symmetric alpha stable (SαS) distribution not only
includes the case of Gaussian distribution (i.e. characteristic
factor α=2 ), but also can reflect the pulse characteristics of
background noise, which is full of generalized central limit
theorem . The probability density function of α stable
distribution has no uniform expression, and is generally
described by its characteristic function. In [19], it can be
expressed as follow:
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formula is the same as that of the Gaussian distribution with the
mean value of a and variance of 22 , that is, the Gaussian
distribution is a special case of the α stable distribution;
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of the dispersion degree of samples relative to the mean value,
similar to the variance in the Gaussian distribution;
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0 1  , p represents the median value; if 1 2  , p is
the mean value.
The indoor single phase power line consists of three wires:

phase wire(P), neutral wire(N), protection earth wire (PE). It
can provide multiple feeding and receiving ports for the
communication system: P-N, P-PE, and N-PE. The voltage
difference between two power lines can be called a port, like an
antenna in a wireless network, these PLC ports can be used as
communication ports for signal transmission and reception, but
they need to meet Kirchhoff's rule. Therefore, the transmitter
can only use two antennas , the model of PLC system is
shown in Figure 1.

Fig. 1. PLC channel model

In the process of signal transmission, the channel model of
the system is equipped with 2 feeding ports and 2 receiving
ports(2×2). Assume that both Gaussian noise and impulse noise
exist at the same time. The noise model of receiving mixed
signal can be expressed as follows:
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where X is an observation signal, s is OFDM source signal,
v is impulse noise subject to stable distribution, n is Gaussian
noise, ija is equivalent to complex channel influence factor.
,s v are the system input signal, n is PLC channel random

generation. Due to the advantages of blind separation , we
don’t need to estimate the channel influence factor and
synchronization parameter. It is significant to use the blind
adaptive separation algorithm to achieve noise cancellation in
low SNR.

III. BLIND SEPARATION ALGORITHM BASED ON
WD-POWERICA

BSS is a kind of adaptive signal processing, which is used to
retrieve multi-channel mixed original signals transmitted from
multiple point sources. Because the source signal and the mixed
channel are unknown, it is called blind source separation. The
task of BSS is to recover the original sources from their linear
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instantaneous mixing only dependent on the statistical
independent sources. The ICA analysis is the main method to
solve the problem of blind source separation. Its properties
depend on the independence criterion and optimization
algorithm. Non-Gaussian is a common criterion for ICA.
According to the generalized central limit theorem, the
non-Gaussian criterion can be used as the cost function to
maximize the non-Gaussian to achieve the purpose of
extracting independent sources. The ICA linear mixed model
can be expressed as [13]:

 X AS n (4)

 T1 2 Mx x x X
A M N

 T1 2 Ns s s S
According to the ICA principle, The model of received noise
signal in this paper is shown in equation (3), the noise signal
blind source separation model is shown in figure 2.

Fig. 2. Noisy blind source separation model

A. FastICA Algorithm
Fast independent component analysis(FastICA) is an

iterative estimation method based on information theory and
principle. It is an estimation algorithm based on negative
entropy maximization, negentropy is obtained from differential
entropy and defined as [22]:

( ) ( ) ( )GaussJ H H Y Y Y (5)
where GaussY and Y are the random variables with the same
covariance And the expression of the differential entropy

 H Y :

( ) ( ) log ( )Y YH P P d   Y (6)
FastICA is an iterative calculation process. The rule it learns

is to explore the direction which gains the maximum degree of
non-Gaussian in terms of the equation . The FastICA algorithm
finds the demixing matrix by iteration objective function:

    2
( ) ( ) ( )J c E G E G   y y υ (7)

c is a positive constant and  is a random variable of the
Gaussian with zero mean and unit variance, G is a
non-quadratic function. Since OFDM signal is sub-Gaussian,
G can be expressed as:

'
2

1( ) log cosh( ), ( ) tanh( )G a G a
a

 u u u u (8)

Where [1,2]a .

Due to Ty w X , equation (7) can be written as:

    2( ) T
GJ E G E G      W w X υ (9)

The maximum ( )GJ W is converted to finding the maximum
value of the separation matrix W . FastICA estimator
maximizes the Lagrangian.

   ( ; ) 1
2

T TG      EL w w X w w (10)

Here,  is the Lagrange multiplier. Due to the local optimum
of (10), the following equations hold

( ) m( )- ( ) =0F w w w w (11)

where T )m (( )= g  E X Xw w and ( ) Tm w w can be obtained

by multiplying Tw from the left on both sides of equation (11),
( ) w is treated as a constant that does not depend on w . the

one-unit fixed point FastICA algorithm is used as an
approximate Newton-Raphson iterative update. The iteration of
FastICA can be further expressed as:

m( ) ( )
m( ) ( )
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until convergence, ' T(( )) g   w w XE R is a scalar

multiplier, 'g G .

B. WD-PowerICA Algorithm
Use either SI (MKS) or CGS as primary units. (SI units are

strongly encouraged.) English units may be used as secondary
units (in parentheses). This applies to papers in data storage.
For example, write “15 Gb/cm2 (100 Gb/in2).” An exception is
when English units are used as identifiers in trade, such as
“3½-in disk drive.” Avoid combining SI and CGS units, such as
current in amperes and magnetic field in oersteds. This often
leads to confusion because equations do not balance
dimensionally. If you must use mixed units, clearly state the
units for each quantity in an equation.
Wavelet analysis consists of breaking up a signal into scaled

and shifted versions of the original signal or mother wavelet.
Wavelets are family of functions constructed from translations
and dilations of a single function, they are defined by:

,
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Where , ( )a b t is called daughter wavelet, ( )t is called
mother wavelet, the parameter a is the scaling parameter or
scale, and it measures the degree of compression, the parameter
b is the shift parameter which determines the time location of
the wavelet [23].
Shahab Basiri et al. propose a novel power iteration

algorithm for FastICA, which is numerically more stable than
the original FastICA algorithm, when the sample size is not
orders of magnitudes larger than the dimension [24]. The
algorithm does not require using unnecessary assumptions, the
Lagrangian multiplier is not treated as a constant and an ad-hoc
approximation is not used for Jacobian matrix in the NR update,
the method can be run on parallel computing nodes, which

    Where                                                  represents   observation

signal,               is   a                       unknowing   mixed    matrix,

                                          represents   the  system  input  signal.

can be expressed as [13]:

entropy and defined as [22]:

the wavelet [23].

orders of magnitudes larger than the dimension [24]. The 
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For example, write “15 Gb/cm2 (100 Gb/in2).” An exception is
when English units are used as identifiers in trade, such as
“3½-in disk drive.” Avoid combining SI and CGS units, such as
current in amperes and magnetic field in oersteds. This often
leads to confusion because equations do not balance
dimensionally. If you must use mixed units, clearly state the
units for each quantity in an equation.
Wavelet analysis consists of breaking up a signal into scaled

and shifted versions of the original signal or mother wavelet.
Wavelets are family of functions constructed from translations
and dilations of a single function, they are defined by:
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Where , ( )a b t is called daughter wavelet, ( )t is called
mother wavelet, the parameter a is the scaling parameter or
scale, and it measures the degree of compression, the parameter
b is the shift parameter which determines the time location of
the wavelet [23].
Shahab Basiri et al. propose a novel power iteration

algorithm for FastICA, which is numerically more stable than
the original FastICA algorithm, when the sample size is not
orders of magnitudes larger than the dimension [24]. The
algorithm does not require using unnecessary assumptions, the
Lagrangian multiplier is not treated as a constant and an ad-hoc
approximation is not used for Jacobian matrix in the NR update,
the method can be run on parallel computing nodes, which
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instantaneous mixing only dependent on the statistical
independent sources. The ICA analysis is the main method to
solve the problem of blind source separation. Its properties
depend on the independence criterion and optimization
algorithm. Non-Gaussian is a common criterion for ICA.
According to the generalized central limit theorem, the
non-Gaussian criterion can be used as the cost function to
maximize the non-Gaussian to achieve the purpose of
extracting independent sources. The ICA linear mixed model
can be expressed as [13]:
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According to the ICA principle, The model of received noise
signal in this paper is shown in equation (3), the noise signal
blind source separation model is shown in figure 2.

Fig. 2. Noisy blind source separation model
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drastically reduces the computational time. Therefore, FastICA
as a further expression of the PI method:
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for all conventional ICA nonlinearities.
Following the previous work [13], this article studies the

separation effect of the PowerICA algorithm under low
signal-to-noise ratio conditions. Simulation experiments verify
that the separation effect is not ideal. Therefore, under the
condition of low SNR, this time the wavelet denoising is used
to preprocess the mixed signal, the signals  ' tX processed

by wavelet transform is:
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After preprocessing the mixed signals using wavelet
denoising and then it is separated by PowerICA. Experimental
simulations verify that the combination of the two
algorithms(ie, WD-PowerICA) can achieve stable and efficient
separation [25]. The specific steps are:
1. After receiving the entire observation signal, remove the

cyclic prefix from the OFDM signal, and then perform the fast
Fourier transform.
2. Apply wavelet denoising to preprocess the observation

signals with random weights.
3. Perform PowerICA processing on the N sub-carriers to

estimate the MIMO channel of the N sub-carriers.
4. Use interpolation to obtain channel estimates for the

remaining subcarriers.
The processing flow chart is illustrated in Figure 3. Fig. 3. Flowchart of WD-PowerICA

 X AS n

    O total iterations O MN 

IV. SIMULATION ANALYSIS AND DISCUSSION

To demonstrate the effectiveness of the proposed
WD-PowerICA algorithm based blind source separation for
power line communication system at low SNR, we conduct
simulation experiments to evaluate the performance. In the
experiment, the signal noise model is shown in section Ⅱ. The
useful signal s is the OFDM signal, and v is the impulse noise,
they are seen as two input source signals, the carrier frequency
is 1000 and sample frequency is 2000, and the SNR of input

 Next, the computational cost of the WD-PowerICA 
Algorithm will be analyzed simply,                  takes O(MN)  
operations.Therefore, the computational cost is described as, 
                        (16)

From above analysis, although the computational steps of the 
proposed algorithm are relatively complex, the computational 
complexity remains unchanged. However, the WD-PowerICA 
algorithm is very important to improve the performance of 
power line communication in the case of low SNR.
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signal is 8dB, and the number of sample points is 500 when
0.8, 0, 1, 0       , the original input signals are shown

in Figure 4.

Fig. 4. The original input signals

To generate the two random mixed observation signals, the
two random number couples used as mixing weighing
assignment vectors are multiplied respectively with the original
input signals , and the observation signals are shown Figure 5.

Fig. 5. Observation signals

Compared
with Gaussian white noise and OFDM signals, the α-stable
distribution noise is the strongest. Therefore, the impulse noise
can be extracted first. By FastICA, PowerICA and
WD-PowerICA, the separation results are shown in (a), (b) and
(c) of Figure 6.

(a)

(b)

(c)
Fig. 6. Algorithm separation result: (a) FastICA algorithm separation; (b)
PowerICA algorithm separation; (c) WD-PowerICA algorithm separation.

In the simulation experiment, other conditions remain
unchanged, only the SNR is changed, and the separation effect
of the three algorithms is shown in Figure 7. Through the
experimental simulation, the algorithm in this paper is

ICA algorithm is based on the statistical characteristics of 
signals to maximize the independence between signals, so as to 
achieve the purpose of estimating the source signal. 
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obviously superior to the other two algorithms, especially in the
case of low signal-to-noise ratio.

Fig. 7. Separation result of changing SNR

Due to  0,2  , the larger α, the stronger Gauss, changing
the value describing the Gaussian strength of impulse noise, the
experimental results are as shown in Figure 8. When the input
signal is very non-Gaussian, the algorithm in this paper has a
better separation effect. However, When 1.1  approximately,
WD-PowerICA algorithm performance is significantly reduced,
This is my next problem to be solved.

Fig. 8. Separation result of changing

V. CONCLUSIONS
This paper studies the denoising method of power line

communication in low signal-to-noise ratio. Aiming at the
situation that the denoising effect of PowerICA algorithm is not
ideal in low signal-to-noise ratio, combined with the
advantages of wavelet denoising algorithm, a joint denoising
method combining wavelet and PowerICA algorithm is
proposed. The WD-PowerICA denoising effect is obviously
improved, and the effective separation of noise and useful
signal is realized. However, due to the limited time, this paper
only analyzes the correlation index. Next, we will study the
BER and other performance indicators.
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The Internet of Things (IoT) and cloud technologies are
increasingly implemented in the form of Cyber-Physical Systems
of Systems (CPSoS) for the railway sector. In order to satisfy the
security requirements of Cyber-Physical Systems (CPS), domain-
specific risk identification and assessment procedures have been
developed. Threat modelling is one of the most commonly used
methods for threat identification for the security analysis of
CPSoS and is capable of targeting various domains. This paper
reports our experience of using a risk management framework
to identify the most critical security vulnerabilities in CPSoS in
the domain and shows the broader impact this work can have
on the domain of safety and security management. Moreover,
we emphasize the application of common analytical methods
for cyber-security based on international industry standards to
identify the most vulnerable assets. These will be applied to a
meta-model for automated railway systems in the concept phase
to support the development and deployment of these systems.
Furthermore, it is the first step to create a secure and standard
complaint system by design.

I. INTRODUCTION

Cyber-physical systems (CPS) in the railway industry are in-
creasingly being developed using IoT and cloud services, em-
ploying generic commercial-off-the-shelf (COTS) components
and heterogeneous communication protocols, which raises the
potential for cyber-attacks. The challenge is that cyber attacks
on critical infrastructure in the rail domain are increasing
in intensity. This will raise concerns about employee safety,
potential security risks including the loss of sensitive informa-
tion, reputational damage, financial loss and faulty decisions.
Moreover, IBM statistics show that the railway industry is
impacted by numerous types of cyber attacks: SQLi (SQL
Injection), DDoS (Distributed Denial of Service), malware,
brute force, tampering, phishing, etc [1]. For instance, Danish
Railways reported that hackers perpetrated a massive DDoS
attack on the Danish State Railways (DSB) in May 2018 that
crippled part of its operations, including ticketing systems and
communications infrastructure [2]. Therefore, we will perform
a comprehensive safety and security analysis, taking into
account the wireless communication used in networked and
autonomous rail vehicles and modern management systems

that enable communication between such CPS. In order to
provide the required and appropriate mitigation measures,
we have considered the risk management process, which is
responsible for identifying, analysing and assessing potential
threats and their mitigation such as ISO 27001 and NIST SP
800-30 [3], [4] investigated in order to enable appropriate
planning [5]. In order to satisfy risk management demands for
a CPSoS we adopt a methodology focused on system assets,
to identify potential threats affecting the system. This requires
system awareness to identify the most critical assets [6]. How-
ever, security breaches are tolerated more easily if a company
can prove that the system under consideration was vulnerable
despite being compliant with an international security standard
[7], [8]. Therefore, we will use the existing guidelines and
recommendations of IEC 62443-3-3 [9] to investigate the
system’s compliance to be developed. The system’s config-
uration reflects the level of compliance. This is based on the
security controls given by the standard recommendation. In
our use case, we show the analysis of communication chan-
nels between different system components. For this purpose,
we employ an IoT framework as a Separation Kernel (e.g.
Arrowhead [10], [11]) to provide an additional abstraction
layer to handle the registration, authentication, authorisation
and encryption between system components.
We discuss our experience concerning the most vulnerable
components of the use case, “a CPSoS in the railway do-
main,” in a cyber-attack event. Moreover, we identify and
assess potential threats and present samples related to STRIDE
categories. In addition, we investigate the categorisation of po-
tential threats to the system and most vulnerable components.
Furthermore, for each threat identified, we discuss how the
appropriate security controls extracted from IEC 62443-3-3
can be used as countermeasures to mitigate them. The paper
is organized as follows; Section II presents state of the art
on model-based approaches for security analysis, security risk
assessment methods for connected vehicle systems, and anal-
ysis of information flow security CPS. Section III describes
the case study and presents the risk management framework.
Section IV discusses major challenges and concludes the risk
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We discuss our experience concerning the most vulnerable
components of the use case, “a CPSoS in the railway do-
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The Internet of Things (IoT) and cloud technologies are
increasingly implemented in the form of Cyber-Physical Systems
of Systems (CPSoS) for the railway sector. In order to satisfy the
security requirements of Cyber-Physical Systems (CPS), domain-
specific risk identification and assessment procedures have been
developed. Threat modelling is one of the most commonly used
methods for threat identification for the security analysis of
CPSoS and is capable of targeting various domains. This paper
reports our experience of using a risk management framework
to identify the most critical security vulnerabilities in CPSoS in
the domain and shows the broader impact this work can have
on the domain of safety and security management. Moreover,
we emphasize the application of common analytical methods
for cyber-security based on international industry standards to
identify the most vulnerable assets. These will be applied to a
meta-model for automated railway systems in the concept phase
to support the development and deployment of these systems.
Furthermore, it is the first step to create a secure and standard
complaint system by design.

I. INTRODUCTION
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creasingly being developed using IoT and cloud services, em-
ploying generic commercial-off-the-shelf (COTS) components
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that enable communication between such CPS. In order to
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[7], [8]. Therefore, we will use the existing guidelines and
recommendations of IEC 62443-3-3 [9] to investigate the
system’s compliance to be developed. The system’s config-
uration reflects the level of compliance. This is based on the
security controls given by the standard recommendation. In
our use case, we show the analysis of communication chan-
nels between different system components. For this purpose,
we employ an IoT framework as a Separation Kernel (e.g.
Arrowhead [10], [11]) to provide an additional abstraction
layer to handle the registration, authentication, authorisation
and encryption between system components.
We discuss our experience concerning the most vulnerable
components of the use case, “a CPSoS in the railway do-
main,” in a cyber-attack event. Moreover, we identify and
assess potential threats and present samples related to STRIDE
categories. In addition, we investigate the categorisation of po-
tential threats to the system and most vulnerable components.
Furthermore, for each threat identified, we discuss how the
appropriate security controls extracted from IEC 62443-3-3
can be used as countermeasures to mitigate them. The paper
is organized as follows; Section II presents state of the art
on model-based approaches for security analysis, security risk
assessment methods for connected vehicle systems, and anal-
ysis of information flow security CPS. Section III describes
the case study and presents the risk management framework.
Section IV discusses major challenges and concludes the risk
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management process results. The road-map of our approach is
discussed in Section V.

II. RELATED WORK

State of the art research has revealed several model-based
approaches to manage risks posed to a system. Multiple
security analysis methods based on threat modelling utilising
data-flow diagrams were analysed for the CPS domain. Al-
though they have in common that they are model-based, they
employ different review methods to assess security risks for
networked, autonomous vehicles. Strobl et al. analysed threats
and vulnerabilities of connected vehicles, for which system
assets and data flows were specified to perform safety analysis.
A risk assessment of the threats and vulnerabilities potentially
targeting this system was carried out. This resulted in a threat
and vulnerability catalogue [12].

Ma and Schmittner [6] introduce guidelines for the im-
plementation of threat models. They propose using a threat
modelling approach specified in the ”SAE J3061” guidebook
[13] to identify threats and vulnerabilities. Hamad and Perve-
lakis have revised several existing threat modelling approaches
and their potential adaption in the automotive sector. This
has resulted in a hybrid threat model called SAVTA, which
combines several techniques developed for the automotive
industry. By identifying potential attackers and targets, an
abstract model is created to achieve a holistic model. Hamad
and Pervelakis concluded that effective protection measures for
threat prevention, countering threats have to be permanently
complemented [14].

Sheehan et al. [15] investigated the Bayesian Network
(BN) cyber-risk classification model for its ability to classify
the risk of vulnerabilities of a Connected and Autonomous
Vehicle (CAV) GPS. The purpose was to provide vehicle
manufacturers with a method to analyse CAV risk based on
known systems vulnerabilities. Moreover, they used the Com-
mon Vulnerabilities Scoring System (CVSS) as a standardised
framework to assess cyber threats in a CAV.

In addition, Schmittner et al. [16] show how threat mod-
elling for railway safety analysis might be conducted during a
development life-cycle based on IEC 62443. In their approach,
they have proposed the identification of threats in addition
to the IEC 62443-4-2 [17] security standard for Industrial
Automation and Control Systems (IACS). Another approach is
proposed by Shaaban et al. [18] for utilizing the concept of the
IEC 62443 on the component level instead of the system level.
By splitting, e.g. storage, processing units and interfaces into
independent zones, different criticality levels can be assigned
to these zones. This enables the mitigation of possible security
risks with the help of a gap analysis for the different zones.
Consequently, an application can be split into smaller portions
where one part may handle communication between zones, or
with other components while another zone may represent the
safety-critical part of the CPS of Systems.

Additionally, in the autonomous railway vehicle
requires safety measures to be applied. Therefore, besides
cybersecurity, the system that will be developed depends
on functional safety [19] as well as safety of the intended

functionality (SotIF) [20]. Functional Safety focuses on
reducing risks within a technological system to avoid
malfunctions and to ensure proper operation [21]. However,
functional safety does not include topics such as risks that
emerge due to insufficient performance of the respective
component and, consequently, safety of the intended
functionality should be considered, which deals with risks
caused by performance issues [21]. A sensor system not
detecting obstacles due to insufficient performance may lead
to a disaster. Therefore, one of our goals is to apply SotIF to
the autonomous railway vehicle and in a broader sense to the
railway sector which currently mainly deals with functional
safety.

A management process is specified in NIST SP 800-12
rev.1 [22] for developing a set of security policies, which de-
rives security rules from security objectives is recommended.
This process analyses the need for Confidentiality, Integrity,
and Availability (CIA) to represent a security goal. In the sys-
tem concept description, components, assets and cybersecurity
properties are specified as part of the system development
phase. Attackers could apply different malicious activities
against the system to exploit existing security vulnerabilities
within components and their corresponding assets. Therefore,
a potential threat targeting a vulnerability in the system also
affects the CIA’s security measures.

III. CONCEPT AND FRAMEWORK

In our project’s context, we aim to create a system archi-
tecture model and a component catalogue for an existing in-
terlocking system. It aims at developing ”Railway Operations
as a Service” (ROaaS) as the basis of a fully autonomous
CPSoS. As the existing interlocking system is already Safety
Integrity Level (SIL) certified, the original underlying system
architecture shall remain untouched to avoid the necessity of
re-certification.

Therefore, we propose integrating a risk management pro-
cess within this research to identify, assess, and treat existing
cyber risks. We will focus on communication topics, such as
the integration of external systems and devices in particular.

In fact, we chose this risk management process approach
because of the costs involved in designing and implementing
secure CPS, and there are no reliable statistics on the cost
differences between average day-to-day system development
on the one hand and security-conscious development on the
other. Anecdotal evidence suggests that security-conscious
systems are more expensive [23].

In this work, we develop a secure railway system architec-
ture. In order to represent the system model, we chose the
Systems Modeling Language (SysML). SysML is a common
modelling language often used by systems engineers, as dis-
cussed in [24]. SysML facilitates implementing all changes in
our proposed system model in the design phase of CPSoS.

We defined use cases targeting the intended operation of
the autonomous railway system. Moreover, we selected one of
these use cases presented in subsection III-A. Subsequently,
the required components, communication channels, and se-
curity assumptions are defined based on threat modelling.
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Fig. 1. Risk Management Process Model

Section III-B discusses the analysis process of identifying
potential threats in the given system model. According to
the identified threats, the risk evaluation process is conducted
to rate each threat and define the appropriate risk level, as
considered in Section III-C. Once risks have been assessed,
security requirements targeting potential threats were selected
based on IEC 62443-3-3, as explained in Section III-D. An
illustration of this process is given in Fig. 1.

A. Specification of the Use Case

We focused on communication topics to further develop
an existing industrial interlocking into a digital interlocking
system and manage autonomously operating railway vehicles
on secondary, less frequently used railway lines, such as the
secure integration of external systems and devices in particular,
e.g. COTS. Additional focus is given to their implementation
impact on risks and threats.
Therefore, this work utilises an IoT framework as Separation
Kernel (e.g., Arrowhead [10], [11]), which adds a layer of
abstraction to build a chain of trust in such an SoS for secure
communication. Moreover, the IoT framework architecture
aims to enable the creation of local automation clouds that
provide local real-time performance, security, inseparability,
and scalability through multi-cloud interaction. Through this,
it is feasible to manage various systems and, consequently, this
approach is not limited to one specific interlocking system.
On the contrary, by registering with the IoT framework, mul-
tiple systems can be controlled without manual configuration.
Furthermore, autonomous vehicles can be mounted or unreg-
istered on the fly. We have defined the system behavioural and
actuators through the case study requirement and the already
existing interlocking system. So we could identify the targeting
assets and the security objectives and created the use case
diagrams. All these steps enabled the creation of the Data-
flow diagram (DFD). A use case diagram of the backbone of
this system - the Separation Kernel as shown in fig. 2.

We identified four scenarios relevant for the coordination of
such a system:

Fig. 2. Use Case: System Enquiry Coordination by Separation Kernel

1) Register Service: Registers the service systems in
the IoT framework (ROaaS, Interlocking system, Au-
tonomous Railway Vehicles)

2) Register Service Authorisation: Authorisation privi-
leges are granted and allocated by the administrator of
the registered systems

3) Query Services Authorisation: Validates the orchestra-
tion service requests: actor identification and authorisa-
tion, origin and destination of the request

4) Service Orchestration: Manages requests from the reg-
istered service systems

B. Threat Modelling

The DFD in fig. 3 illustrates a portion of the communication
channels between the Separation Kernel and the several system
components. The Separation Kernel serves as the communi-
cation gateway for registration, authentication, authorisation
within the IoT framework and handles data encryption between
system components. According to the use case described in
section A, the interactions between the several system assets
are as follows:

1) Request: Registration, Authentication, Authorisation;
from Interlocking System, ROaaS, Autonomous Railway
Vehicles to Separation Kernel
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Fig. 3. DFD: Asset System Component Identifiable Data

2) Request: Stored system component identifiable data;
from Interlocking System back-end server to database,
ROaaS back-end server to database

3) Responses: Confirm Registration, Authentication, Au-
thorisation; from Separation Kernel to each Autonomous
Vehicle, ROaaS, and Interlocking System

Based on our DFD, we performed threat analysis using the
Microsoft Threat Modelling Tool 1. According to the threat
analysis, there are 31 threats identified in the given diagram,
as shown in Table I. These threats are classified based on the
STRIDE model [25] categories.

TABLE I
THE IDENTIFIED THREATS COLLECTION CLASSIFIED ACCORDING TO THE

STRIDE MODEL AND CIA3 OBJECTIVES

Threat Category No. of
Threats

Security Objectives
(CIA3)

Tampering 11 Integrity
Elevation of Privilege 8 Authorization
Spoofing 5 Authentication
Information
Disclosure

3 Confidentiality

Denial of Service 2 Availability
Repudiation 2 Auditing

The table summarizes the rate of all identified threats
and their classifications using the STRIDE model. Each cat-
egory of threat violates a specific security property (e.g.,
spoofing violates authentication, tampering violates integrity,
repudiation violates non-repudiation, information disclosure
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violates confidentiality, denial of service violates availability,
and elevation of privilege violates authorization). Accordingly,
we use CIA3 [14] as an extended version of the CIA according
to the violations of security properties. CIA3 establishes six
categories, as follows:

• Confidentiality - protect confidential data from unautho-
rized access

• Integrity - ensuring that data remains unchanged
• Availability - ensuring the access to an asset
• Authentication - ensuring that an entity is who it claims

to be
• Authorization - ensuring that only entities with permis-

sions can conduct certain actions
• Auditing - Ensuring the traceability of actions

As shown in table I, the most common identified threats
are considered in the integrity area for the asset system
component identifiable data. In addition, we have investigated
which threats may be allocated to the system components by
analysing the in- and out-data flows for each component. As
a result, the most affected component by 21 identified threats
is the autonomous rail vehicle.

C. Risk Evaluation

The risk evaluation process comes into account of this work
to assess each identified threat’s risk rate. We propose using the
DREAD model to analyse the risk for conducting a qualitative
risk analysis to assess, compare, and prioritise the severity
of risk posed by each potential threat. DREAD represents a
method to determine the impact of potential threats based on
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five foundational aspects: Damage Potential, Reproducibility,
Exploitability, Affected Users, and Detectability.

According to the DREAD scoring system [26] and classi-
fication, the assessment is carried out in terms of a particular
threat’s criticality. The result reflects the criticality of a par-
ticular threat to the system.
For scoring, threats are classified as high (3), medium (2)
and low (1). The points per category are awarded on the
assumption that the attack has been started successfully. The
formula for calculating the overall risk rate is as follows [26]:

Risk Rate = D +R+ E +A+D

• Damage Potential: What damage will be caused if the
threat occurs?

• Reproducibility: How easily can the attack be repeated?
• Exploitability: How much effort is required to trigger an

attack?
• Affected Users: How many users are approximately

affected?
• Detectability: How easily can the exploit be found?

Table II illustrates threats that impact the most critical
system component, which we identified as the autonomous
railway vehicle. These findings are based on communication
between the autonomous railway vehicle and the Separation
Kernel and are categorized based on CIA3 objectives and
DREAD scores. Although the Separation Kernel, as shown in
fig. 3 may appear to be the most critical system component,
as it is the central element and has the most inbound and
outbound data flows. However, in terms of component inter-
faces and increased security target allocation, the autonomous
railway vehicle is exposed to far more threats; in fact, the
autonomous railway vehicle communication is transmitted
wirelessly. Furthermore, there are physical interfaces that are
cumbersome to secure sufficiently. Consequently, we conclude
that security threats targeting critical cyber-physical systems
also affect safety. Therefore, a safety and security analysis
should be performed in a well-coordinated manner.

Afterwards, a set of security requirements needs to be
selected to mitigate risk emanated from the above potential
threats. The next section discusses the mapping approach
for addressing these threats by selecting a set of security
requirements for each threat.

D. Risk Treatment Based on IEC 62443-3-3

This section presents the mapping process between the
previously discussed potential threats and a set of security
requirements for addressing these system security issues. The
IEC 62443-3-3 is applied to create a set of security require-
ments against existing security threats. IEC 62443-3-3 defines
four security levels for each security requirement to define the
minimum and maximum security capability of each security
requirement against potential threats. The standard classifies
security requirements into seven groups called foundational
requirements (FR), as discussed in [9]. These FRs are defined
as:

• Identification and Authentication Control (IAC)

TABLE II
LIST OF THREATS WITH THE HIGHEST RISK RATE PER CIA3 CATEGORY

CIA³ Objective Threats
Title Spoofing on vehicle gateway

Description Spoof autonomous vehicle central gateway with a fake one
Category Spoofing
Risk Rate 11

Authentication

Severity Medium
Title Access to confidential data

Description Gain access to confidential data through SQL Injection
Category Information Disclosure
Risk Rate 15

Confidentiality

Severity High
Title SQL Injection

Description Compromise confidential data by performing SQL injection
Category Tampering
Risk Rate 15

Integrity

Severity High
Title Network Flooding

Description Deny actions on gateway due to flooding of network
Category Denial of Service
Risk Rate 11

Availability

Severity Medium
Title Unauthorized access to device

Description
Gain unauthorized access to privileged features on autonomous
vehicle central gateway

Category Elevation of Privilege
Risk Rate 11

Authorization

Severity Medium
Title Removing attack footprints

Description
Deny a malicious act and remove the attack footprints
leading to repudiation issues

Category Repudiation
Risk Rate 13

Auditing

Severity High

• Use Control (UC)
• System Integrity (SI)
• Data Confidentiality (DC)
• Restricted Data Flow (RDF)
• Timely Response to Events (TRE)
• Resource Availability (RA)

In order to reach a security goal, we need to map between a
Security Level (SL) and relevant FRs for selecting appropriate
security requirements to address system design security issues,
as discussed in [27], [28].
However, we have investigated how FRs could be mapped
to the CIA3 objectives and threat categories in the Risk
management processes. In Table III shows the rough mapping
of the FRs. In this example, we map the previously identified
threats with appropriate security requirements for addressing
security issues in the system design. Fig. 4 depicts a mapping
of security requirements with potential threats.

The figure illustrates some of the selected security
requirements according to the IEC 62443-3-3, for addressing
potential threats. Each threat needs at least one appropriate
security requirement for addressing its malicious behaviours.
In this example, we select one security requirement for
each threat according to its FR and SL. According to the
DREAD risk rate, as described in Table II, we define the
SL of security requirements for addressing a particular
security issue. Furthermore, according to these ratings, we
propose using SL = 3 and SL = 4 for each selected security
requirement concerning the FR to achieve the primary goal.

CPSoS include many cyber components communicating
with physical ones through different communication protocols
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violates confidentiality, denial of service violates availability,
and elevation of privilege violates authorization). Accordingly,
we use CIA3 [14] as an extended version of the CIA according
to the violations of security properties. CIA3 establishes six
categories, as follows:

• Confidentiality - protect confidential data from unautho-
rized access

• Integrity - ensuring that data remains unchanged
• Availability - ensuring the access to an asset
• Authentication - ensuring that an entity is who it claims

to be
• Authorization - ensuring that only entities with permis-

sions can conduct certain actions
• Auditing - Ensuring the traceability of actions

As shown in table I, the most common identified threats
are considered in the integrity area for the asset system
component identifiable data. In addition, we have investigated
which threats may be allocated to the system components by
analysing the in- and out-data flows for each component. As
a result, the most affected component by 21 identified threats
is the autonomous rail vehicle.

C. Risk Evaluation

The risk evaluation process comes into account of this work
to assess each identified threat’s risk rate. We propose using the
DREAD model to analyse the risk for conducting a qualitative
risk analysis to assess, compare, and prioritise the severity
of risk posed by each potential threat. DREAD represents a
method to determine the impact of potential threats based on
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five foundational aspects: Damage Potential, Reproducibility,
Exploitability, Affected Users, and Detectability.

According to the DREAD scoring system [26] and classi-
fication, the assessment is carried out in terms of a particular
threat’s criticality. The result reflects the criticality of a par-
ticular threat to the system.
For scoring, threats are classified as high (3), medium (2)
and low (1). The points per category are awarded on the
assumption that the attack has been started successfully. The
formula for calculating the overall risk rate is as follows [26]:

Risk Rate = D +R+ E +A+D

• Damage Potential: What damage will be caused if the
threat occurs?

• Reproducibility: How easily can the attack be repeated?
• Exploitability: How much effort is required to trigger an

attack?
• Affected Users: How many users are approximately

affected?
• Detectability: How easily can the exploit be found?

Table II illustrates threats that impact the most critical
system component, which we identified as the autonomous
railway vehicle. These findings are based on communication
between the autonomous railway vehicle and the Separation
Kernel and are categorized based on CIA3 objectives and
DREAD scores. Although the Separation Kernel, as shown in
fig. 3 may appear to be the most critical system component,
as it is the central element and has the most inbound and
outbound data flows. However, in terms of component inter-
faces and increased security target allocation, the autonomous
railway vehicle is exposed to far more threats; in fact, the
autonomous railway vehicle communication is transmitted
wirelessly. Furthermore, there are physical interfaces that are
cumbersome to secure sufficiently. Consequently, we conclude
that security threats targeting critical cyber-physical systems
also affect safety. Therefore, a safety and security analysis
should be performed in a well-coordinated manner.

Afterwards, a set of security requirements needs to be
selected to mitigate risk emanated from the above potential
threats. The next section discusses the mapping approach
for addressing these threats by selecting a set of security
requirements for each threat.

D. Risk Treatment Based on IEC 62443-3-3

This section presents the mapping process between the
previously discussed potential threats and a set of security
requirements for addressing these system security issues. The
IEC 62443-3-3 is applied to create a set of security require-
ments against existing security threats. IEC 62443-3-3 defines
four security levels for each security requirement to define the
minimum and maximum security capability of each security
requirement against potential threats. The standard classifies
security requirements into seven groups called foundational
requirements (FR), as discussed in [9]. These FRs are defined
as:

• Identification and Authentication Control (IAC)

TABLE II
LIST OF THREATS WITH THE HIGHEST RISK RATE PER CIA3 CATEGORY

CIA³ Objective Threats
Title Spoofing on vehicle gateway

Description Spoof autonomous vehicle central gateway with a fake one
Category Spoofing
Risk Rate 11

Authentication

Severity Medium
Title Access to confidential data

Description Gain access to confidential data through SQL Injection
Category Information Disclosure
Risk Rate 15

Confidentiality

Severity High
Title SQL Injection

Description Compromise confidential data by performing SQL injection
Category Tampering
Risk Rate 15

Integrity

Severity High
Title Network Flooding

Description Deny actions on gateway due to flooding of network
Category Denial of Service
Risk Rate 11

Availability

Severity Medium
Title Unauthorized access to device

Description
Gain unauthorized access to privileged features on autonomous
vehicle central gateway

Category Elevation of Privilege
Risk Rate 11

Authorization

Severity Medium
Title Removing attack footprints

Description
Deny a malicious act and remove the attack footprints
leading to repudiation issues

Category Repudiation
Risk Rate 13

Auditing

Severity High

• Use Control (UC)
• System Integrity (SI)
• Data Confidentiality (DC)
• Restricted Data Flow (RDF)
• Timely Response to Events (TRE)
• Resource Availability (RA)

In order to reach a security goal, we need to map between a
Security Level (SL) and relevant FRs for selecting appropriate
security requirements to address system design security issues,
as discussed in [27], [28].
However, we have investigated how FRs could be mapped
to the CIA3 objectives and threat categories in the Risk
management processes. In Table III shows the rough mapping
of the FRs. In this example, we map the previously identified
threats with appropriate security requirements for addressing
security issues in the system design. Fig. 4 depicts a mapping
of security requirements with potential threats.

The figure illustrates some of the selected security
requirements according to the IEC 62443-3-3, for addressing
potential threats. Each threat needs at least one appropriate
security requirement for addressing its malicious behaviours.
In this example, we select one security requirement for
each threat according to its FR and SL. According to the
DREAD risk rate, as described in Table II, we define the
SL of security requirements for addressing a particular
security issue. Furthermore, according to these ratings, we
propose using SL = 3 and SL = 4 for each selected security
requirement concerning the FR to achieve the primary goal.

CPSoS include many cyber components communicating
with physical ones through different communication protocols
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fication, the assessment is carried out in terms of a particular
threat’s criticality. The result reflects the criticality of a par-
ticular threat to the system.
For scoring, threats are classified as high (3), medium (2)
and low (1). The points per category are awarded on the
assumption that the attack has been started successfully. The
formula for calculating the overall risk rate is as follows [26]:

Risk Rate = D +R+ E +A+D

• Damage Potential: What damage will be caused if the
threat occurs?

• Reproducibility: How easily can the attack be repeated?
• Exploitability: How much effort is required to trigger an

attack?
• Affected Users: How many users are approximately

affected?
• Detectability: How easily can the exploit be found?

Table II illustrates threats that impact the most critical
system component, which we identified as the autonomous
railway vehicle. These findings are based on communication
between the autonomous railway vehicle and the Separation
Kernel and are categorized based on CIA3 objectives and
DREAD scores. Although the Separation Kernel, as shown in
fig. 3 may appear to be the most critical system component,
as it is the central element and has the most inbound and
outbound data flows. However, in terms of component inter-
faces and increased security target allocation, the autonomous
railway vehicle is exposed to far more threats; in fact, the
autonomous railway vehicle communication is transmitted
wirelessly. Furthermore, there are physical interfaces that are
cumbersome to secure sufficiently. Consequently, we conclude
that security threats targeting critical cyber-physical systems
also affect safety. Therefore, a safety and security analysis
should be performed in a well-coordinated manner.

Afterwards, a set of security requirements needs to be
selected to mitigate risk emanated from the above potential
threats. The next section discusses the mapping approach
for addressing these threats by selecting a set of security
requirements for each threat.

D. Risk Treatment Based on IEC 62443-3-3

This section presents the mapping process between the
previously discussed potential threats and a set of security
requirements for addressing these system security issues. The
IEC 62443-3-3 is applied to create a set of security require-
ments against existing security threats. IEC 62443-3-3 defines
four security levels for each security requirement to define the
minimum and maximum security capability of each security
requirement against potential threats. The standard classifies
security requirements into seven groups called foundational
requirements (FR), as discussed in [9]. These FRs are defined
as:

• Identification and Authentication Control (IAC)

TABLE II
LIST OF THREATS WITH THE HIGHEST RISK RATE PER CIA3 CATEGORY

CIA³ Objective Threats
Title Spoofing on vehicle gateway

Description Spoof autonomous vehicle central gateway with a fake one
Category Spoofing
Risk Rate 11

Authentication

Severity Medium
Title Access to confidential data

Description Gain access to confidential data through SQL Injection
Category Information Disclosure
Risk Rate 15

Confidentiality

Severity High
Title SQL Injection

Description Compromise confidential data by performing SQL injection
Category Tampering
Risk Rate 15

Integrity

Severity High
Title Network Flooding

Description Deny actions on gateway due to flooding of network
Category Denial of Service
Risk Rate 11

Availability

Severity Medium
Title Unauthorized access to device

Description
Gain unauthorized access to privileged features on autonomous
vehicle central gateway

Category Elevation of Privilege
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Authorization
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Title Removing attack footprints

Description
Deny a malicious act and remove the attack footprints
leading to repudiation issues

Category Repudiation
Risk Rate 13

Auditing

Severity High

• Use Control (UC)
• System Integrity (SI)
• Data Confidentiality (DC)
• Restricted Data Flow (RDF)
• Timely Response to Events (TRE)
• Resource Availability (RA)

In order to reach a security goal, we need to map between a
Security Level (SL) and relevant FRs for selecting appropriate
security requirements to address system design security issues,
as discussed in [27], [28].
However, we have investigated how FRs could be mapped
to the CIA3 objectives and threat categories in the Risk
management processes. In Table III shows the rough mapping
of the FRs. In this example, we map the previously identified
threats with appropriate security requirements for addressing
security issues in the system design. Fig. 4 depicts a mapping
of security requirements with potential threats.

The figure illustrates some of the selected security
requirements according to the IEC 62443-3-3, for addressing
potential threats. Each threat needs at least one appropriate
security requirement for addressing its malicious behaviours.
In this example, we select one security requirement for
each threat according to its FR and SL. According to the
DREAD risk rate, as described in Table II, we define the
SL of security requirements for addressing a particular
security issue. Furthermore, according to these ratings, we
propose using SL = 3 and SL = 4 for each selected security
requirement concerning the FR to achieve the primary goal.

CPSoS include many cyber components communicating
with physical ones through different communication protocols
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Fig. 4. IEC 62443 System Requirements Mapping with the Highest Risk Rated Threats from Table II

TABLE III
MAPPING IEC 62443-3-3 FOUNDATIONAL SECURITY REQUIREMENT

ACCORDING TO CIA3 AND THREAT CATEGORY

IEC 62443-3-3 FR CIA³ Objectives Threat Category
IAC Authentication Spoofing
SI Integrity Tampering

TRE Auditing Repudiation
DC Confidentiality Information Disclosure
RA Availability Denial of Service
UC Authorization Elevation of Privilege

RDF System Segmentation

over a network. An attacker could exploit security vulner-
abilities in the system’s design, which leads to a different
level of negative consequences in terms of safety, reliability,
availability and maintainability. Furthermore, cybersecurity in
railways protects data and critical units managing functional
safety. Therefore, security requirements play an essential role
in creating a new feature or updating existing ones for solving
security issues [29]. It is essential to understand security issues
to address them by an appropriate set of security requirements
sufficiently.

E. Safety-Security Interaction

Current standards focus on procedural aspects of safe
and secure system development and leave much room for
interpretation in terms of the technical characteristics of the
solution being assessed. Individual, bespoke solutions increase
both the documentation effort and associated assessment costs.
Generic, secure system architecture will reduce costs due to
its proven and standardized security features. This will be a
welcome contribution to the competitiveness of the railway
sector in the future.
However, safety and security can usually not be treated
independently. Thus insufficient security measures may affect

the safety of such a system. This becomes evident when
considering the ”adversarial attack” on tesla cars [30] in the
automotive domain regarding autonomous vehicles and the
disruption of railway signals in 2011 [31]. The active threat
landscape in the railway domain [16], [32], [33] and the
high impact of safety and security issues are defined as a
trade-off between security and functional safety. Safety of
the intended functionality will be made, and cyber-security
measures potentially affecting safety shall be analyzed in
detail.

IV. DISCUSSION AND CONCLUSION

Risk management for Cyber-Physical Systems of Systems
is and will remain a major challenge. As multiple components
have to be examined at the same time, risks can be of various
origins and, therefore, differ in their impact. However, threat
modelling is a practical approach in order to identify threats
in the security analysis of CPSoS in the railway sector. While
the adoption of IEC 62443-3-3 was an important step, there
are still many open issues that need to be addressed (e.g.
the way risks are measured is a highly contested factor). In
terms of assessing the likelihood and impact of a threat, most
common approaches (e.g. NIST SP800-30, ISO/IEC 27001)
use qualitative measures. The advantage is simplicity, risk
appetite and measurement of risk. Whereas, the disadvantage
of the qualitative approach is its subjectivity and imprecision.
As a result, various techniques involving probabilistic models
have been proposed to solve these issues (e.g. OCTAVE,
CVSS). However, the complexity of the analysis and the
costly estimation of the probability of the threat event
occurring, as well as, the impact value provide insufficient
measures during the concept phase, as there is not enough
data available. These aspects have made the application of a
qualitative analysis in the form of DREAD beneficial to this
work.
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over a network. An attacker could exploit security vulner-
abilities in the system’s design, which leads to a different
level of negative consequences in terms of safety, reliability,
availability and maintainability. Furthermore, cybersecurity in
railways protects data and critical units managing functional
safety. Therefore, security requirements play an essential role
in creating a new feature or updating existing ones for solving
security issues [29]. It is essential to understand security issues
to address them by an appropriate set of security requirements
sufficiently.

E. Safety-Security Interaction

Current standards focus on procedural aspects of safe
and secure system development and leave much room for
interpretation in terms of the technical characteristics of the
solution being assessed. Individual, bespoke solutions increase
both the documentation effort and associated assessment costs.
Generic, secure system architecture will reduce costs due to
its proven and standardized security features. This will be a
welcome contribution to the competitiveness of the railway
sector in the future.
However, safety and security can usually not be treated
independently. Thus insufficient security measures may affect

the safety of such a system. This becomes evident when
considering the ”adversarial attack” on tesla cars [30] in the
automotive domain regarding autonomous vehicles and the
disruption of railway signals in 2011 [31]. The active threat
landscape in the railway domain [16], [32], [33] and the
high impact of safety and security issues are defined as a
trade-off between security and functional safety. Safety of
the intended functionality will be made, and cyber-security
measures potentially affecting safety shall be analyzed in
detail.

IV. DISCUSSION AND CONCLUSION

Risk management for Cyber-Physical Systems of Systems
is and will remain a major challenge. As multiple components
have to be examined at the same time, risks can be of various
origins and, therefore, differ in their impact. However, threat
modelling is a practical approach in order to identify threats
in the security analysis of CPSoS in the railway sector. While
the adoption of IEC 62443-3-3 was an important step, there
are still many open issues that need to be addressed (e.g.
the way risks are measured is a highly contested factor). In
terms of assessing the likelihood and impact of a threat, most
common approaches (e.g. NIST SP800-30, ISO/IEC 27001)
use qualitative measures. The advantage is simplicity, risk
appetite and measurement of risk. Whereas, the disadvantage
of the qualitative approach is its subjectivity and imprecision.
As a result, various techniques involving probabilistic models
have been proposed to solve these issues (e.g. OCTAVE,
CVSS). However, the complexity of the analysis and the
costly estimation of the probability of the threat event
occurring, as well as, the impact value provide insufficient
measures during the concept phase, as there is not enough
data available. These aspects have made the application of a
qualitative analysis in the form of DREAD beneficial to this
work.
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We have shown that threat modelling is a useful and
efficient threat identification method for IoT framework
communication. Moreover, based on our security analysis
in Table 1, we have classified the identified threats into
STRIDE categories and CIA3 security objectives to show the
highest impact. We identified the most frequently identified
threats are identified in the area of integrity for the system
Component identifiable data. In parallel, we have investigated
which threats can be attributed to the system components by
Analysing the data flow for each component. As result is that
the component most affected by 21 identified threats is the
autonomous rail vehicle. Table I displays that the tampering
category suffers from 11 potential threats, indicating that
the integrity attribute is violated the most. Similarly, we see
that the attack vectors with the highest risk rate in Table
II also fall in this area. We can conclude that the most
vulnerable component is the autonomous vehicle and that
special attention should be given to integrity and authorisation
as a security objective.

V. FUTURE WORK

From a socio-technical perspective, research on trust and
user vulnerability of the automated system is essential. For
this, interviews with system users on security issues will be
conducted to develop a concept of a hypothetical archetype
of real users (persona) that can be imagined as a real person
(name, age, personal habits, hobbies, emotions) which serves
to express a certain user behaviour. In the next steps, the
persona model and Roberta will allow us to make general
deductions that will help us to describe attackers, threats to
humans and machines, and also on humans and machines, at
a general level. In the future, with this basis, it will be possible
to have a model that makes it possible to discuss safety and
security aspects comprehensively, independent of the current
concrete project and occasion. Use cases depending on the
product or application can be extended by these aspects in the
modeling with the help of the Persona-Roberta model.

As a result, the interaction between the persona and the
CPSoS might be depicted in the safety and security analysis.
To evaluate its protection needs and risks and threats to
the persona as a system component. Through this, multiple
requirements and layers in the risk management processes
can be analysed in-depth with socio-technical questions and
targeted answers to design more efficient processes. Based on
this, we will work on a novel approach that could allow us to
integrate social aspects into the safety and security analysis to
optimise resources in terms of effort and expenses.

In addition, we aim to integrate the ThreatGet tool [21]
for the threat modeling process to define all existing security
issues on the component and the asset level of the railway
system design. Therefore, we will investigate an ontology-
based reasoning approach for linking detected threats to an
appropriate set of security requirements.
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persona model and Roberta will allow us to make general
deductions that will help us to describe attackers, threats to
humans and machines, and also on humans and machines, at
a general level. In the future, with this basis, it will be possible
to have a model that makes it possible to discuss safety and
security aspects comprehensively, independent of the current
concrete project and occasion. Use cases depending on the
product or application can be extended by these aspects in the
modeling with the help of the Persona-Roberta model.

As a result, the interaction between the persona and the
CPSoS might be depicted in the safety and security analysis.
To evaluate its protection needs and risks and threats to
the persona as a system component. Through this, multiple
requirements and layers in the risk management processes
can be analysed in-depth with socio-technical questions and
targeted answers to design more efficient processes. Based on
this, we will work on a novel approach that could allow us to
integrate social aspects into the safety and security analysis to
optimise resources in terms of effort and expenses.

In addition, we aim to integrate the ThreatGet tool [21]
for the threat modeling process to define all existing security
issues on the component and the asset level of the railway
system design. Therefore, we will investigate an ontology-
based reasoning approach for linking detected threats to an
appropriate set of security requirements.
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We have shown that threat modelling is a useful and
efficient threat identification method for IoT framework
communication. Moreover, based on our security analysis
in Table 1, we have classified the identified threats into
STRIDE categories and CIA3 security objectives to show the
highest impact. We identified the most frequently identified
threats are identified in the area of integrity for the system
Component identifiable data. In parallel, we have investigated
which threats can be attributed to the system components by
Analysing the data flow for each component. As result is that
the component most affected by 21 identified threats is the
autonomous rail vehicle. Table I displays that the tampering
category suffers from 11 potential threats, indicating that
the integrity attribute is violated the most. Similarly, we see
that the attack vectors with the highest risk rate in Table
II also fall in this area. We can conclude that the most
vulnerable component is the autonomous vehicle and that
special attention should be given to integrity and authorisation
as a security objective.

V. FUTURE WORK

From a socio-technical perspective, research on trust and
user vulnerability of the automated system is essential. For
this, interviews with system users on security issues will be
conducted to develop a concept of a hypothetical archetype
of real users (persona) that can be imagined as a real person
(name, age, personal habits, hobbies, emotions) which serves
to express a certain user behaviour. In the next steps, the
persona model and Roberta will allow us to make general
deductions that will help us to describe attackers, threats to
humans and machines, and also on humans and machines, at
a general level. In the future, with this basis, it will be possible
to have a model that makes it possible to discuss safety and
security aspects comprehensively, independent of the current
concrete project and occasion. Use cases depending on the
product or application can be extended by these aspects in the
modeling with the help of the Persona-Roberta model.

As a result, the interaction between the persona and the
CPSoS might be depicted in the safety and security analysis.
To evaluate its protection needs and risks and threats to
the persona as a system component. Through this, multiple
requirements and layers in the risk management processes
can be analysed in-depth with socio-technical questions and
targeted answers to design more efficient processes. Based on
this, we will work on a novel approach that could allow us to
integrate social aspects into the safety and security analysis to
optimise resources in terms of effort and expenses.

In addition, we aim to integrate the ThreatGet tool [21]
for the threat modeling process to define all existing security
issues on the component and the asset level of the railway
system design. Therefore, we will investigate an ontology-
based reasoning approach for linking detected threats to an
appropriate set of security requirements.
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Abstract— The fourth-generation system for mobile cellular 

communications (4G) has achieved great developments. The main 
problem here is that, with the passage of time and technical 
development, the need for new applications and services has 
emerged, and thus we need a new system that supports these 
matters in addition to the problems and limitations. One of the 
main challenges that the 4G system suffers from is the ability to 
support a larger number of devices, low latency, working in real 
time, provide greater capacity, in addition to providing a high 
data rate (bit rate) – hence 4G stands unable to support many 
new applications. This is what made researchers aspire to 
overcome these problems or reduce their impact to the maximum 
extent and this is what we expect to achieve in the new generation 
system (5G). In this research, a presentation was made of the 5G 
system regarding with one of its most important techniques 
(Massive MIMO technology), clarification of some concepts 
related to the study such as throughput and NLOS (Non-Line of 
Sight), as well as the channel model used. The results of the 
experiments were presented with the discussion. 
 

Index Terms—(5G mobile networks), Massive MIMO 
technology, 5G channel models, NLOS scenario, 5G Throughput 
 

I. INTRODUCTION 
Although wireless cellular technologies have been upgraded 

to the fourth generation, it still suffers from some problems, as 
it is unable to meet the requirements of many new use-cases. 
For example, the 4G network cannot handle massive mobile 
broadband requirements, and it is difficult to achieve Device-
to-Device communication anywhere. It is also unable to 
support HD video transmission, high-quality audio, 
augmented reality, virtual reality and other services, so the 4G 
system has left some important unresolved problems, such as 
limited bandwidth, unlimited peripheral increase, limited data 
rate and more [1]. Therefore, new-generation wireless 
networks must be optimized to meet the demands of 
increasing data rate, improving capacity, reducing latency and 
improving quality of service. With the increasing demand 
from users, the 4G network will be extended (and then maybe 
replaced) by the 5G network with the help of some advanced 
technologies such as Massive MIMO, Device-to-Device 
 

 

communication, millimeter waves connections, beam division 
multiple access and others [2]. The goals of the 5G cellular 
communication system are to achieve an end-user data rate 10 
to 100 times higher and this is the key here, as it ranges from 1 
to 10 Gbps in dense urban environments. The 5G network may 
also support higher endpoint density: 5 to 10 times the 
connected devices in a given area. The energy efficiency in 
low-power dense machine communications need to improve 
more than ten times, so it is necessary to introduce new 
technologies in 5G system to achieve this matter [3]. The 
Massive MIMO technology attracted great interest in previous 
years and was considered one of the most promising and most 
important (radio-related) technologies in the 5G system by 
applying a large amount of antennas at the base station that 
can support many users in the same time frequency domain. It 
also possesses potential advantages for increasing the 
efficiency, improving the frequency spectrum, and facing 
channel fading [3, 4]. 

II. METHODS AND EXPERIMENTS 
Although mathematical, programming and simulation 

methods were used in the research behind this paper, but 
because of the inability to carry out experiments and take 
practical measurements on the ground, this was sufficed. After 
verifying the correctness and accuracy of the implementation 
and based on the mathematical comparison between the results 
obtained in the simulation and the equations used, this report 
was written in a summary. 

Computers and appropriate software were used to obtain the 
results. I conducted a performance evaluation of the 5G 
system based on a series of comparisons to ascertain the extent 
of practical investigation of some theoretical issues. 

In order to complete the work on this paper, I recommend 
that realistic measurements be made to compare them with my 
resulting standardized results to reach results that benefit 
workers in this field. 

III. THE FIFTH GENERATION OF MOBILE WIRELESS CELLULAR 
COMMUNICATIONS 

The 4G cellular mobile technology has been published and 
gradual improvements are being made to it, but it has almost 
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reached a state of maturity, so it is necessary to go to the new 
generation [5]. The 5G is the name of the new generation of 
mobile cellular wireless communications. As expected, this 
new system will provide high speeds ranging between 10 and 
100 Gbps in the future. Moreover, this considered one of the 
most important strength foundations of this system. In addition 
to enough capacity that greater than previously and low delay, 
where the delay time that was provided by 4G system ranges 
between 40 and 60 ms, whereas in 5G the delay time will be 
between 1 and 10 ms. One of the main technologies that will 
be used in this system are Massive MIMO, that will have 
many benefits such as achieving an increase in capacity and 
throughput, Device-to-Device (D2D) communication, milli-
meter wave technology and some multi-access technologies 
such as Beam Division Multiple Access (BDMA). 

It also plans to connect all equipment and terminals to the 
network to obtain what is called Internet of Things (IoT) and 
after that we are expected to become Internet for everything. 
Also, some of the connected terminals may need large 
amounts of data while others need small packets of them. 
Therefore, the bandwidth of this can be allocated adaptively, 
including improving the overall capacity of the system. 
Among the requirements and challenges of the 5G system are 
power efficiency, high reliability and availability, large 
capacity and low delay, given that the system deals with a 
high bit rate. 

There is a major problem related to how to reduce the delay 
time and to support applications and provide services we need 
a delay of less than 1 ms [2]. The 5G network will not be a 
single system that relies on a single Radio Access Technology 
(RAT) similar to previous generations. Further, it is believed 
that the 5G network is a "network of networks". That is a 
heterogeneous system that includes a variety of radio 
interfaces and protocols frequency bands, access nodes, and 
different types of networks. This means that the 5G system 
will not be a single system that replaces the previous 4G 
system, but rather will combine all of the above and what is 
new. So, one of the main challenges will be the smooth 
integration between everything old and new [6]. 

The requirements for this system are expected to be met by 
the new spectrum that reaches the millimeter wavelength 
bands and use of the wide channel bandwidth available in the 
millimeter bands. Although the demand for data is increasing 
significantly, the usage patterns of this system are not only 
limited to the pattern of mobile broadband use, but it is 
expected to support a variety of usage scenarios classified into 
three broad categories [7]: 

 
• Enhanced mobile broadband (eMBB) 
• Ultra-reliable and low latency communications (URLLC) 
• Massive machine type communications (mMTC) 
 
In order to understand the engineering challenges facing 

this system concretely, and plan to meet them, it is necessary 
first defining their requirements, but it must be emphasized 
that it is not necessary to meet all these elements at one time, 
as different applications will put different requirements on 

performance. The following elements are the system's major 
requirements in each major dimension that must be met in 
certain situations: data rate, delay, power and cost, density [5]. 

The need for a higher data rate in all areas is receiving one 
of the greatest interests and this is discussed in this paper. Our 
view is that the improvements in 5G system will be achieved 
through combined gains in three categories [5]: 

 
A. Increase density greatly to improve the spectral 

efficiency of the area and increase the number of active 
nodes within one area and frequency. 

B. Increase the bandwidth, mainly by moving towards the 
wide spectrum and its capabilities, and also by making 
better use of the unlicensed spectrum of Wi-Fi in the 
5 GHz range to obtain a larger frequency spectrum.  

C. Increase spectral efficiency, primarily by advancing the 
MIMO rank, to achieve a higher throughput per 
channel and per node. 

 
Using wider frequency range between certain number of 

nodes will not necessarily increase the achievable bandwidth. 
Other ideas not included in the above categories such as 
managing frequency interference through cooperation of base 
stations may contribute to the improvements, but the increase 
in capacity should come from the ideas in the above 
categories. One of the new things in the system is the issue of 
millimeter waves, whose range is between 30 and 300 GHz, 
with wavelengths ranging from 1 to 10 mm. This field of 
millimeter wave spectrum has not been used for a long time 
because, until recently, it was considered unsuitable for 
mobile communications due to its rather subtle and complex 
propagation characteristics, including high path loss, 
atmospheric and rain absorption, low diffraction around 
obstructions and weak penetration through various objects, 
due to strong phase noise. However, with progress and 
technical development, work is in progress to solve most of 
the cost and other related problems [5]. 

IV. THE MASSIVE MIMO TECHNOLOGY 
The Multi-user Multiple-Input Multiple-Output (MIMO) 

technology provides significant advantages over traditional 
Point-to-Point MIMO technology [15] as it offers 
improvements in several aspects: increasing the data rate, 
enhancing reliability, improving power efficiency, reducing 
interference [8]. 

Due to the wide use of multimedia application services such 
as voice, writing, pictures, videos, Internet access, etc. In 
recent years, the demand for the rapid transmission of 
information and the reliability of communications through 
wireless communication systems has increased greatly, and to 
overcome these limitations we are going to use multiple 
antennas at the same time in transmission and reception. 
Transmission systems take advantage of the spatial dimension 
in order to transmit information. This technology is called 
Massive MIMO or Wide Field MIMO as it allows us to 
improve the throughput and performance of wireless links [9, 
16]. This technology provides significant support to the 
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communication, millimeter waves connections, beam division 
multiple access and others [2]. The goals of the 5G cellular 
communication system are to achieve an end-user data rate 10 
to 100 times higher and this is the key here, as it ranges from 1 
to 10 Gbps in dense urban environments. The 5G network may 
also support higher endpoint density: 5 to 10 times the 
connected devices in a given area. The energy efficiency in 
low-power dense machine communications need to improve 
more than ten times, so it is necessary to introduce new 
technologies in 5G system to achieve this matter [3]. The 
Massive MIMO technology attracted great interest in previous 
years and was considered one of the most promising and most 
important (radio-related) technologies in the 5G system by 
applying a large amount of antennas at the base station that 
can support many users in the same time frequency domain. It 
also possesses potential advantages for increasing the 
efficiency, improving the frequency spectrum, and facing 
channel fading [3, 4]. 
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methods were used in the research behind this paper, but 
because of the inability to carry out experiments and take 
practical measurements on the ground, this was sufficed. After 
verifying the correctness and accuracy of the implementation 
and based on the mathematical comparison between the results 
obtained in the simulation and the equations used, this report 
was written in a summary. 

Computers and appropriate software were used to obtain the 
results. I conducted a performance evaluation of the 5G 
system based on a series of comparisons to ascertain the extent 
of practical investigation of some theoretical issues. 

In order to complete the work on this paper, I recommend 
that realistic measurements be made to compare them with my 
resulting standardized results to reach results that benefit 
workers in this field. 
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reached a state of maturity, so it is necessary to go to the new 
generation [5]. The 5G is the name of the new generation of 
mobile cellular wireless communications. As expected, this 
new system will provide high speeds ranging between 10 and 
100 Gbps in the future. Moreover, this considered one of the 
most important strength foundations of this system. In addition 
to enough capacity that greater than previously and low delay, 
where the delay time that was provided by 4G system ranges 
between 40 and 60 ms, whereas in 5G the delay time will be 
between 1 and 10 ms. One of the main technologies that will 
be used in this system are Massive MIMO, that will have 
many benefits such as achieving an increase in capacity and 
throughput, Device-to-Device (D2D) communication, milli-
meter wave technology and some multi-access technologies 
such as Beam Division Multiple Access (BDMA). 

It also plans to connect all equipment and terminals to the 
network to obtain what is called Internet of Things (IoT) and 
after that we are expected to become Internet for everything. 
Also, some of the connected terminals may need large 
amounts of data while others need small packets of them. 
Therefore, the bandwidth of this can be allocated adaptively, 
including improving the overall capacity of the system. 
Among the requirements and challenges of the 5G system are 
power efficiency, high reliability and availability, large 
capacity and low delay, given that the system deals with a 
high bit rate. 

There is a major problem related to how to reduce the delay 
time and to support applications and provide services we need 
a delay of less than 1 ms [2]. The 5G network will not be a 
single system that relies on a single Radio Access Technology 
(RAT) similar to previous generations. Further, it is believed 
that the 5G network is a "network of networks". That is a 
heterogeneous system that includes a variety of radio 
interfaces and protocols frequency bands, access nodes, and 
different types of networks. This means that the 5G system 
will not be a single system that replaces the previous 4G 
system, but rather will combine all of the above and what is 
new. So, one of the main challenges will be the smooth 
integration between everything old and new [6]. 

The requirements for this system are expected to be met by 
the new spectrum that reaches the millimeter wavelength 
bands and use of the wide channel bandwidth available in the 
millimeter bands. Although the demand for data is increasing 
significantly, the usage patterns of this system are not only 
limited to the pattern of mobile broadband use, but it is 
expected to support a variety of usage scenarios classified into 
three broad categories [7]: 

 
• Enhanced mobile broadband (eMBB) 
• Ultra-reliable and low latency communications (URLLC) 
• Massive machine type communications (mMTC) 
 
In order to understand the engineering challenges facing 

this system concretely, and plan to meet them, it is necessary 
first defining their requirements, but it must be emphasized 
that it is not necessary to meet all these elements at one time, 
as different applications will put different requirements on 

performance. The following elements are the system's major 
requirements in each major dimension that must be met in 
certain situations: data rate, delay, power and cost, density [5]. 

The need for a higher data rate in all areas is receiving one 
of the greatest interests and this is discussed in this paper. Our 
view is that the improvements in 5G system will be achieved 
through combined gains in three categories [5]: 

 
A. Increase density greatly to improve the spectral 

efficiency of the area and increase the number of active 
nodes within one area and frequency. 

B. Increase the bandwidth, mainly by moving towards the 
wide spectrum and its capabilities, and also by making 
better use of the unlicensed spectrum of Wi-Fi in the 
5 GHz range to obtain a larger frequency spectrum.  

C. Increase spectral efficiency, primarily by advancing the 
MIMO rank, to achieve a higher throughput per 
channel and per node. 

 
Using wider frequency range between certain number of 

nodes will not necessarily increase the achievable bandwidth. 
Other ideas not included in the above categories such as 
managing frequency interference through cooperation of base 
stations may contribute to the improvements, but the increase 
in capacity should come from the ideas in the above 
categories. One of the new things in the system is the issue of 
millimeter waves, whose range is between 30 and 300 GHz, 
with wavelengths ranging from 1 to 10 mm. This field of 
millimeter wave spectrum has not been used for a long time 
because, until recently, it was considered unsuitable for 
mobile communications due to its rather subtle and complex 
propagation characteristics, including high path loss, 
atmospheric and rain absorption, low diffraction around 
obstructions and weak penetration through various objects, 
due to strong phase noise. However, with progress and 
technical development, work is in progress to solve most of 
the cost and other related problems [5]. 

IV. THE MASSIVE MIMO TECHNOLOGY 
The Multi-user Multiple-Input Multiple-Output (MIMO) 

technology provides significant advantages over traditional 
Point-to-Point MIMO technology [15] as it offers 
improvements in several aspects: increasing the data rate, 
enhancing reliability, improving power efficiency, reducing 
interference [8]. 

Due to the wide use of multimedia application services such 
as voice, writing, pictures, videos, Internet access, etc. In 
recent years, the demand for the rapid transmission of 
information and the reliability of communications through 
wireless communication systems has increased greatly, and to 
overcome these limitations we are going to use multiple 
antennas at the same time in transmission and reception. 
Transmission systems take advantage of the spatial dimension 
in order to transmit information. This technology is called 
Massive MIMO or Wide Field MIMO as it allows us to 
improve the throughput and performance of wireless links [9, 
16]. This technology provides significant support to the 
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reached a state of maturity, so it is necessary to go to the new 
generation [5]. The 5G is the name of the new generation of 
mobile cellular wireless communications. As expected, this 
new system will provide high speeds ranging between 10 and 
100 Gbps in the future. Moreover, this considered one of the 
most important strength foundations of this system. In addition 
to enough capacity that greater than previously and low delay, 
where the delay time that was provided by 4G system ranges 
between 40 and 60 ms, whereas in 5G the delay time will be 
between 1 and 10 ms. One of the main technologies that will 
be used in this system are Massive MIMO, that will have 
many benefits such as achieving an increase in capacity and 
throughput, Device-to-Device (D2D) communication, milli-
meter wave technology and some multi-access technologies 
such as Beam Division Multiple Access (BDMA). 

It also plans to connect all equipment and terminals to the 
network to obtain what is called Internet of Things (IoT) and 
after that we are expected to become Internet for everything. 
Also, some of the connected terminals may need large 
amounts of data while others need small packets of them. 
Therefore, the bandwidth of this can be allocated adaptively, 
including improving the overall capacity of the system. 
Among the requirements and challenges of the 5G system are 
power efficiency, high reliability and availability, large 
capacity and low delay, given that the system deals with a 
high bit rate. 

There is a major problem related to how to reduce the delay 
time and to support applications and provide services we need 
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different types of networks. This means that the 5G system 
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system, but rather will combine all of the above and what is 
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significantly, the usage patterns of this system are not only 
limited to the pattern of mobile broadband use, but it is 
expected to support a variety of usage scenarios classified into 
three broad categories [7]: 
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nodes within one area and frequency. 
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wide spectrum and its capabilities, and also by making 
better use of the unlicensed spectrum of Wi-Fi in the 
5 GHz range to obtain a larger frequency spectrum.  

C. Increase spectral efficiency, primarily by advancing the 
MIMO rank, to achieve a higher throughput per 
channel and per node. 

 
Using wider frequency range between certain number of 

nodes will not necessarily increase the achievable bandwidth. 
Other ideas not included in the above categories such as 
managing frequency interference through cooperation of base 
stations may contribute to the improvements, but the increase 
in capacity should come from the ideas in the above 
categories. One of the new things in the system is the issue of 
millimeter waves, whose range is between 30 and 300 GHz, 
with wavelengths ranging from 1 to 10 mm. This field of 
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the cost and other related problems [5]. 

IV. THE MASSIVE MIMO TECHNOLOGY 
The Multi-user Multiple-Input Multiple-Output (MIMO) 

technology provides significant advantages over traditional 
Point-to-Point MIMO technology [15] as it offers 
improvements in several aspects: increasing the data rate, 
enhancing reliability, improving power efficiency, reducing 
interference [8]. 

Due to the wide use of multimedia application services such 
as voice, writing, pictures, videos, Internet access, etc. In 
recent years, the demand for the rapid transmission of 
information and the reliability of communications through 
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such as Beam Division Multiple Access (BDMA). 

It also plans to connect all equipment and terminals to the 
network to obtain what is called Internet of Things (IoT) and 
after that we are expected to become Internet for everything. 
Also, some of the connected terminals may need large 
amounts of data while others need small packets of them. 
Therefore, the bandwidth of this can be allocated adaptively, 
including improving the overall capacity of the system. 
Among the requirements and challenges of the 5G system are 
power efficiency, high reliability and availability, large 
capacity and low delay, given that the system deals with a 
high bit rate. 

There is a major problem related to how to reduce the delay 
time and to support applications and provide services we need 
a delay of less than 1 ms [2]. The 5G network will not be a 
single system that relies on a single Radio Access Technology 
(RAT) similar to previous generations. Further, it is believed 
that the 5G network is a "network of networks". That is a 
heterogeneous system that includes a variety of radio 
interfaces and protocols frequency bands, access nodes, and 
different types of networks. This means that the 5G system 
will not be a single system that replaces the previous 4G 
system, but rather will combine all of the above and what is 
new. So, one of the main challenges will be the smooth 
integration between everything old and new [6]. 

The requirements for this system are expected to be met by 
the new spectrum that reaches the millimeter wavelength 
bands and use of the wide channel bandwidth available in the 
millimeter bands. Although the demand for data is increasing 
significantly, the usage patterns of this system are not only 
limited to the pattern of mobile broadband use, but it is 
expected to support a variety of usage scenarios classified into 
three broad categories [7]: 

 
• Enhanced mobile broadband (eMBB) 
• Ultra-reliable and low latency communications (URLLC) 
• Massive machine type communications (mMTC) 
 
In order to understand the engineering challenges facing 

this system concretely, and plan to meet them, it is necessary 
first defining their requirements, but it must be emphasized 
that it is not necessary to meet all these elements at one time, 
as different applications will put different requirements on 

performance. The following elements are the system's major 
requirements in each major dimension that must be met in 
certain situations: data rate, delay, power and cost, density [5]. 

The need for a higher data rate in all areas is receiving one 
of the greatest interests and this is discussed in this paper. Our 
view is that the improvements in 5G system will be achieved 
through combined gains in three categories [5]: 

 
A. Increase density greatly to improve the spectral 

efficiency of the area and increase the number of active 
nodes within one area and frequency. 

B. Increase the bandwidth, mainly by moving towards the 
wide spectrum and its capabilities, and also by making 
better use of the unlicensed spectrum of Wi-Fi in the 
5 GHz range to obtain a larger frequency spectrum.  

C. Increase spectral efficiency, primarily by advancing the 
MIMO rank, to achieve a higher throughput per 
channel and per node. 

 
Using wider frequency range between certain number of 

nodes will not necessarily increase the achievable bandwidth. 
Other ideas not included in the above categories such as 
managing frequency interference through cooperation of base 
stations may contribute to the improvements, but the increase 
in capacity should come from the ideas in the above 
categories. One of the new things in the system is the issue of 
millimeter waves, whose range is between 30 and 300 GHz, 
with wavelengths ranging from 1 to 10 mm. This field of 
millimeter wave spectrum has not been used for a long time 
because, until recently, it was considered unsuitable for 
mobile communications due to its rather subtle and complex 
propagation characteristics, including high path loss, 
atmospheric and rain absorption, low diffraction around 
obstructions and weak penetration through various objects, 
due to strong phase noise. However, with progress and 
technical development, work is in progress to solve most of 
the cost and other related problems [5]. 

IV. THE MASSIVE MIMO TECHNOLOGY 
The Multi-user Multiple-Input Multiple-Output (MIMO) 

technology provides significant advantages over traditional 
Point-to-Point MIMO technology [15] as it offers 
improvements in several aspects: increasing the data rate, 
enhancing reliability, improving power efficiency, reducing 
interference [8]. 

Due to the wide use of multimedia application services such 
as voice, writing, pictures, videos, Internet access, etc. In 
recent years, the demand for the rapid transmission of 
information and the reliability of communications through 
wireless communication systems has increased greatly, and to 
overcome these limitations we are going to use multiple 
antennas at the same time in transmission and reception. 
Transmission systems take advantage of the spatial dimension 
in order to transmit information. This technology is called 
Massive MIMO or Wide Field MIMO as it allows us to 
improve the throughput and performance of wireless links [9, 
16]. This technology provides significant support to the 
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efficiency of the area and increase the number of active 
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B. Increase the bandwidth, mainly by moving towards the 
wide spectrum and its capabilities, and also by making 
better use of the unlicensed spectrum of Wi-Fi in the 
5 GHz range to obtain a larger frequency spectrum.  

C. Increase spectral efficiency, primarily by advancing the 
MIMO rank, to achieve a higher throughput per 
channel and per node. 

 
Using wider frequency range between certain number of 

nodes will not necessarily increase the achievable bandwidth. 
Other ideas not included in the above categories such as 
managing frequency interference through cooperation of base 
stations may contribute to the improvements, but the increase 
in capacity should come from the ideas in the above 
categories. One of the new things in the system is the issue of 
millimeter waves, whose range is between 30 and 300 GHz, 
with wavelengths ranging from 1 to 10 mm. This field of 
millimeter wave spectrum has not been used for a long time 
because, until recently, it was considered unsuitable for 
mobile communications due to its rather subtle and complex 
propagation characteristics, including high path loss, 
atmospheric and rain absorption, low diffraction around 
obstructions and weak penetration through various objects, 
due to strong phase noise. However, with progress and 
technical development, work is in progress to solve most of 
the cost and other related problems [5]. 
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technology provides significant advantages over traditional 
Point-to-Point MIMO technology [15] as it offers 
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enhancing reliability, improving power efficiency, reducing 
interference [8]. 

Due to the wide use of multimedia application services such 
as voice, writing, pictures, videos, Internet access, etc. In 
recent years, the demand for the rapid transmission of 
information and the reliability of communications through 
wireless communication systems has increased greatly, and to 
overcome these limitations we are going to use multiple 
antennas at the same time in transmission and reception. 
Transmission systems take advantage of the spatial dimension 
in order to transmit information. This technology is called 
Massive MIMO or Wide Field MIMO as it allows us to 
improve the throughput and performance of wireless links [9, 
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reached a state of maturity, so it is necessary to go to the new 
generation [5]. The 5G is the name of the new generation of 
mobile cellular wireless communications. As expected, this 
new system will provide high speeds ranging between 10 and 
100 Gbps in the future. Moreover, this considered one of the 
most important strength foundations of this system. In addition 
to enough capacity that greater than previously and low delay, 
where the delay time that was provided by 4G system ranges 
between 40 and 60 ms, whereas in 5G the delay time will be 
between 1 and 10 ms. One of the main technologies that will 
be used in this system are Massive MIMO, that will have 
many benefits such as achieving an increase in capacity and 
throughput, Device-to-Device (D2D) communication, milli-
meter wave technology and some multi-access technologies 
such as Beam Division Multiple Access (BDMA). 

It also plans to connect all equipment and terminals to the 
network to obtain what is called Internet of Things (IoT) and 
after that we are expected to become Internet for everything. 
Also, some of the connected terminals may need large 
amounts of data while others need small packets of them. 
Therefore, the bandwidth of this can be allocated adaptively, 
including improving the overall capacity of the system. 
Among the requirements and challenges of the 5G system are 
power efficiency, high reliability and availability, large 
capacity and low delay, given that the system deals with a 
high bit rate. 

There is a major problem related to how to reduce the delay 
time and to support applications and provide services we need 
a delay of less than 1 ms [2]. The 5G network will not be a 
single system that relies on a single Radio Access Technology 
(RAT) similar to previous generations. Further, it is believed 
that the 5G network is a "network of networks". That is a 
heterogeneous system that includes a variety of radio 
interfaces and protocols frequency bands, access nodes, and 
different types of networks. This means that the 5G system 
will not be a single system that replaces the previous 4G 
system, but rather will combine all of the above and what is 
new. So, one of the main challenges will be the smooth 
integration between everything old and new [6]. 

The requirements for this system are expected to be met by 
the new spectrum that reaches the millimeter wavelength 
bands and use of the wide channel bandwidth available in the 
millimeter bands. Although the demand for data is increasing 
significantly, the usage patterns of this system are not only 
limited to the pattern of mobile broadband use, but it is 
expected to support a variety of usage scenarios classified into 
three broad categories [7]: 

 
• Enhanced mobile broadband (eMBB) 
• Ultra-reliable and low latency communications (URLLC) 
• Massive machine type communications (mMTC) 
 
In order to understand the engineering challenges facing 

this system concretely, and plan to meet them, it is necessary 
first defining their requirements, but it must be emphasized 
that it is not necessary to meet all these elements at one time, 
as different applications will put different requirements on 

performance. The following elements are the system's major 
requirements in each major dimension that must be met in 
certain situations: data rate, delay, power and cost, density [5]. 

The need for a higher data rate in all areas is receiving one 
of the greatest interests and this is discussed in this paper. Our 
view is that the improvements in 5G system will be achieved 
through combined gains in three categories [5]: 

 
A. Increase density greatly to improve the spectral 

efficiency of the area and increase the number of active 
nodes within one area and frequency. 

B. Increase the bandwidth, mainly by moving towards the 
wide spectrum and its capabilities, and also by making 
better use of the unlicensed spectrum of Wi-Fi in the 
5 GHz range to obtain a larger frequency spectrum.  

C. Increase spectral efficiency, primarily by advancing the 
MIMO rank, to achieve a higher throughput per 
channel and per node. 

 
Using wider frequency range between certain number of 

nodes will not necessarily increase the achievable bandwidth. 
Other ideas not included in the above categories such as 
managing frequency interference through cooperation of base 
stations may contribute to the improvements, but the increase 
in capacity should come from the ideas in the above 
categories. One of the new things in the system is the issue of 
millimeter waves, whose range is between 30 and 300 GHz, 
with wavelengths ranging from 1 to 10 mm. This field of 
millimeter wave spectrum has not been used for a long time 
because, until recently, it was considered unsuitable for 
mobile communications due to its rather subtle and complex 
propagation characteristics, including high path loss, 
atmospheric and rain absorption, low diffraction around 
obstructions and weak penetration through various objects, 
due to strong phase noise. However, with progress and 
technical development, work is in progress to solve most of 
the cost and other related problems [5]. 

IV. THE MASSIVE MIMO TECHNOLOGY 
The Multi-user Multiple-Input Multiple-Output (MIMO) 

technology provides significant advantages over traditional 
Point-to-Point MIMO technology [15] as it offers 
improvements in several aspects: increasing the data rate, 
enhancing reliability, improving power efficiency, reducing 
interference [8]. 

Due to the wide use of multimedia application services such 
as voice, writing, pictures, videos, Internet access, etc. In 
recent years, the demand for the rapid transmission of 
information and the reliability of communications through 
wireless communication systems has increased greatly, and to 
overcome these limitations we are going to use multiple 
antennas at the same time in transmission and reception. 
Transmission systems take advantage of the spatial dimension 
in order to transmit information. This technology is called 
Massive MIMO or Wide Field MIMO as it allows us to 
improve the throughput and performance of wireless links [9, 
16]. This technology provides significant support to the 
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system through the use of a large number of antennas with a 
time-dividing process. Multiple antennas help to focus power 
in consistently smaller areas to provide significant 
improvements in throughput, low latency, and radiated power 
efficiency [6]. Whereas the expected throughput depends on 
the propagation environment which provides orthogonal 
channels converging to the user terminals [8].

In MIMO technology, communication takes place in two 
ways: spatial diversity and spatial multiplexing. In spatial 
diversity, the same data travels over different paths and the 
data are received by multiple antennas and processed. Using 
this technology, we can improve the reliability of the link. The 
other technique is spatial multicast, where the data is divided 
into small parts and each part is transmitted through a different 
path and thus the transmission speed is increased at the 
expense of less reliability [2].

The MIMO system generally consists of a number of 
transmitting (M) and receiving (N) antennas and the 
communication channel through which the signal passes. 
Thus, the general equation for this technique is given by the 
equation (1) [2]:

𝑌𝑌 = 𝐻𝐻. 𝑋𝑋 + 𝑊𝑊 (1)

Where: Y=N×1 receiver matrix, H=N×M channel matrix, 
X=M×1 transmitter matrix and W is the noise. This is 
illustrated in Figure 1.

We have two scenarios for these networks, internal and 
external. For the external, the user terminal will communicate 
with the antennas distributed at the cell site, while the internal 
will be in cooperation with Wi-Fi technology, optical 

communications, and millimeter wave technology [2]. 
Figure 2 shows the Massive MIMO technology in a downlink 
condition.

V. THE IMPORTANCE OF IMPROVING THE THROUGHPUT

There are two basic facts: firstly, the demand for wireless 
productivity will always increase and secondly: the amount of 
available electromagnetic frequency spectrum will not 
increase. Taking into consideration that wireless 
communications are radically different from optical fiber 
communications, as more fibers can always be manufactured 
and put in place, and there is no doubt that any future optical 
demand will always be met. In contrast, there is no easy 
solution to wireless throughput [10]. The throughput is 
generally given to a given area by equation (2) [11]:

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝑡𝑡ℎ𝐴𝐴𝑟𝑟𝑟𝑟𝑟𝑟ℎ𝑝𝑝𝑟𝑟𝑡𝑡 ( 𝑏𝑏𝑏𝑏𝑏𝑏
𝑘𝑘𝑘𝑘2) = 𝐵𝐵𝑊𝑊 (𝐻𝐻𝐻𝐻) × 𝐶𝐶𝐴𝐴𝐶𝐶𝐶𝐶 𝑑𝑑𝐴𝐴𝑑𝑑𝑑𝑑𝑑𝑑𝑡𝑡𝑑𝑑 (𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑏𝑏

𝑘𝑘𝑘𝑘2 ) ×

𝑆𝑆𝑝𝑝𝐴𝐴𝑆𝑆𝑡𝑡𝐴𝐴𝐴𝐴𝐶𝐶 𝐴𝐴𝑒𝑒𝑒𝑒𝑑𝑑𝑆𝑆𝑑𝑑𝐴𝐴𝑑𝑑𝑆𝑆𝑑𝑑 (
𝑏𝑏𝑏𝑏𝑏𝑏
𝐻𝐻𝐻𝐻

𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ) (2)

Our basic wireless problem arises in the physical layer of 
how to reliably and uniformly provide increased overall 
wireless throughput across a given region [10].

The previous simple relationship, equation (2) shows that 
there are three main components that can be improved to 
achieve higher throughput [11, 10]:

1. More bandwidth can be allocated to 5G services.
2. The network can be condensed by adding more cells 

with access points operating independently.
3. The efficiency of data transmission (per cell and for a 

specified range of bandwidth) can also be improved 
and the use of multiple antennas at both the 
transmitting and receiving ends.

In this paper, Throughput has been calculated based on the 
bit rate equation of the 5G system shown in equation (3) [14]:

Data Rate (Mbps) =

10−6 ∑ (𝑣𝑣𝐿𝐿𝐿𝐿𝐿𝐿𝑐𝑐𝐿𝐿𝑏𝑏
(𝑗𝑗) . 𝑄𝑄𝑘𝑘

(𝑗𝑗). 𝑒𝑒(𝑗𝑗). 𝑅𝑅𝑘𝑘𝐿𝐿𝑚𝑚. 𝑁𝑁𝑃𝑃𝑃𝑃𝑃𝑃
𝑃𝑃𝐵𝐵(𝑗𝑗),𝑢𝑢.12

𝑇𝑇𝑏𝑏
𝑢𝑢 .

(1 − 𝑂𝑂𝐻𝐻(𝑗𝑗))
)

𝐽𝐽

𝑗𝑗=1

(3)

where J is the number of aggregated component carriers in a 
band or band combination; Rmax=948/1024; 𝑣𝑣𝑐𝑐𝐿𝐿𝐿𝐿𝑐𝑐𝐿𝐿𝑏𝑏

(𝑗𝑗) is the 

maximum number of layers; 𝑄𝑄𝑘𝑘
(𝑗𝑗) is the maximum modulation 

order and takes the following values (2 for QPSK, 4 for 16-
QAM, 6 for 64-QAM, 8 for 256-QAM); 𝑒𝑒(𝑗𝑗) is the scaling 
factor, the scaling factor can take the values 1, 0.8, 0.75, and 
0.4. µ is the numerology (as defined in 3GPP TS 38.211) and 
can takes values from 0 to 5. 𝑇𝑇𝑆𝑆

𝜇𝜇 is the average OFDM symbol 
duration in a subframe for numerology. 𝑁𝑁𝑃𝑃𝑃𝑃𝑃𝑃

𝑃𝑃𝐵𝐵(𝑗𝑗),𝜇𝜇 is the 
maximum RB allocation in bandwidth. 𝐵𝐵𝑊𝑊(𝑗𝑗) with 

Fig. 1.  A Massive MIMO equation.

Fig. 2. Massive MIMO technology in the case of the downlink.
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numerology μ where 𝐵𝐵𝐵𝐵(𝑗𝑗) is the UE supported maximum 
bandwidth. 𝑂𝑂𝑂𝑂(𝑗𝑗) is the overhead and takes the following 
values:

 FR1 frequency range: DL: 0.14; UL: 0.08
 FR2 frequency range: DL:  0.18; UL: 0.1

VI. CHANNEL MODEL AND PROPAGATION SCENARIO

The Cluster Delay Line (CDL) channel model consists of a 
number of independent groups of delayed beams wherein each 
group contains a number of multiple path components that 
have the same known delay values but differ in departure 
angles and arrival angles. The beam angle difference may be 
different from the base station with respect to the mobile 
terminal and the displacement angles are Laplacian 
represented for each beam [12]. The CDL model takes into 
account all factors that affect the signal through the 
communication channel, in addition to the characteristics of 
the transmitting and receiving antennas. (Massive MIMO 
technology in this case.) In addition to the multi-path signal,
where in the real environment, the received signal usually 
consists of a direct path and many paths, these paths differ in 
number and depend on the interaction between the 
electromagnetic wave and surrounding obstacles [12][13]. The 
signal obtained at the receiver (the receiving antenna) 
corresponds to the sum of these waves that reach the receiver 

with different delays [12]. In some environments, such as 
indoor, the Line-of-Sight (LOS) may not always be available. 
In this case, the Non-Line-of-Sight (NLOS) pathways allow 
communication as the signal in this case gets phase and 
amplitude changes. Figure 3. illustrates the concept of 
multipath propagation as well as the main propagation 
phenomena encountered [12].

This model was presented as one of the 5G models that 
were presented in 3GPP TR 38.901 version 14.0.0 
Release [13]. As it supports a frequency range between 0.5 
and 100 GHz and supports channel bandwidth up to 2 GHz, 
the propagation scenarios related to the NLOS are divided into 

3 types, namely CDL-A, CDL-B and CDL-C [13]. We have 
shown that there are differences between the three models in 
terms of usage scenario [13]. All information such as formulas 
and tables can be found in [13].

VII. IMPLEMENTATION AND RESULTS

Specific parameters were used during the simulation 
process, which are shown in Table 1.

VIII. PRELIMINARY EXPERIMENTS

Here we will change the number of transmitting antennas 
(Tx) related to Massive MIMO technology to the following 
values: 8, 16, 32, 64, 128, 256 and keep the number of 
receiving antennas (Rx) equal to (2) and measure the extent to 
which this change affects the throughput performance. These 

experiments in three scenarios for the channel model used 
CDL-A, B, C will take a relationship between the system 
throughput and Signal-to-Noise (SNR) value and compare the 
results. In case CDL-A, we have Figure 4, in case CDL-B, we 
have Figure 5, and in case CDL-C, we have Figure 6.

Fig. 3. The multipath propagation scenario.

TABLE I
PARAMETERS USED DURING SIMULATION

Parameter Value

Code Rate 1/2
Modulation 16QAM
Subcarrier spacing (kHz) 30
Resource block 30
Layers 2
Number of sending frames 5
The number of transmitting antennas 8, 16, 32, 64, 128, 256
The number of receiving antennas 2, 4, 8, 16
Channel models CDL-A. B. C
Parameter value
Code Rate 1/2
Modulation 16QAM
Subcarrier spacing (kHz) 30
Resource block 30

Fig. 4.  System throughput with a number of antennas (8, 16, 32, 64, 128 and 
256×2) with (CDL-A) channel model.
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We will divide the notes and discussion on the previous 
figures into two parts: the first relates to Massive MIMO 
technology and the second relates to the channel model used.

With regard to the technology used, the increase in the 
number of transmit antennas array led to improved 
performance and consequently improved QOS for users. 

Technically, it can be said that increasing the number of 
transmit antennas array number contributed to an increase in 
the number of bits arrive to receiver, including an increase in 
the bit rate as this process contributes to improving the 
spectral efficiency of the system, that is, the number of 
transmitted bits/Hz.

As for the channel models used, we notice from the 
previous figures that, the better performance of the system was 
in the case of the CDL-C model, then CDL-A, then CDL-B. 
As in case of the CDL-C model, the effect of increasing the 
number of antennas was very clear with the curves, while this 
clarity decreased in the CDL-A model and decreased further in 

the CDL-B model.
In general, the advantage of this technique is to obtain 

higher system throughput at lower SNR values, that is, to 
obtain good performance under difficult ambient conditions 
and big noise.

IX. INCREASING THE RECEIVER ANTENNAS NUMBER

In this section, the simulation process is presented to 
increase the number of receiving antennas while the number of 
transmitting antennas remains constant with the effect of that 
on throughput, the amount of bits reached to the user.

As we see in Figure 7, The effect of increasing the number 
of receiving antennas did not appear clearly and it may appear 
if we raise the number to greater values up to 256, and this 
matter requires an advanced computer with high and modern 
capabilities and may take a longer time to implement the 
operation with the increase in the number of antennas.

Fig. 5.  System throughput with a number of antennas (8, 16, 32, 64, 128 and 
256×2) with (CDL-B) channel model.

Fig. 6.  System throughput with a number of antennas (8, 16, 32, 64, 128 and 
256×2) with (CDL-C) channel model.

Fig. 7.  System throughput with a number of antennas (256×4, 256×8,
256×16) with (CDL-A) channel model.

Fig. 8.  System throughput with a number of antennas (2×2, 4×4, 8×8) with 
(CDL-C) channel model.
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X. SYSTEM PERFORMANCE WHEN USING MIMO 
In this section, the case of using normal MIMO is presented 

as we see in Figure 8, which the number of antennas is low 
and not dense as in the case of the latest technology of MIMO. 
When comparing this figure with the other previous figures we 
note that the throughput was non-existent at low SNR values. 
In addition, the throughput did not reach the upper limit only 
with an increase in the SNR ratio to high limits unlike cases in 
which the number of antennas was more. 

XI. DISCUSSION 
The previously shown simulations can be divided into three 

types. In the first case, we demonstrated the effect of 
increasing the number of transmitting antennas with the 
constant number of receiving antennas on the system's 
throughput performance. As is evident, the increase in the 
number of antennas leads to improved performance by 
obtaining higher throughput at a lower SNR value. This is a 
very important improvement because with the increase in the 
throughput, the spectral efficiency also increases and thus we 
will have an improvement in the system performance. 

 In the second case, we increased the number of receiving 
antennas under the scenario of the CDL-A channel model as 
an example, and the case showed a convergence in the 
performance of the throughput curves. 

In the third case, we experimented with the use of MIMO 
technology with fewer antennas at both ends of the 
communication, in the case of using the CDL-C channel 
model as an example. In addition, we noticed a clear 
difference in throughput between this case and the case of 
Massive MIMO technology. We obtained higher throughput 
rates in the case of Massive MIMO compared to MIMO case. 

XII. CONCLUSION AND FUTURE WORK 
We notice from the previous results that the throughput of 

the system has improved with the use of Massive MIMO 
technology. Further, with the improvement of throughput, we 
will obtain higher values of bit rate at lower SNR values, and 
we will obtain an improvement in the spectral efficiency. 
Accordingly, we notice an improvement in the performance of 
the studied system, and from it, this modern technology will 
leave its effective impact on the ground and improve the user 
experience. 

In the future, we are looking forward to conduct further 
experiments on 5G system, in addition to study other 
parameters and technologies related to this system, and we are 
looking forward to develop in this regard. 
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Proposals are invited for half- or full-day tutorials in all communication 
and networking topics. 

WORKSHOPS
Proposals are invited for half- or full-day workshops in all communication 
and networking topics.

• IoT & Sensor Networks
• Cognitive Radio &

AI-Enabled Networks
• Communication & 

Information System Security
• Communication QoS, 

Reliability, & Modeling
• Communication Software & 

Multimedia
• Communication Theory
• Green Communication 

Systems & Networks
• Mobile & Wireless Networks
• Next-Generation 

Networking & Internet
• Optical Networks & Systems
• Signal Processing for 

Communications
• Wireless Communications

• Selected Areas in Communications
- Big Data
- Cloud Computing, Networking 
and Storage

- e-Health
- Molecular, Biological and 
Multi-Scale Communications

- Satellite & Space 
Communications

- Smart Grid Communications
- Social Networks
- Machine Learning for 
Communications

- Backhaul/Fronthaul Networking 
and Communications

- Aerial Communications
- Quantum Communications & 
Computing

- Full-Duplex Communications

TECHNICAL SYMPOSIA

icc2022.ieee-icc.org

Paper Submission
11 October 2021

Acceptance Notification
18 January 2022

Camera-Ready
15 February 2022

Tutorial Proposals
4 October 2021

Workshop Proposals
2 August 2021

Industry Forum Proposals
13 December 2021

IMPORTANT DATES

ORGANIZING COMMITTEE
General Chair

Dong In Kim (Sungkyunkwan University, Korea)

General Co-Chair
Seung Chan Bang (ETRI, Korea)

General Vice Chair
Yoan Shin (KICS, Korea)

Technical Program Chair
Ekram Hossain (University of Manitoba, Canada)

Technical Program Co-Chairs
Inkyu Lee (Korea University,  Korea) 

Petar Popovski (Aalborg University, Denmark)

Workshop Co-Chairs
Wan Choi (Seoul National University, Korea) 
Bruno Clerckx (Imperial College London, UK) 

Erik G. Larsson (Linköping University, Sweden)

Tutorials Co-Chairs
Byonghyo Shim (Seoul National University, Korea)

Rath Vannithamby (Intel, USA)
Rui Zhang (National University of Singapore, Singapore)

Industry Forums and Exhibition Chair
James Won-Ki Hong (POSTECH, Korea)

Industry Forums and Exhibition Co-Chairs 
Sunghyun Choi (Samsung Electronics, Korea)

Byoung-Hoon Kim (LG Electronics, Korea) 
Anthony C. K. Soong (Futurewei Technologies, USA)

CALL FOR PAPERS AND PROPOSALS

IEEE International Conference on Communications
16-20 May 2022 // Seoul, Korea
Intelligent Connectivity for Smart World



SCIENTIFIC ASSOCIATION FOR INFOCOMMUNICATIONS

Who we are
Founded in 1949, the Scientific Association for Info-
communications (formerly known as Scientific Society 
for Telecommunications) is a voluntary and autono-
mous professional society of engineers and econo-
mists, researchers and businessmen, managers and 
educational, regulatory and other professionals work-
ing in the fields of telecommunications, broadcast-
ing, electronics, information and media technologies 
in Hungary.

Besides its 1000 individual members, the Scientific 
Association for Infocommunications (in Hungarian:  
HÍRKÖZLÉSI ÉS INFORMATIKAI TUDOMÁNYOS EGYESÜLET, HTE) 
has more than 60 corporate members as well. Among 
them there are large companies and small-and-medi-
um enterprises with industrial, trade, service-providing, 
research and development activities, as well as educa-
tional institutions and research centers.

HTE is a Sister Society of the Institute of Electrical and
Electronics Engineers, Inc. (IEEE) and the IEEE Communi-
cations Society.

What we do
HTE has a broad range of activities that aim to pro-
mote the convergence of information and communi-
cation technologies and the deployment of synergic
applications and services, to broaden the knowledge
and skills of our members, to facilitate the exchange
of ideas and experiences, as well as to integrate and

harmonize the professional opinions and standpoints
derived from various group interests and market dy-
namics.

To achieve these goals, we…

• contribute to the analysis of technical, economic, 
and social questions related to our field of compe-
tence, and forward the synthesized opinion of our 
experts to scientific, legislative, industrial and edu-
cational organizations and institutions;

• follow the national and international trends and 
results related to our field of competence, foster 
the professional and business relations between 
foreign and Hungarian companies and institutes;

• organize an extensive range of lectures, seminars, 
debates, conferences, exhibitions, company pres-
entations, and club events in order to transfer and 
deploy scientific, technical and economic knowl-
edge and skills;

• promote professional secondary and higher edu-
cation and take active part in the development of 
professional education, teaching and training;

• establish and maintain relations with other domes-
tic and foreign fellow associations, IEEE sister soci-
eties;

• award prizes for outstanding scientific, education-
al, managerial, commercial and/or societal activities 
and achievements in the fields of infocommunica-
tion.

Contact information
President: FERENC VÁGUJHELYI • elnok@hte.hu

Secretary-General: ISTVÁN MARADI • istvan.maradi@gmail.com
Operations Director: PÉTER NAGY • nagy.peter@hte.hu

International Affairs: ROLLAND VIDA, PhD • vida@tmit.bme.hu

Address: H-1051 Budapest, Bajcsy-Zsilinszky str. 12, HUNGARY, Room: 502
Phone: +36 1 353 1027

E-mail: info@hte.hu, Web: www.hte.hu


