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Abstract— Multiple sclerosis (MS) is an inflammatory, 

chronic, persistent, and destructive disease of the central nervous 
system whose cause is not yet known but can most likely be the 
result of a series of unknown environmental factors reacting with 
sensitive genes. MRI is a method of neuroimaging studies that 
results in better image contrast in soft tissue. Due to the unknown 
cause of MS and the lack of definitive treatment, early diagnosis 
of this disease is important. MRI image segmentation is used to 
identify MS plaques. MRI images have an image error that is often 
called non-uniform light intensity. There are several ways to 
correct non-uniform images.  One of these methods is 
Nonparametric Non-uniform intensity Normalization (N3). This 
method sharpens the histogram. The aim of this study is to reduce 
the effect of bias field on the MRI image using N3 algorithm and 
pixels of MRI images clustered by k-means algorithm. The 
dimensionality of the data is reduced by Principal Component 
Analysis (PCA) algorithm and then the segmentation is done by 
Support Vector Machine (SVM) algorithm. Results show that 
using the proposed system could diagnose multiple sclerosis with 
an average accuracy of 93.28%.

Index Terms— Brain MRI Image; Multiple Sclerosis; Non-
Uniform Image; Light Intensity; N3 Method; MR Image 
Segmentation; Support Vector Machines (SVM); Machine Learning 
Techniques; K-Means;

I. INTRODUCTION 
Multiple Sclerosis (MS) is a common, non-traumatic, and 

neurodegenerative disease that causes young people with 
disabilities to be characterized pathologically by areas of 
inflammation, axonal depletion, and the distribution of 
glycosides throughout the central nervous system. MS often 
causes sensory, visual, coordination, and other disorders [1]. 
The two main clinical phenomena of MS are recurrence and 
progression of the disease. Symptoms of an early recovery in 
the disease may be due to remodeling, inflammation resolution, 
and compensatory mechanisms including axonal sodium 
channel remodeling and membrane flexibility. After repeated 
attacks the effects of recovery mechanisms are lessened [2]. 
Early diagnosis of MS is an important step in the treatment 
process. One of the most important means of diagnosis and 
follow-up is the use of magnetic resonance imaging (MRI). But 
with the large volume of MR data being analyzed, it is difficult 
and time consuming to manually classify these lesions. Auto-
immune segmentation of MS lesions has therefore been 

considered in brain MR images [3]. The human brain is made 
up of various tissues that can be anatomically divided into 
sections such as the skull, cerebrospinal fluid, gray matter, 
white matter, muscle, fat, capillary, and cavity.  

MRI is one of the most important models of medical 
imaging. It is virtually non-invasive and produces excellent 
contrast for soft tissues. MRI is a great imaging technique for 
studying the brain. Different MRI protocols are used for this 
purpose, including the following [6]:  

• T1-weighted (T1-W) 
• T2-weighted (T2-W) 
• PD-weighted (PD-W) 
• FLAIR (Fluid-Attenuated inversion recovery T2 

images) 

      Traditional MRI techniques, such as T1-W and T2-W, are 
very sensitive in detecting MS plaques. Metrics derived from 
MRI have become a very important paraclinical tool for the 
diagnosis of MS. Both acute and chronic MS plaques appear as 
focal areas of high signal intensity in the T2-W sequence. T1-
W imaging is very sensitive in detecting inflammatory activity 
[4]. Brain and spinal cord degeneration is an important part of 
the pathology of MS and is clinically a major component of 
disease progression. Quantitative (numerical) criteria for 
whole-brain atrophy can be obtained by automated and semi-
automated methods that demonstrate the progress of brain 
tissue volume analysis in vivo in a sensitive and reproducible 
manner. Quantitative analysis of focal lesions in cross-sectional 
and longitudinal studies is used to calculate the total number of 
lesions and the total volume of manual and semiautomatic 
segmental lesions [5]. Brain MRI image segmentation is 
difficult due to variable imaging parameters, light intensity 
interference, noise, gradient, motion, echo, and so two steps are 
generally required before applying any method for segmenting 
the MS lesion, the removal of image artifacts, and any non-
brain tissue should be removed from the image. MRI images 
suffer from image error that is often related to the bias field or 
the intensity of the non-uniformity. The bias field is a low-
frequency, very stable signal that lowers the quality of MRI 
images, especially those produced by older MRI machines. In 
most MRI analyzes, bias field correction is a crucial component 
of the first steps of pre-processing that complicate the effect of 
automatic image analysis [6]. Bias field correction methods are 
[7].  
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      There are various methods for bias field correction which 
are divided into three different model groups [9]: 

• Model-based methods of production 
• Exploration methods 
• Combined method 

The N3 algorithm is one of the hybrid methods between 
production-based and exploration-based methods, and the 
advantage is that it can be applied to any MRI image without 
prior knowledge of that image [8]. N3 is a non-uniform 
correction technique that finds a multiplication field that 
maximizes the frequency content of the scanned intensity 
distribution [9]. N3 continues with a Gaussian estimation of the 
actual scan intensity by deconvolution and then using this 
distribution and the actual scan to obtain the non-uniform field 
estimation. The field is then cleared by a cubic B-spline light 
intensity field to estimate the use of the selected distance base 
point. This filter estimate is then removed from the actual scan 
and the process restarted. Repeat continues until the uniformity 
estimates converge [10]. Many preprocessing and 
fragmentation methods have been introduced for the analysis of 
MRI images and the detection of MS lesions, which are 
described below. 

In the method of Van Leemput et al., they developed an 
atlas-based monitoring method and presented an image light 
intensity-based texture classification using a model derived 
from the expected value maximization (EM) algorithm. 
However, simultaneous detection of MS lesions as outliers was 
not well described by the model. This method derives a prior 
classification of a digital cerebral atlas containing information 
about the expected location of White matter (WM), Gray matter 
(GM) and Cerebrospinal fluid (CSF). Their method also 
corrects for field MRI heterogeneities, light intensity models, 
estimating the texture specific image of the data itself, and 
combining contextual information within a classification using 
an MRF [11]. In the method of Wu et al., they presented an 
automatic segmentation of the MS lesion into three subtypes of 
KNN-based (k-nearest neighbors) lesion enhancement, black 
holes, and high-intensity lesions. According to the assumptions 
of this method, the lesion is only found within the White matter 
(WM) areas and all lesions are excluded from the mask [12]. 

The method of Zijdenbos et al., which uses Atlas probability 
extraction, includes tissue containing White matter (WM), Gray 
matter (GM) and Cerebrospinal fluid (CSF). Light intensity T1-
W, T2-W and PD-W images are classified as Artificial Neural 
Network (ANN) class inputs that segment the lesion [13]. In the 
method of Shiee et al., it fragments brain tissue in a repetitive 
manner. They used multi-channel images to segment the main 
structure of the whole brain. They Used atlas-based 
segmentation techniques that applied statistical atlas and 
topological atlas together with the Fuzzy C-Means (FCM) 
algorithm for segmentation. As reported by them, the 
advantages of topological atlas are that all fragmented 
structures are location-bound, which allows subsequent 
processes to resuscitate and detect the membrane [14, 15]. Seld 
et al., presented a new (N3) method of correction for non-

uniformity of image light intensity, did not rely on a parametric 
model of tissue light intensity or lesion fragmentation within 
continuous areas. The former is illustrated by the ability of the 
N3 method to correct the non-uniformity of image light 
intensity in MRI data irrespective of the pulse sequence without 
initial training. The other is illustrated by the ability of methods 
to correct nonuniformity by using the structure of a random 
field even when nonuniformity is not clearly visible. N3 is a 
fully automated iterative method that operates on 3D 
volumetric data [16, 17]. In Borys et al. method, an approach of 
correcting the intensity uniformity is presented. The idea was 
to replace Wenn's FC-harmon method with the K-harmonic 
method. The algorithm was tested with MRI datasets obtained 
from a phantom object using a breast MRI coil to simulate real 
conditions during the study. The results were compared with 
the other five methods using two indices - integral uniformity 
and standard deviation of the signal within the object. For the 
proposed and improved method, the least integral uniformity 
and reasonable signal deviation were obtained [18]. With Lin et 
al. method, the proposed algorithm first applies N3, then 
follows Fuzzy C-Means (FCM), and then smooths the bias field 
created using the Gaussian kernel and the "B - spline" surface 
junctions to change the texture contrast problem. The results of 
segmentation based on N3 FCM-corrected images were 
compared with N3 and FCM-modified images alone and, 
alternatively, Coherent Local Intensity Clustering (CLIC), 
corrected images. The quality of segmentation was evaluated 
and rated by radiologists based on different correction methods 
[19, 20, 21]. 

In this paper, we aim to improve the existing methods by 
applying N3 algorithm as one of the pre-processing steps of MR 
images and bias field deletion in segmentation of MRI images. 

II. NON-UNIFORMITY OF IMAGE LIGHT INTENSITY 
Non-uniformity of image light intensity makes the light 

intensity change slow and it is often seen in MR images due to 
some of the following factors [22]: 

• Induction of radio frequency (RF). 
• Non-uniform heterogeneous receiver sensitivity 
• Electrodynamic interactions with the purpose 

described as RF diffusion 
• Wave effect mode 

      Other less important factors involved in non-homogeneity 
include: 

• Eddy currents caused by switching the slope of the 
field 

• Coil disturbance 
• RF data bandwidth filter 
• Geometric distortion 

The effect of geometric distortion on the non-uniformity of 
image light intensity for normal clinical scanners can be 
ignored. Since the grading routines often represent several 
millimeters of surface geometric distortion on a field of one side 
size, and the distortions of the squares change slowly, then one 
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can expect the corresponding changes in image light intensity 
to be one percent. This is less than the other causes of 
malignancy [23, 24, 25]. In MR, the spatial imaging process is 
encoded by resonant frequency. Hence, the frequency-
dependent changes in the sensitivity of the RF reception system 
result in the corresponding light intensity changes in the image 
results along the frequency coding path. If a filter is used to 
limit the bandwidth of an incoming signal that is non-uniform 
frequency response, a similar problem arises. Since the 
sensitivity of an RF coil is often uniform and close to its 
resonance frequency and the coil resonance frequency of the 
inner subject, the uniformity of image light intensity is 
improved by adjusting the coil for MR resonance frequency 
before each scan. Therefore, light intensity changes can disrupt 
RF coils and filter the data bandwidth that can be considered a 
scanner defect [26]. 

A. Non-uniformity model 
The correction problem for non-uniformity of image light 

intensity is greatly simplified if modeled as a fine multiplier. 
This model is consistent with the multiplicative non-uniformity 
caused by differences in the sensitivity of the coil of acceptance 
and the small non-uniformity amplitude due to the excitation 
and excitation currents. Consider the following model of image 
construction in MR [27, 28, 29]: 

𝜈𝜈(𝑥𝑥) = 𝑢𝑢(𝑥𝑥)𝑓𝑓(𝑥𝑥) + 𝑛𝑛(𝑥𝑥) (1) 

      In x location,  𝜈𝜈 is the measured signal, u is the actual signal 
propagated from the tissue, 𝑓𝑓 is a non-random variable bias 
field, and n is the white Gaussian noise assumed to be 
independent of 𝑢𝑢. The difficulty of compensating for the non-
uniformity of the image light intensity is to estimate 𝑓𝑓. A 
combination of multipliers and additives makes this difficult. 
Consider a non-noise case where the true light intensity u at 
each axis of the X-location is independent of randomly 
distributed random variables. Then by taking the logarithm as 
𝑢̂𝑢(𝑥𝑥) = log⁡(𝑢𝑢(𝑥𝑥)) Let the model of image construction be 
summed up: 

𝜈̂𝜈(𝑥𝑥) = 𝑢̂𝑢(𝑥𝑥) + 𝑓𝑓(𝑥𝑥) (2) 

      Now we show the probable density of 𝜈̂𝜈, 𝑢̂𝑢 and 𝑓𝑓 with V, U 
and F, respectively. Assuming that 𝑓𝑓 and 𝑢̂𝑢 are independent of 
each other, the random variables are unrelated, their total 
distribution can be found by deconvolution: 

𝑉𝑉(𝜈̂𝜈) = 𝐹𝐹(𝜈̂𝜈)𝑈𝑈(𝜈̂𝜈) = ∫𝐹𝐹(𝜈̂𝜈 − 𝑢̂𝑢)𝑈𝑈(𝑢̂𝑢)𝑑𝑑𝑢̂𝑢 (3) 

The non-uniform distribution of F can be seen as an opaque 
distribution of light intensity [17]. From the signal processing 
point of view, blurring results in a reduction in the high 
frequency component U field. The non-uniform correction of 
the light intensity of the image is to return the frequency of the 

U contents. Since the shape of the F-core is not known, it is 
unclear what frequency components of U can be retrieved to 
obtain the observed V distribution from the actual U 
distribution. However, since the uniformity of the field \hat{f} 
is limited to the soft variations, there are several possible U 
distributions corresponding to the given V distribution. In N3, 
the non-uniformity correction method is to find smooth changes 
in the multiplicative field so as to maximize the U frequency. 

B. Non-uniformity correction methods 
The methods available to correct for non-uniformity of 

image light intensity can be classified into three groups: 
analytical non-uniformity modeling, modified proprietary 
protocols that measure non-uniformity, and data-driven post 
processing. Suppose a multiplicative non-uniform field is 
corrected by dividing it from the image. The analytical methods 
described above are useful tools for understanding the 
mechanism of the generation of changes in image light 
intensity. However, the non-uniform dependence on the 
geometry makes these methods impractical because a new 
model is required for each scan. Among the techniques that 
include modified proprietary protocols, the fact is that 
inhomogeneity is largely subject-specific and is an area for 
excluding them that involves regular scanning of a calibration 
phantom. In addition, repeated scans of the calibration 
phantoms in the clinical setting are not practical [30]. The most 
common data-driven post processing methods are used for 
homomorphic filtering to estimate multiplicative non-uniform 
field and image segmentation. These methods assume that the 
frequency content of the non-uniform field is less than the 
anatomy [17, 31, 32]. 

III. THE PROPOSED METHOD 
In the first step, the preprocessing step is performed to 

remove the skull, and then the N3 algorithm is performed to 
remove the noise from the image. By executing this step, the 
corrected image is applied as input to the K-means algorithm. 
We consider the number of clusters to be equal to four, because 
there are four different tissue types: Gray matter (GM), White 
matter (WM), Cerebrospinal fluid (CSF) and background in the 
image after clustering the result. The vector form is given as an 
input to the principal component analysis (PCA) algorithm for 
feature recognition and limiting search space. Then the output 
of this step is applied to the SVM algorithm for classification 
and afterwards clustered by KNN. Ultimately with an 
unintentional distribution, 70% of the data randomly was 
applied to training and 30% test to determine whether a person 
is healthy or unhealthy. 

A. Practical Implementation of Method N3
Let’s assume if “𝑑𝑑" = (𝑑𝑑1, 𝑑𝑑2, … , 𝑑𝑑𝑁𝑁)𝑇𝑇 the light intensity, 

“a” the wavelength of an MRI scan, and "𝑏𝑏" = (𝑏𝑏1, 𝑏𝑏2, … , 𝑏𝑏𝑁𝑁)𝑇𝑇 
the corresponding gains result in the bias field. As it has been 
generally done in previous articles by bias field correction [8, 
24-26] .  The N3 method assumes that d and b are logarithmic, 
so that the effect of b is incremental.  The b is assumed to have 
a shape with zero Gaussian mean and a definite variance. 
Histogram d is also a blurred version of the actual histogram, 



Segmentation of MRI images to detect multiple sclerosis  
using non-parametric, non-uniform intensity normalization  

and support vector machine methods

INFOCOMMUNICATIONS JOURNAL

MARCH 2021 • VOLUME XIII • NUMBER 1 71

(Abbreviation)  Journal Name
Vol. XXX, No. XXX, 2020

 

and the background picture leads to a convolution with 
histogram b.  The purpose of the algorithm will be to reverse 
the N3 method by deconvolution as well as by estimating the 
smoothed bias field model. This inversion process is repeated 
continuously to improve the bias field estimates [33]. 

B. Deconvolution step
The first step in the deconvolution algorithm is the 

histogram. By estimating the current bias field represented by 
𝑏̃𝑏, a normalized histogram with 𝑑𝑑 − 𝑏̃𝑏 is calculated from the 
corrected bias field data 𝑑𝑑 − 𝑏̃𝑏, and assumed to be a soft bias 
field in the first iteration (𝑏̃𝑏 = 0) [34, 35]. The bin centers are 
given by the following formulas: 

𝜇̃𝜇1 = 𝑚𝑚𝑚𝑚𝑚𝑚⁡(𝑑𝑑 − 𝑏̃𝑏)
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ℎ ]
𝑁𝑁

1=1
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(10) 
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Calculated in the previous formula 𝑐𝑐̃ by the following: 

𝑐̃𝑐 ← (⁡Φ𝑇𝑇Φ + Nβψ)−1Φ𝑇𝑇r (13) 

      Which in this Φ formula is an 𝑁𝑁 ×𝑀𝑀 matrix of spatial 
smoothing basic functions, where each Φ𝑖𝑖,𝑚𝑚 element, m th 
Evaluates the base function in the i voxel. ψ is a semiconductor 
positive matrix that fines the curvature of the bias field, and the 
β is a user-defined adjustment constant whose default value is 
𝛽𝛽 = 10−7. 

IV. POST-PROCESSING 
The N3 method is repeated alternately between the 

deconvolution phase and the bias field correction step until the 
standard deviation of the bias estimation difference between the 
two iterations is less than a specified threshold. By default, the 
N3 method operates on a sub-volume. After convergence, the 
estimation of the bias field exponentially returns to the 
amplitude of the original image, which subsequently 
corresponds to Equation 13 and, for example, to 𝑟𝑟 = exp⁡(𝑏̃𝑏). 
The resultant coefficients are then used to calculate the final 
estimate of the bias field by evaluating from Equation 12 with 
Φ full resolution. Finally, inaccurate data are segmented by 
estimating the bias field to obtain the corrected volume. 

V. RESULTS 
Two databases were used in this article, one consisting of 

brain MRI images of healthy individuals and the other one 
belonging to patients who were all infected with MS. The first 
database was obtained from the CASI Laboratory of Surgery at 
the University of North Carolina. This database identifies 
people who have had a mild or severe stroke or who have had 
any brain injury for the probability of error in the test results in 
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red and are recommended to be eliminated if necessary. The 
second database is obtained from the eHealth lab of Computer 
Science University of Cyprus. All images are sequenced for 
each individual, and we selected a specific cross-section where 
the highest level of the brain was visible and changed the TIFF 
format to JPG to run the program quickly. This database 
contains the date of birth of all patients, date of shooting, age 
and folder name of each individual. 

      Skull removal is one of the important steps in preprocessing 
because fat, skull and other non-brain tissues can be a cause of 
incorrect classification in some ways due to the similarity of the 
light intensity of the image to brain structures. 

  
Figure 1 - Preprocessed image sample and skull removal 

      After executing various steps of N3 algorithm, its output is 
as follows: 

   
Original Corrected Estimated bias 

Field 
Figure 2 - approximate images, inputs, outputs, and bias fields of N3 

algorithm 

      The output of the previous step is considered as the input of 
this step. In this method, after finding the appropriate K number 
to find the optimal state, it is usually considered k = 4 with the 
number of different brain tissues including GM, White matter 
(WM), cerebrospinal fluid, and background. In order to 
evaluate the accuracy of the proposed method in the appropriate 
area of MRI images we use:  

• Method 1: Accuracy of the proposed method in correct 
diagnosis of MS disease using N3 

• Method 2: Accuracy of the proposed method in correct 
diagnosis of MS without using N3 

      You can see the disaggregation matrix for the proposed 
model using Support Vector Machine (SVM) and both methods 
1 and 2 in Table 1: 

Figure 3 - Output from clustering of human brain MRI image with 4 
clusters

To evaluate the N3 method, we compare our proposed 
method with that of the N3 algorithm, and we show that with 
age we have improved the algorithm by 1.5% compared to the 
non-N3 algorithm. By repeatedly replicating the above method 
and applying these algorithms to the images in the database 
randomly and obtain the average percentage improvement of 
N3 method. 

Table I - Compare with and without N3 methods using SVM 

Algorithm Average correct diagnosis
correct diagnosis of MS disease using N3 93.28 
correct diagnosis of MS without using N3 89.5 

VI. DISCUSSION 

N3 stands for Non-Parameter Normalization of Non-
Parametric Image Intensity and is a new data-driven method for 
correcting non-uniformity of image light in MRI data. In this 
paper, a novel method of classifying machine learning-based 
MS disease using datasets is presented. The proposed method 
is performed in five steps: 

• Calling images of healthy and unhealthy patients from 
the database 

• Apply pre-processing step on images 
• Run N3 algorithm and remove bias field error from 

images 
• Input Implementation of the K-means algorithm for 

clustering the output from the previous step 
• Run SVM algorithm to classify existing images 

The proposed method used the database information 
mentioned above. By using N3 algorithm the bias field effect 
of the image is minimized and then clustered by k-means 
algorithm and then by PCA algorithm the dimensionality of the 
data is reduced and then the segmentation is done by Support 
Vector Machine (SVM) algorithm and the images are the range 
is normalized from 0 to 255, and finally, based on these 
features, images and lesions are classified using the SVM 
algorithm. Experimental results showed that using the proposed 
system, one could diagnose multiple sclerosis with an average 
accuracy of 93.28%. 

Fig. 3.  Output from clustering of human brain MRI image with 4 clusters

TABLE I:  Compare with and without N3 methods using SVM

Fig. 1.  Preprocessed image sample and skull removal

Fig. 2.  Approximate images, inputs, outputs, and bias fields of N3 algorithm
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