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Welcome by the Editor

THE wide scope of Infocommunications Journal is present-
ed in the current, 2020 autumn issue. Unlike the previous 

special issues this year, readers with wide range of interest find 
articles in various topics: from signal processing through RFID 
anti-collision method comparisons, and about an application for 
educating children on ear protection. As 5G keeps being the hot 
topic in applied Infocommunications, our journal provides room 
for disseminating the latest results in this area, repeatedly.

The following paragraphs provide brief overviews of these 
papers.

In their paper, Kalshchikov, Shtykov, and Smolskiy show a 
possibility to use the wideband chirp pulse signals in systems 
of ground penetrating radar sensing under conditions when the 
concept of the group delay time of the sensing pulses cannot 
be applied. The proposed signal processing method – that can 
also be spread to tasks related to the elastic wave propagation –  
allows the essential reduction of the influence of the frequency 
dispersion of medium properties upon an accuracy of the object 
position determination. There could be practical interest for the 
method when using wideband chirp pulse signals at the pres-
ence of medium dispersion. This paper appears within very sad 
circumstances, since one of the authors, Sergey M. Smolskiy has 
passed away before its publication.

In their study, Jing, Luo, Chen and Xiong provided a compar-
ative analysis regarding blind anti-collision methods for RFID 
systems. While the RFID technology is becoming key in various 
Internet of Things scenarios, its actual development towards bet-
ter performing equipment should be faster. Although the tags in 
RFID systems are more and more utilized, all they communicate 
in the same channel. The reader receives mixed signals, from 
which the reader cannot always separate the proper message. 
Such collisions are the main obstacles of RFID system scalabil-
ity; against which various methods are available – and compared 
in this article.

Even though hearing is an important sense for humans, we 
tend to under-estimate effects of destructive stimuli our ears 
receive. Education on noise awareness is really important, so 
Szántó, Jenei, Tulics and Vicsi present their results of the ”Pro-
tect our Ears” project. Playing with heir web application helps 
children to be more aware in protecting their hearing. Their 
study shows that children in the test group playing with the web 
application became more aware of the noise in their surround-
ing and mastered preventive behavior.

János Ladvánszky investigates synchronization and equaliza-
tion of 2x2 MIMO signals in his article – making a step further 
than the related state-of-the-art patent of theirs. The Costas loops 
used for frequency synchronization fitted the problem very well, 
and as a result, the standing constellation diagrams appear fast in 
the output, and remain almost constant for the rest of the meas-
urement interval. Since the input data were real measurements, 
the analyses here serve as experimental verification, as well.

In their survey paper, Soós, Ficzere, Seres, Veress and Németh 
describe the business opportunities for non-public 5G cellular 
networks and evaluate them. They approach the fundamental 
aspects of 5G’s business potential from the aspects and require-
ments of the Industry 4.0 revolution. They present innovative, 
5G-based industrial architectures – and their application benefits 
through the looking glasses of industrial production and logistics 
stakeholders, telecommunication equipment vendors, as well as 
network operators.

As massive MIMO is a key technology in modern cellular 
wireless communication systems, extremely large aperture arrays 
are planned to be used in 5G as well. Csathó, B. P. Horváth and P. 
Horváth present the modeling of the near-field for such extremely 
large aperture arrays. They compare one- and two-dimensional 
array models, different antenna element models and antenna ge-
ometries through various key design parameters in their model. 
Among other findings they reveal that by choosing spectral-effi-
ciency as a design objective, the size of the aperture is a critical 
design parameter.

Enjoy the latest articles of the Infocommunications Journal.

Pal Varga received the M.Sc. and Ph.D. degrees 
from the Budapest University of Technology and 
Economics, Hungary, in 1997 and 2011, respectively. 
He is currently an Associate Professor at the 
Budapest University of Technology and Economics. 
Besides, he is also the Director at AITIA International 
Inc. Earlier, he was working for Ericsson, Hungary, 
and Tecnomen, Ireland. His main research interests 
include communication systems, network perfor-
mance measurements, root cause analysis, fault 
localisation, traffic classification, end-to-end QoS and 

SLA issues, as well as hardware acceleration. Recently he has been actively 
engaged with research related to Cyber-Physical Systems and Industrial 
Internet of Things. He has been involved in various industrial as well as 
European research and development projects in these topics. Besides being a 
member of HTE, he is a member of both the IEEE ComSoc (Communication 
Society) and IEEE IES (Industrial Electronics Society) communities, and 
the Editor-in-Chief of the Infocommunications Journal.

Signal processing, MIMO and 
5G business opportunities  

– hear the latest in Infocommunications
Pal Varga
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Abstract. The new processing algorithm for
wideband signals, which are propagating in frequency
dispersion media, is developed in the context of the ground
penetrating radar technology. The mathematical
substantiation of offered method is presented on the base
of linear functional spaces. The method is described for
calculation acceleration on the base of the recursive
approach. Results of numerical modeling of this method
are presented for electromagnetic waves propagating in
frequency dispersion media at utilization of chirp pulse
signals. The Debye model is used as the model of electrical
medium properties. The frequency dispersion of losses in
the medium is taken into consideration at modeling.
Results of operation modeling of the ground penetrating
radar are described. Results of this paper will be useful for
the ground penetrating radar technology and the
ultrasonic flaw detection.

Keywords:  phase velocity, frequency dispersion, phase
correction, ground penetrating radar technology, ultrasonic
flaw inspection.

I. INTRODUCTION
An increase of the radio systems noise-immunity and

effectiveness takes the central place in the modern theory and
engineering of information transmission. During the growth of
the information transmission rate, we see the effect increase of
dispersion characteristics of the communication channel. This
increase is manifested in distortions of the transmitting signal
shape. These distortions can make impossible to extract of
transmitted information from the received signal.

The complex transfer function of the channel route with
the length L  [1] for the plain wave is

( ), exp[ ( ) ]K j L j Lω = − γ ω• • ,                 (1)

where ( ) ( ) ( )jγ ω = β ω − α ω•  is the complex propagation

constant, ( )β ω  is the phase constant, ( )α ω  is the damping
constant.

Signal distortions after passage through the channel route
are caused by disturbances of the amplitude-phase relations
between its spectral components.
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The phase constant ( )β ω  in (1) can be expanded into the
power series around the frequency of the carrier
oscillation 0ω :
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With this very convenient approximation, the signal
envelope (at bottom of fact, information) propagates through
the channel route with the group velocity practically without
distortions.

Using ( )
nRem Ω , we can estimate the relative error of

this approximation as follows:
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where δΩ
 is the relative frequency bandwidth of the signal

spectrum.
However, this condition is necessary but not sufficient.

The thing is that the real and imaginary parts of the substance
permittivity are connected with each other by the Kramers-
Kronig relations. This means that the dispersion of the phase
velocity inevitably accompanies by the damping index ( )α ω
dispersion. Therefore, for the relevancy of the group velocity
approximation, the following equality is necessary:
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With transfer to wideband and ultra-wideband signals, the
error of the group velocity approximation becomes so much
that its application becomes impossible at signal processing.

In traditional radar technology with strongly expressed
frequency dispersion, we can meet not very often, for
example, in tasks of electromagnetic wave propagation in an
ionosphere [2], or in tasks of the radar ground penetrating
sensing [3,4]. In the sonar technology and especially in the
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Abstract— The new processing algorithm for wideband sig-
nals, which are propagating in frequency dispersion media, is 
developed in the context of the ground penetrating radar tech-
nology. The mathematical substantiation of offered method is 
presented on the base of linear functional spaces. The method is 
described for calculation acceleration on the base of the recur-
sive approach. Results of numerical modeling of this method are 
presented for electromagnetic waves propagating in frequency 
dispersion media at utilization of chirp pulse signals. The De-
bye model is used as the model of electrical medium properties. 
The frequency dispersion of losses in the medium is taken into 
consideration at modeling. Results of operation modeling of the 
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the ultrasonic flaw detection.
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engineering of information transmission. During the growth of
the information transmission rate, we see the effect increase of
dispersion characteristics of the communication channel. This
increase is manifested in distortions of the transmitting signal
shape. These distortions can make impossible to extract of
transmitted information from the received signal.

The complex transfer function of the channel route with
the length L  [1] for the plain wave is
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constant.
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engineering of information transmission. During the growth of
the information transmission rate, we see the effect increase of
dispersion characteristics of the communication channel. This
increase is manifested in distortions of the transmitting signal
shape. These distortions can make impossible to extract of
transmitted information from the received signal.

The complex transfer function of the channel route with
the length L  [1] for the plain wave is
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constant.
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With transfer to wideband and ultra-wideband signals, the
error of the group velocity approximation becomes so much
that its application becomes impossible at signal processing.

In traditional radar technology with strongly expressed
frequency dispersion, we can meet not very often, for
example, in tasks of electromagnetic wave propagation in an
ionosphere [2], or in tasks of the radar ground penetrating
sensing [3,4]. In the sonar technology and especially in the
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ultrasonic flaw inspection, we can practically often meet with
the frequency dispersion of the elastic wave velocity.

Firstly, the frequency dispersion leads to the shape
distortion of the probing pulse, and secondly, leads to
disturbance of the direct proportional connection between the
delay time of the reflected signal and the distance to the
sensing object [5]. In the radar ground penetrating technology,
this complicates the deciphering of received data. The problem
of the phase velocity dispersion influence is discussed in
[6,7,8]. The necessity to develop the signal processing
methods, which can decrease its distortions and increase the
accuracy of objects’ sensing remains very relevant. In this
paper, we describe of the one of possible methods of signal
processing at the presence of the frequency dispersion in the
route of its propagation.

II. MATHEMATICAL SUBSTANTIATION OF THE OFFERED
METHOD

If the phase constant ( )β ω  and the route length L  are
known, which is typical for the communication channel, the
task of signal distortion correction can be solved. To decrease
the influence of the frequency dispersion, different methods of
the filter-corrector synthesis are actively developed both in
time and frequency domains. For the transmission line without
losses, such a filter, as a matter of fact, represents the phase
corrector with the phase-frequency response of the following
type:

( ) ( ) .cor Lω β ωΦ =

The task can be also solved if the transmitted signal shape
and ( )γ ω•  are given, while the route length L is unknown and
is a subject to determination. In this case, the initial signal
reconstruction is not required, and L (the sensing object
position) can be determined using the cross-correlation
function ( ), ,t L zΨ  of the received signal ( ),r t L  and the

trial function – the signal model ( ),s t z :

( ), , ( , ) ( , )t L z r t L s t zΨ = ∗ .                   (4)
This situation is typical for manifold radar systems.

Considering (4) as an equation for reconstruction of the
( , )r t L  function, we come to the known procedure of the

deconvolution.
The function ( ), ,t L zΨ  represents the surface above the

plane 0t z . The determination of the L  value is reduced to
the search of the global maximum position of this surface:

( ),M M Mt z LΨ = . However, such the search procedure
requires the large time expenses and the large volume of the
processor memory, while the abscissa value Mt  does not any
interest for us. Therefore, we can try to accelerate this
procedure by excluding the variable t  from the equation (4).

III. INITIAL RELATIONSHIPS OF THE OFFERED ALGORITHM

In order to exclude time from the equation (4), we make
use the generalized signal theory [8].

Let us form on the base of trial functions ( , )s t z  the

{ }
1 2 3( , ), ( , ), ( , ), ...)M s t z s t z s t z=  infinite-dimension linear

set, which, in the general case, forms the linear, complex
functional space [8,9]. In this space, we can form the scalar
product of the signal and the trial function:

( ) ( ) ( )*, ,W z r t L s t z dt
∞

−∞

= ∫ ,                 (5)

which, in essence, represents the mutual energy. According to
the Cauchy–Schwarz inequality:

( ) 2 2 2
W z r s≤ ⋅ ,

where ( ) ( )2 *, ,r r t L r t L dt
∞

−∞

= ∫ and

( ) ( )2 *, ,s s t z s t z dt
∞

−∞

= ∫  is the energy of the signal and

the trial function, relatively.
The equality is fulfilled if:

( ) ( ), ,s t L r t z≡ .
Thus, the variation of the functional (5) solves the problem of
L  determination.

If to make use the generalized Rayleigh's energy theorem
[8], then the functional (5) can be transformed to the form:

( ) ( ) ( )*, ,W z R L S z d
∞

−∞

= ω ω ω∫ •• • ,             (6)

where ( ),R Lω•  and ( ),S zω•  are spectral densities of the
signal and the trial function, relatively.

If ( )γ ω•  is known, and the shape of the transmitted signal

– the probing pulse (PP) ( )y t  and its spectral density ( )Y ω•
– are known, the spectral density of the trial function is:

( ) ( ) ( )[ ], exp 2S z Y j zω = ω − γ ω• • • .
Substituting this in (6), we obtain:

( ) ( ) ( ) ( )[ ]*, exp 2W z R L Y j z d
∞

−∞

= ω ω γ ω ω∫• • • • .    (7)

Thus, the procedure of the distance search to the object can
be performed both in the space-time (6) and the frequency
domains (7). In the first case, it is necessary to transform the
trial function spectrum ( ),S zω•  into the pulse characteristic

of the filter-corrector ( ),h t z . In the second case, we need to

transform the received signal ( ),r t L  into the spectral

function ( ),R Lω• .

IV. THE SOFTWARE REALIZATION OF THE ALGORITHM

Functionals (6) and (7) do not contain time in the explicit
form. Therefore, at digital implementation of the algorithm,
the operation of L  determination can be performed
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approach. Results of numerical modeling of this method
are presented for electromagnetic waves propagating in
frequency dispersion media at utilization of chirp pulse
signals. The Debye model is used as the model of electrical
medium properties. The frequency dispersion of losses in
the medium is taken into consideration at modeling.
Results of operation modeling of the ground penetrating
radar are described. Results of this paper will be useful for
the ground penetrating radar technology and the
ultrasonic flaw detection.

Keywords:  phase velocity, frequency dispersion, phase
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I. INTRODUCTION
An increase of the radio systems noise-immunity and

effectiveness takes the central place in the modern theory and
engineering of information transmission. During the growth of
the information transmission rate, we see the effect increase of
dispersion characteristics of the communication channel. This
increase is manifested in distortions of the transmitting signal
shape. These distortions can make impossible to extract of
transmitted information from the received signal.

The complex transfer function of the channel route with
the length L  [1] for the plain wave is

( ), exp[ ( ) ]K j L j Lω = − γ ω• • ,                 (1)

where ( ) ( ) ( )jγ ω = β ω − α ω•  is the complex propagation

constant, ( )β ω  is the phase constant, ( )α ω  is the damping
constant.

Signal distortions after passage through the channel route
are caused by disturbances of the amplitude-phase relations
between its spectral components.
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The phase constant ( )β ω  in (1) can be expanded into the
power series around the frequency of the carrier
oscillation 0ω :
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With this very convenient approximation, the signal
envelope (at bottom of fact, information) propagates through
the channel route with the group velocity practically without
distortions.

Using ( )
nRem Ω , we can estimate the relative error of

this approximation as follows:
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where δΩ
 is the relative frequency bandwidth of the signal

spectrum.
However, this condition is necessary but not sufficient.

The thing is that the real and imaginary parts of the substance
permittivity are connected with each other by the Kramers-
Kronig relations. This means that the dispersion of the phase
velocity inevitably accompanies by the damping index ( )α ω
dispersion. Therefore, for the relevancy of the group velocity
approximation, the following equality is necessary:
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With transfer to wideband and ultra-wideband signals, the
error of the group velocity approximation becomes so much
that its application becomes impossible at signal processing.

In traditional radar technology with strongly expressed
frequency dispersion, we can meet not very often, for
example, in tasks of electromagnetic wave propagation in an
ionosphere [2], or in tasks of the radar ground penetrating
sensing [3,4]. In the sonar technology and especially in the
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ultrasonic flaw inspection, we can practically often meet with
the frequency dispersion of the elastic wave velocity.

Firstly, the frequency dispersion leads to the shape
distortion of the probing pulse, and secondly, leads to
disturbance of the direct proportional connection between the
delay time of the reflected signal and the distance to the
sensing object [5]. In the radar ground penetrating technology,
this complicates the deciphering of received data. The problem
of the phase velocity dispersion influence is discussed in
[6,7,8]. The necessity to develop the signal processing
methods, which can decrease its distortions and increase the
accuracy of objects’ sensing remains very relevant. In this
paper, we describe of the one of possible methods of signal
processing at the presence of the frequency dispersion in the
route of its propagation.

II. MATHEMATICAL SUBSTANTIATION OF THE OFFERED
METHOD

If the phase constant ( )β ω  and the route length L  are
known, which is typical for the communication channel, the
task of signal distortion correction can be solved. To decrease
the influence of the frequency dispersion, different methods of
the filter-corrector synthesis are actively developed both in
time and frequency domains. For the transmission line without
losses, such a filter, as a matter of fact, represents the phase
corrector with the phase-frequency response of the following
type:

( ) ( ) .cor Lω β ωΦ =

The task can be also solved if the transmitted signal shape
and ( )γ ω•  are given, while the route length L is unknown and
is a subject to determination. In this case, the initial signal
reconstruction is not required, and L (the sensing object
position) can be determined using the cross-correlation
function ( ), ,t L zΨ  of the received signal ( ),r t L  and the

trial function – the signal model ( ),s t z :

( ), , ( , ) ( , )t L z r t L s t zΨ = ∗ .                   (4)
This situation is typical for manifold radar systems.

Considering (4) as an equation for reconstruction of the
( , )r t L  function, we come to the known procedure of the

deconvolution.
The function ( ), ,t L zΨ  represents the surface above the

plane 0t z . The determination of the L  value is reduced to
the search of the global maximum position of this surface:

( ),M M Mt z LΨ = . However, such the search procedure
requires the large time expenses and the large volume of the
processor memory, while the abscissa value Mt  does not any
interest for us. Therefore, we can try to accelerate this
procedure by excluding the variable t  from the equation (4).

III. INITIAL RELATIONSHIPS OF THE OFFERED ALGORITHM

In order to exclude time from the equation (4), we make
use the generalized signal theory [8].

Let us form on the base of trial functions ( , )s t z  the

{ }
1 2 3( , ), ( , ), ( , ), ...)M s t z s t z s t z=  infinite-dimension linear

set, which, in the general case, forms the linear, complex
functional space [8,9]. In this space, we can form the scalar
product of the signal and the trial function:

( ) ( ) ( )*, ,W z r t L s t z dt
∞

−∞

= ∫ ,                 (5)

which, in essence, represents the mutual energy. According to
the Cauchy–Schwarz inequality:

( ) 2 2 2
W z r s≤ ⋅ ,

where ( ) ( )2 *, ,r r t L r t L dt
∞

−∞

= ∫ and

( ) ( )2 *, ,s s t z s t z dt
∞

−∞

= ∫  is the energy of the signal and

the trial function, relatively.
The equality is fulfilled if:

( ) ( ), ,s t L r t z≡ .
Thus, the variation of the functional (5) solves the problem of
L  determination.

If to make use the generalized Rayleigh's energy theorem
[8], then the functional (5) can be transformed to the form:

( ) ( ) ( )*, ,W z R L S z d
∞

−∞

= ω ω ω∫ •• • ,             (6)

where ( ),R Lω•  and ( ),S zω•  are spectral densities of the
signal and the trial function, relatively.

If ( )γ ω•  is known, and the shape of the transmitted signal

– the probing pulse (PP) ( )y t  and its spectral density ( )Y ω•
– are known, the spectral density of the trial function is:

( ) ( ) ( )[ ], exp 2S z Y j zω = ω − γ ω• • • .
Substituting this in (6), we obtain:

( ) ( ) ( ) ( )[ ]*, exp 2W z R L Y j z d
∞

−∞

= ω ω γ ω ω∫• • • • .    (7)

Thus, the procedure of the distance search to the object can
be performed both in the space-time (6) and the frequency
domains (7). In the first case, it is necessary to transform the
trial function spectrum ( ),S zω•  into the pulse characteristic

of the filter-corrector ( ),h t z . In the second case, we need to

transform the received signal ( ),r t L  into the spectral

function ( ),R Lω• .

IV. THE SOFTWARE REALIZATION OF THE ALGORITHM

Functionals (6) and (7) do not contain time in the explicit
form. Therefore, at digital implementation of the algorithm,
the operation of L  determination can be performed

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 2

ultrasonic flaw inspection, we can practically often meet with
the frequency dispersion of the elastic wave velocity.

Firstly, the frequency dispersion leads to the shape
distortion of the probing pulse, and secondly, leads to
disturbance of the direct proportional connection between the
delay time of the reflected signal and the distance to the
sensing object [5]. In the radar ground penetrating technology,
this complicates the deciphering of received data. The problem
of the phase velocity dispersion influence is discussed in
[6,7,8]. The necessity to develop the signal processing
methods, which can decrease its distortions and increase the
accuracy of objects’ sensing remains very relevant. In this
paper, we describe of the one of possible methods of signal
processing at the presence of the frequency dispersion in the
route of its propagation.

II. MATHEMATICAL SUBSTANTIATION OF THE OFFERED
METHOD

If the phase constant ( )β ω  and the route length L  are
known, which is typical for the communication channel, the
task of signal distortion correction can be solved. To decrease
the influence of the frequency dispersion, different methods of
the filter-corrector synthesis are actively developed both in
time and frequency domains. For the transmission line without
losses, such a filter, as a matter of fact, represents the phase
corrector with the phase-frequency response of the following
type:

( ) ( ) .cor Lω β ωΦ =

The task can be also solved if the transmitted signal shape
and ( )γ ω•  are given, while the route length L is unknown and
is a subject to determination. In this case, the initial signal
reconstruction is not required, and L (the sensing object
position) can be determined using the cross-correlation
function ( ), ,t L zΨ  of the received signal ( ),r t L  and the

trial function – the signal model ( ),s t z :

( ), , ( , ) ( , )t L z r t L s t zΨ = ∗ .                   (4)
This situation is typical for manifold radar systems.

Considering (4) as an equation for reconstruction of the
( , )r t L  function, we come to the known procedure of the

deconvolution.
The function ( ), ,t L zΨ  represents the surface above the

plane 0t z . The determination of the L  value is reduced to
the search of the global maximum position of this surface:

( ),M M Mt z LΨ = . However, such the search procedure
requires the large time expenses and the large volume of the
processor memory, while the abscissa value Mt  does not any
interest for us. Therefore, we can try to accelerate this
procedure by excluding the variable t  from the equation (4).

III. INITIAL RELATIONSHIPS OF THE OFFERED ALGORITHM

In order to exclude time from the equation (4), we make
use the generalized signal theory [8].

Let us form on the base of trial functions ( , )s t z  the

{ }
1 2 3( , ), ( , ), ( , ), ...)M s t z s t z s t z=  infinite-dimension linear

set, which, in the general case, forms the linear, complex
functional space [8,9]. In this space, we can form the scalar
product of the signal and the trial function:

( ) ( ) ( )*, ,W z r t L s t z dt
∞

−∞

= ∫ ,                 (5)

which, in essence, represents the mutual energy. According to
the Cauchy–Schwarz inequality:

( ) 2 2 2
W z r s≤ ⋅ ,

where ( ) ( )2 *, ,r r t L r t L dt
∞

−∞

= ∫ and

( ) ( )2 *, ,s s t z s t z dt
∞

−∞

= ∫  is the energy of the signal and

the trial function, relatively.
The equality is fulfilled if:

( ) ( ), ,s t L r t z≡ .
Thus, the variation of the functional (5) solves the problem of
L  determination.

If to make use the generalized Rayleigh's energy theorem
[8], then the functional (5) can be transformed to the form:

( ) ( ) ( )*, ,W z R L S z d
∞

−∞

= ω ω ω∫ •• • ,             (6)

where ( ),R Lω•  and ( ),S zω•  are spectral densities of the
signal and the trial function, relatively.

If ( )γ ω•  is known, and the shape of the transmitted signal

– the probing pulse (PP) ( )y t  and its spectral density ( )Y ω•
– are known, the spectral density of the trial function is:

( ) ( ) ( )[ ], exp 2S z Y j zω = ω − γ ω• • • .
Substituting this in (6), we obtain:

( ) ( ) ( ) ( )[ ]*, exp 2W z R L Y j z d
∞

−∞

= ω ω γ ω ω∫• • • • .    (7)

Thus, the procedure of the distance search to the object can
be performed both in the space-time (6) and the frequency
domains (7). In the first case, it is necessary to transform the
trial function spectrum ( ),S zω•  into the pulse characteristic

of the filter-corrector ( ),h t z . In the second case, we need to

transform the received signal ( ),r t L  into the spectral

function ( ),R Lω• .

IV. THE SOFTWARE REALIZATION OF THE ALGORITHM

Functionals (6) and (7) do not contain time in the explicit
form. Therefore, at digital implementation of the algorithm,
the operation of L  determination can be performed

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 2

ultrasonic flaw inspection, we can practically often meet with
the frequency dispersion of the elastic wave velocity.

Firstly, the frequency dispersion leads to the shape
distortion of the probing pulse, and secondly, leads to
disturbance of the direct proportional connection between the
delay time of the reflected signal and the distance to the
sensing object [5]. In the radar ground penetrating technology,
this complicates the deciphering of received data. The problem
of the phase velocity dispersion influence is discussed in
[6,7,8]. The necessity to develop the signal processing
methods, which can decrease its distortions and increase the
accuracy of objects’ sensing remains very relevant. In this
paper, we describe of the one of possible methods of signal
processing at the presence of the frequency dispersion in the
route of its propagation.

II. MATHEMATICAL SUBSTANTIATION OF THE OFFERED
METHOD

If the phase constant ( )β ω  and the route length L  are
known, which is typical for the communication channel, the
task of signal distortion correction can be solved. To decrease
the influence of the frequency dispersion, different methods of
the filter-corrector synthesis are actively developed both in
time and frequency domains. For the transmission line without
losses, such a filter, as a matter of fact, represents the phase
corrector with the phase-frequency response of the following
type:

( ) ( ) .cor Lω β ωΦ =

The task can be also solved if the transmitted signal shape
and ( )γ ω•  are given, while the route length L is unknown and
is a subject to determination. In this case, the initial signal
reconstruction is not required, and L (the sensing object
position) can be determined using the cross-correlation
function ( ), ,t L zΨ  of the received signal ( ),r t L  and the

trial function – the signal model ( ),s t z :

( ), , ( , ) ( , )t L z r t L s t zΨ = ∗ .                   (4)
This situation is typical for manifold radar systems.

Considering (4) as an equation for reconstruction of the
( , )r t L  function, we come to the known procedure of the

deconvolution.
The function ( ), ,t L zΨ  represents the surface above the

plane 0t z . The determination of the L  value is reduced to
the search of the global maximum position of this surface:

( ),M M Mt z LΨ = . However, such the search procedure
requires the large time expenses and the large volume of the
processor memory, while the abscissa value Mt  does not any
interest for us. Therefore, we can try to accelerate this
procedure by excluding the variable t  from the equation (4).

III. INITIAL RELATIONSHIPS OF THE OFFERED ALGORITHM

In order to exclude time from the equation (4), we make
use the generalized signal theory [8].

Let us form on the base of trial functions ( , )s t z  the

{ }
1 2 3( , ), ( , ), ( , ), ...)M s t z s t z s t z=  infinite-dimension linear

set, which, in the general case, forms the linear, complex
functional space [8,9]. In this space, we can form the scalar
product of the signal and the trial function:

( ) ( ) ( )*, ,W z r t L s t z dt
∞

−∞

= ∫ ,                 (5)

which, in essence, represents the mutual energy. According to
the Cauchy–Schwarz inequality:

( ) 2 2 2
W z r s≤ ⋅ ,

where ( ) ( )2 *, ,r r t L r t L dt
∞

−∞

= ∫ and

( ) ( )2 *, ,s s t z s t z dt
∞

−∞

= ∫  is the energy of the signal and

the trial function, relatively.
The equality is fulfilled if:

( ) ( ), ,s t L r t z≡ .
Thus, the variation of the functional (5) solves the problem of
L  determination.

If to make use the generalized Rayleigh's energy theorem
[8], then the functional (5) can be transformed to the form:

( ) ( ) ( )*, ,W z R L S z d
∞

−∞

= ω ω ω∫ •• • ,             (6)

where ( ),R Lω•  and ( ),S zω•  are spectral densities of the
signal and the trial function, relatively.

If ( )γ ω•  is known, and the shape of the transmitted signal

– the probing pulse (PP) ( )y t  and its spectral density ( )Y ω•
– are known, the spectral density of the trial function is:

( ) ( ) ( )[ ], exp 2S z Y j zω = ω − γ ω• • • .
Substituting this in (6), we obtain:

( ) ( ) ( ) ( )[ ]*, exp 2W z R L Y j z d
∞

−∞

= ω ω γ ω ω∫• • • • .    (7)

Thus, the procedure of the distance search to the object can
be performed both in the space-time (6) and the frequency
domains (7). In the first case, it is necessary to transform the
trial function spectrum ( ),S zω•  into the pulse characteristic

of the filter-corrector ( ),h t z . In the second case, we need to

transform the received signal ( ),r t L  into the spectral

function ( ),R Lω• .

IV. THE SOFTWARE REALIZATION OF THE ALGORITHM

Functionals (6) and (7) do not contain time in the explicit
form. Therefore, at digital implementation of the algorithm,
the operation of L  determination can be performed

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 2

ultrasonic flaw inspection, we can practically often meet with
the frequency dispersion of the elastic wave velocity.

Firstly, the frequency dispersion leads to the shape
distortion of the probing pulse, and secondly, leads to
disturbance of the direct proportional connection between the
delay time of the reflected signal and the distance to the
sensing object [5]. In the radar ground penetrating technology,
this complicates the deciphering of received data. The problem
of the phase velocity dispersion influence is discussed in
[6,7,8]. The necessity to develop the signal processing
methods, which can decrease its distortions and increase the
accuracy of objects’ sensing remains very relevant. In this
paper, we describe of the one of possible methods of signal
processing at the presence of the frequency dispersion in the
route of its propagation.

II. MATHEMATICAL SUBSTANTIATION OF THE OFFERED
METHOD

If the phase constant ( )β ω  and the route length L  are
known, which is typical for the communication channel, the
task of signal distortion correction can be solved. To decrease
the influence of the frequency dispersion, different methods of
the filter-corrector synthesis are actively developed both in
time and frequency domains. For the transmission line without
losses, such a filter, as a matter of fact, represents the phase
corrector with the phase-frequency response of the following
type:

( ) ( ) .cor Lω β ωΦ =

The task can be also solved if the transmitted signal shape
and ( )γ ω•  are given, while the route length L is unknown and
is a subject to determination. In this case, the initial signal
reconstruction is not required, and L (the sensing object
position) can be determined using the cross-correlation
function ( ), ,t L zΨ  of the received signal ( ),r t L  and the

trial function – the signal model ( ),s t z :

( ), , ( , ) ( , )t L z r t L s t zΨ = ∗ .                   (4)
This situation is typical for manifold radar systems.

Considering (4) as an equation for reconstruction of the
( , )r t L  function, we come to the known procedure of the

deconvolution.
The function ( ), ,t L zΨ  represents the surface above the

plane 0t z . The determination of the L  value is reduced to
the search of the global maximum position of this surface:

( ),M M Mt z LΨ = . However, such the search procedure
requires the large time expenses and the large volume of the
processor memory, while the abscissa value Mt  does not any
interest for us. Therefore, we can try to accelerate this
procedure by excluding the variable t  from the equation (4).

III. INITIAL RELATIONSHIPS OF THE OFFERED ALGORITHM

In order to exclude time from the equation (4), we make
use the generalized signal theory [8].

Let us form on the base of trial functions ( , )s t z  the

{ }
1 2 3( , ), ( , ), ( , ), ...)M s t z s t z s t z=  infinite-dimension linear

set, which, in the general case, forms the linear, complex
functional space [8,9]. In this space, we can form the scalar
product of the signal and the trial function:

( ) ( ) ( )*, ,W z r t L s t z dt
∞

−∞

= ∫ ,                 (5)

which, in essence, represents the mutual energy. According to
the Cauchy–Schwarz inequality:

( ) 2 2 2
W z r s≤ ⋅ ,

where ( ) ( )2 *, ,r r t L r t L dt
∞

−∞

= ∫ and

( ) ( )2 *, ,s s t z s t z dt
∞

−∞

= ∫  is the energy of the signal and

the trial function, relatively.
The equality is fulfilled if:

( ) ( ), ,s t L r t z≡ .
Thus, the variation of the functional (5) solves the problem of
L  determination.

If to make use the generalized Rayleigh's energy theorem
[8], then the functional (5) can be transformed to the form:

( ) ( ) ( )*, ,W z R L S z d
∞

−∞

= ω ω ω∫ •• • ,             (6)

where ( ),R Lω•  and ( ),S zω•  are spectral densities of the
signal and the trial function, relatively.

If ( )γ ω•  is known, and the shape of the transmitted signal

– the probing pulse (PP) ( )y t  and its spectral density ( )Y ω•
– are known, the spectral density of the trial function is:

( ) ( ) ( )[ ], exp 2S z Y j zω = ω − γ ω• • • .
Substituting this in (6), we obtain:

( ) ( ) ( ) ( )[ ]*, exp 2W z R L Y j z d
∞

−∞

= ω ω γ ω ω∫• • • • .    (7)

Thus, the procedure of the distance search to the object can
be performed both in the space-time (6) and the frequency
domains (7). In the first case, it is necessary to transform the
trial function spectrum ( ),S zω•  into the pulse characteristic

of the filter-corrector ( ),h t z . In the second case, we need to

transform the received signal ( ),r t L  into the spectral

function ( ),R Lω• .

IV. THE SOFTWARE REALIZATION OF THE ALGORITHM

Functionals (6) and (7) do not contain time in the explicit
form. Therefore, at digital implementation of the algorithm,
the operation of L  determination can be performed

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 2

ultrasonic flaw inspection, we can practically often meet with
the frequency dispersion of the elastic wave velocity.

Firstly, the frequency dispersion leads to the shape
distortion of the probing pulse, and secondly, leads to
disturbance of the direct proportional connection between the
delay time of the reflected signal and the distance to the
sensing object [5]. In the radar ground penetrating technology,
this complicates the deciphering of received data. The problem
of the phase velocity dispersion influence is discussed in
[6,7,8]. The necessity to develop the signal processing
methods, which can decrease its distortions and increase the
accuracy of objects’ sensing remains very relevant. In this
paper, we describe of the one of possible methods of signal
processing at the presence of the frequency dispersion in the
route of its propagation.

II. MATHEMATICAL SUBSTANTIATION OF THE OFFERED
METHOD

If the phase constant ( )β ω  and the route length L  are
known, which is typical for the communication channel, the
task of signal distortion correction can be solved. To decrease
the influence of the frequency dispersion, different methods of
the filter-corrector synthesis are actively developed both in
time and frequency domains. For the transmission line without
losses, such a filter, as a matter of fact, represents the phase
corrector with the phase-frequency response of the following
type:

( ) ( ) .cor Lω β ωΦ =

The task can be also solved if the transmitted signal shape
and ( )γ ω•  are given, while the route length L is unknown and
is a subject to determination. In this case, the initial signal
reconstruction is not required, and L (the sensing object
position) can be determined using the cross-correlation
function ( ), ,t L zΨ  of the received signal ( ),r t L  and the

trial function – the signal model ( ),s t z :

( ), , ( , ) ( , )t L z r t L s t zΨ = ∗ .                   (4)
This situation is typical for manifold radar systems.

Considering (4) as an equation for reconstruction of the
( , )r t L  function, we come to the known procedure of the

deconvolution.
The function ( ), ,t L zΨ  represents the surface above the

plane 0t z . The determination of the L  value is reduced to
the search of the global maximum position of this surface:

( ),M M Mt z LΨ = . However, such the search procedure
requires the large time expenses and the large volume of the
processor memory, while the abscissa value Mt  does not any
interest for us. Therefore, we can try to accelerate this
procedure by excluding the variable t  from the equation (4).

III. INITIAL RELATIONSHIPS OF THE OFFERED ALGORITHM

In order to exclude time from the equation (4), we make
use the generalized signal theory [8].

Let us form on the base of trial functions ( , )s t z  the

{ }
1 2 3( , ), ( , ), ( , ), ...)M s t z s t z s t z=  infinite-dimension linear

set, which, in the general case, forms the linear, complex
functional space [8,9]. In this space, we can form the scalar
product of the signal and the trial function:

( ) ( ) ( )*, ,W z r t L s t z dt
∞

−∞

= ∫ ,                 (5)

which, in essence, represents the mutual energy. According to
the Cauchy–Schwarz inequality:

( ) 2 2 2
W z r s≤ ⋅ ,

where ( ) ( )2 *, ,r r t L r t L dt
∞

−∞

= ∫ and

( ) ( )2 *, ,s s t z s t z dt
∞

−∞

= ∫  is the energy of the signal and

the trial function, relatively.
The equality is fulfilled if:

( ) ( ), ,s t L r t z≡ .
Thus, the variation of the functional (5) solves the problem of
L  determination.

If to make use the generalized Rayleigh's energy theorem
[8], then the functional (5) can be transformed to the form:

( ) ( ) ( )*, ,W z R L S z d
∞

−∞

= ω ω ω∫ •• • ,             (6)

where ( ),R Lω•  and ( ),S zω•  are spectral densities of the
signal and the trial function, relatively.

If ( )γ ω•  is known, and the shape of the transmitted signal

– the probing pulse (PP) ( )y t  and its spectral density ( )Y ω•
– are known, the spectral density of the trial function is:

( ) ( ) ( )[ ], exp 2S z Y j zω = ω − γ ω• • • .
Substituting this in (6), we obtain:

( ) ( ) ( ) ( )[ ]*, exp 2W z R L Y j z d
∞

−∞

= ω ω γ ω ω∫• • • • .    (7)

Thus, the procedure of the distance search to the object can
be performed both in the space-time (6) and the frequency
domains (7). In the first case, it is necessary to transform the
trial function spectrum ( ),S zω•  into the pulse characteristic

of the filter-corrector ( ),h t z . In the second case, we need to

transform the received signal ( ),r t L  into the spectral

function ( ),R Lω• .

IV. THE SOFTWARE REALIZATION OF THE ALGORITHM

Functionals (6) and (7) do not contain time in the explicit
form. Therefore, at digital implementation of the algorithm,
the operation of L  determination can be performed

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 2

ultrasonic flaw inspection, we can practically often meet with
the frequency dispersion of the elastic wave velocity.

Firstly, the frequency dispersion leads to the shape
distortion of the probing pulse, and secondly, leads to
disturbance of the direct proportional connection between the
delay time of the reflected signal and the distance to the
sensing object [5]. In the radar ground penetrating technology,
this complicates the deciphering of received data. The problem
of the phase velocity dispersion influence is discussed in
[6,7,8]. The necessity to develop the signal processing
methods, which can decrease its distortions and increase the
accuracy of objects’ sensing remains very relevant. In this
paper, we describe of the one of possible methods of signal
processing at the presence of the frequency dispersion in the
route of its propagation.

II. MATHEMATICAL SUBSTANTIATION OF THE OFFERED
METHOD

If the phase constant ( )β ω  and the route length L  are
known, which is typical for the communication channel, the
task of signal distortion correction can be solved. To decrease
the influence of the frequency dispersion, different methods of
the filter-corrector synthesis are actively developed both in
time and frequency domains. For the transmission line without
losses, such a filter, as a matter of fact, represents the phase
corrector with the phase-frequency response of the following
type:

( ) ( ) .cor Lω β ωΦ =

The task can be also solved if the transmitted signal shape
and ( )γ ω•  are given, while the route length L is unknown and
is a subject to determination. In this case, the initial signal
reconstruction is not required, and L (the sensing object
position) can be determined using the cross-correlation
function ( ), ,t L zΨ  of the received signal ( ),r t L  and the

trial function – the signal model ( ),s t z :

( ), , ( , ) ( , )t L z r t L s t zΨ = ∗ .                   (4)
This situation is typical for manifold radar systems.

Considering (4) as an equation for reconstruction of the
( , )r t L  function, we come to the known procedure of the

deconvolution.
The function ( ), ,t L zΨ  represents the surface above the

plane 0t z . The determination of the L  value is reduced to
the search of the global maximum position of this surface:

( ),M M Mt z LΨ = . However, such the search procedure
requires the large time expenses and the large volume of the
processor memory, while the abscissa value Mt  does not any
interest for us. Therefore, we can try to accelerate this
procedure by excluding the variable t  from the equation (4).

III. INITIAL RELATIONSHIPS OF THE OFFERED ALGORITHM

In order to exclude time from the equation (4), we make
use the generalized signal theory [8].

Let us form on the base of trial functions ( , )s t z  the

{ }
1 2 3( , ), ( , ), ( , ), ...)M s t z s t z s t z=  infinite-dimension linear

set, which, in the general case, forms the linear, complex
functional space [8,9]. In this space, we can form the scalar
product of the signal and the trial function:

( ) ( ) ( )*, ,W z r t L s t z dt
∞

−∞

= ∫ ,                 (5)

which, in essence, represents the mutual energy. According to
the Cauchy–Schwarz inequality:

( ) 2 2 2
W z r s≤ ⋅ ,

where ( ) ( )2 *, ,r r t L r t L dt
∞

−∞

= ∫ and

( ) ( )2 *, ,s s t z s t z dt
∞

−∞

= ∫  is the energy of the signal and

the trial function, relatively.
The equality is fulfilled if:

( ) ( ), ,s t L r t z≡ .
Thus, the variation of the functional (5) solves the problem of
L  determination.

If to make use the generalized Rayleigh's energy theorem
[8], then the functional (5) can be transformed to the form:

( ) ( ) ( )*, ,W z R L S z d
∞

−∞

= ω ω ω∫ •• • ,             (6)

where ( ),R Lω•  and ( ),S zω•  are spectral densities of the
signal and the trial function, relatively.

If ( )γ ω•  is known, and the shape of the transmitted signal

– the probing pulse (PP) ( )y t  and its spectral density ( )Y ω•
– are known, the spectral density of the trial function is:

( ) ( ) ( )[ ], exp 2S z Y j zω = ω − γ ω• • • .
Substituting this in (6), we obtain:

( ) ( ) ( ) ( )[ ]*, exp 2W z R L Y j z d
∞

−∞

= ω ω γ ω ω∫• • • • .    (7)

Thus, the procedure of the distance search to the object can
be performed both in the space-time (6) and the frequency
domains (7). In the first case, it is necessary to transform the
trial function spectrum ( ),S zω•  into the pulse characteristic

of the filter-corrector ( ),h t z . In the second case, we need to

transform the received signal ( ),r t L  into the spectral

function ( ),R Lω• .

IV. THE SOFTWARE REALIZATION OF THE ALGORITHM

Functionals (6) and (7) do not contain time in the explicit
form. Therefore, at digital implementation of the algorithm,
the operation of L  determination can be performed

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 2

ultrasonic flaw inspection, we can practically often meet with
the frequency dispersion of the elastic wave velocity.

Firstly, the frequency dispersion leads to the shape
distortion of the probing pulse, and secondly, leads to
disturbance of the direct proportional connection between the
delay time of the reflected signal and the distance to the
sensing object [5]. In the radar ground penetrating technology,
this complicates the deciphering of received data. The problem
of the phase velocity dispersion influence is discussed in
[6,7,8]. The necessity to develop the signal processing
methods, which can decrease its distortions and increase the
accuracy of objects’ sensing remains very relevant. In this
paper, we describe of the one of possible methods of signal
processing at the presence of the frequency dispersion in the
route of its propagation.

II. MATHEMATICAL SUBSTANTIATION OF THE OFFERED
METHOD

If the phase constant ( )β ω  and the route length L  are
known, which is typical for the communication channel, the
task of signal distortion correction can be solved. To decrease
the influence of the frequency dispersion, different methods of
the filter-corrector synthesis are actively developed both in
time and frequency domains. For the transmission line without
losses, such a filter, as a matter of fact, represents the phase
corrector with the phase-frequency response of the following
type:

( ) ( ) .cor Lω β ωΦ =

The task can be also solved if the transmitted signal shape
and ( )γ ω•  are given, while the route length L is unknown and
is a subject to determination. In this case, the initial signal
reconstruction is not required, and L (the sensing object
position) can be determined using the cross-correlation
function ( ), ,t L zΨ  of the received signal ( ),r t L  and the

trial function – the signal model ( ),s t z :

( ), , ( , ) ( , )t L z r t L s t zΨ = ∗ .                   (4)
This situation is typical for manifold radar systems.

Considering (4) as an equation for reconstruction of the
( , )r t L  function, we come to the known procedure of the

deconvolution.
The function ( ), ,t L zΨ  represents the surface above the

plane 0t z . The determination of the L  value is reduced to
the search of the global maximum position of this surface:

( ),M M Mt z LΨ = . However, such the search procedure
requires the large time expenses and the large volume of the
processor memory, while the abscissa value Mt  does not any
interest for us. Therefore, we can try to accelerate this
procedure by excluding the variable t  from the equation (4).

III. INITIAL RELATIONSHIPS OF THE OFFERED ALGORITHM

In order to exclude time from the equation (4), we make
use the generalized signal theory [8].

Let us form on the base of trial functions ( , )s t z  the

{ }
1 2 3( , ), ( , ), ( , ), ...)M s t z s t z s t z=  infinite-dimension linear

set, which, in the general case, forms the linear, complex
functional space [8,9]. In this space, we can form the scalar
product of the signal and the trial function:

( ) ( ) ( )*, ,W z r t L s t z dt
∞

−∞

= ∫ ,                 (5)

which, in essence, represents the mutual energy. According to
the Cauchy–Schwarz inequality:

( ) 2 2 2
W z r s≤ ⋅ ,

where ( ) ( )2 *, ,r r t L r t L dt
∞

−∞

= ∫ and

( ) ( )2 *, ,s s t z s t z dt
∞

−∞

= ∫  is the energy of the signal and

the trial function, relatively.
The equality is fulfilled if:

( ) ( ), ,s t L r t z≡ .
Thus, the variation of the functional (5) solves the problem of
L  determination.

If to make use the generalized Rayleigh's energy theorem
[8], then the functional (5) can be transformed to the form:

( ) ( ) ( )*, ,W z R L S z d
∞

−∞

= ω ω ω∫ •• • ,             (6)

where ( ),R Lω•  and ( ),S zω•  are spectral densities of the
signal and the trial function, relatively.

If ( )γ ω•  is known, and the shape of the transmitted signal

– the probing pulse (PP) ( )y t  and its spectral density ( )Y ω•
– are known, the spectral density of the trial function is:

( ) ( ) ( )[ ], exp 2S z Y j zω = ω − γ ω• • • .
Substituting this in (6), we obtain:

( ) ( ) ( ) ( )[ ]*, exp 2W z R L Y j z d
∞

−∞

= ω ω γ ω ω∫• • • • .    (7)

Thus, the procedure of the distance search to the object can
be performed both in the space-time (6) and the frequency
domains (7). In the first case, it is necessary to transform the
trial function spectrum ( ),S zω•  into the pulse characteristic

of the filter-corrector ( ),h t z . In the second case, we need to

transform the received signal ( ),r t L  into the spectral

function ( ),R Lω• .

IV. THE SOFTWARE REALIZATION OF THE ALGORITHM

Functionals (6) and (7) do not contain time in the explicit
form. Therefore, at digital implementation of the algorithm,
the operation of L  determination can be performed
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the SP shape is essentially distorted owing to the frequency
dispersion of the medium parameters (see Figure 2b).

a)

                                 b)
Figure 2. The signal in the receiver output at the absence ( )
and at the presence (b) of the phase velocity dispersion, the

dotted line corresponds to gr grt L V=

The delay of the first pulse is equal to
2.846gr grt L V= = . The group delay time of the second

pulse does not practically differ from 2.846grt = . The error

estimation in accordance with (2) gives 53 10−

β
δ ≈ ⋅ . It would

seem that the group velocity approximation may be fully used.
However, the signal shape in Figure 2b essentially differs
from SP.

Distortions are the result of the frequency dependence of
the damping index. For SP of the (10) type in the region

grt t> , the instantaneous frequency is less than
0f  and the

wave is less while for grt t<  the situation is opposite. The

error estimation in accordance with (3) gives 0.5
α

δ ≈ .
Obviously that the group velocity approximation cannot be
used for the used SP and the medium parameters.

Thus, in spite of the fact that the group velocity is known,
the distance determination to the object in the time domain is
impossible.

Figure 3 shows the result of the numerical modeling of the
above-described method of the object detection in the medium
with the frequiency dispersion. The object is situated on the
depth of 64 wavelength.

The plot of the mutual energy displaces directly in co-
ordinates of the geometrical space. We see that the signal can
be well compressed, which guarantees an accuracy of object
position determination.

Modeling results of the stepwise operation mode for GPR
are presented in Figures 4 and 5.

Figure 3. The modeling result of the method of distance
determination to the object in the medium with the frequency

dispersion

Figure 4 shows the totality of GPR routes at its
displacements in the horizontal direction. The depth of the
object bedding (the equivalent reflection point) is 024objz = λ .
The peculiarity of Figure 4 consists in the fact that the
algorithm described presents routes directly in co-ordinates
depth-displacement.

Figure 4. The set of GPR routes at its displacements along the
horizontal axis

The result of the model signal processing in the form of the
tonal image is presented in Figure 5.

Figure 5. The graphical representation of modeling results.

As in Figure 4, the result presents directly in the
geometrical space. The parabolic profile is clearly seen in the
figure. Its peak corresponds to the object bedding depth.

VII. CONCLUSIONS

We have shown a possibility to use the wideband chirp
pulse signals in systems of ground penetrating radar sensing
under conditions when we cannot apply the conception of the
group delay time of the sensing pulses.

The offered method of signal processing allows the
essential reduction of the influence of the frequency dispersion
of medium properties upon an accuracy of the object position
determination. Since the one of the distinguished features is
the presentation of signal processing results of the geo-radar
directly in natural geometrical space instead of “time-
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independently on the operation of other parts of the system,
using stored in the separate memory buffer of the signal,
which is received on the next stage of the radar operation.

Since the object position is unknown in advance and the
receiver signal shape differs from PP, the search in the
distance can be performed only on the signal sample with the
duration not less then 2D grT D V≤ , where D  and grV  are the
system operation distance and the group velocity on the
central frequency, relatively.

The functional flow block-diagram is shown in Figure 1.

Figure 1. The functional flow block-diagram of the system:
SynP is the synchronization pulse, SP is the radiation interval
τ  of the sensing pulse, ODR is the operation distance range,

FSP is the flow of signal processing

The upper part of the diagram represents the flow of data
recording, which are recorded into the memory buffer for the
further parallel procesing.

As the example, we examine the spectral method of the
object position determination. The functional (6) in the
discrete form has the form:

1
*

,

0

M

n m m n

m

W R S
−

=

= Δω∑ •• • ,                        (8)

where ( )
m mR R= ω• • , ( ) ( ), exp 2m n m mS Y j n z= ω − γ Δ• • • ,

0, 1n N= − . For discrete samples
nW•  the recerrent relation

acts:

( )
1

1

0

exp 2
M

n n m
m

W W j z
−

+

=

= Δω − γ Δ∑• • • ,                 (9)

which allows the accelreration of the functional values
calculation.

The number of samples M  and the discretization
frequency 1d df = τ  are determined as usual. As to the the
step in zΔ , it is determined by the spatial spread of the SP
autocorrelation function.

V. PRELIMINARY PREREQUISITES TO THE ALGORITHM
MODELING

In the ground penetrating radar (GPR), two operating
modes are used [3,4,10]: the pulse mode and the Continuous
Wave GPR (CW-GPR) mode. Both in the first and in the
second case, the ultra-wideband sensing pulses are used.

In the pulse GPR, these are radio pulses containing the pair
or of periods of the carrier frequency. In CW-GPR, the signal
with linear frequency modulation is used or the train of short
pulses, which frequency varies in the wide limits by steps (the
Step Frequency GPR - SF-GPR) [3,10,11].

As the illustration of the offered method, we perform the
numerical modeling for the signal with the linear frequency
modulation of the following type:

2 2
0( ) exp[ ( / ) cos[2 ( / ) ( / ) ],mu t U t f t B tτ π τ π τ= − −   (10)

where
mU  is the SP amplitude, τ  is the pulse duration on the

level of 1e− ,
0f  is the frequency of the carrier oscillation, B

the signal base.
The signal choice in the form of (10) is caused by the fact

that its’ spectral density is expressed through the elementary
functions. This allows the presentation of the trial function in
the form of the formula avoiding the utilization of the Fourier
transform.

For the sake of more generalization achievement, we use
further the normalized time t t= τ , the non-dimension

frequency of the carrier oscillation
0 0F f= τ  and non-

dimension co-ordinate
0z z= λ , where

0 0C fλ =  is the
wavelength in the vacuum, and C  is the light speed.

To describe the electrical properties of the humid soil, we
use models, which take into consideration the orientation
polarization and the ionic conduction [3,6,7,12,13]. In
conformity with tasks of the ground penetrating radar,
parameters of such models are obtained as the result of the
numerous experiments.

The orientation polarization is described by the Debye
model:

( )
1 1 2

st st

rl rlj j F
∞ ∞

∞ ∞

ε − ε ε − ε
ε ω = ε + = ε +

+ ωτ + π Τ
• ,     (11)

where
∞
ε  and stε  is the relative permittivity at ω → ∞  and

0ω = , relatively; rlτ  in the relaxation time of the orientation

polarization,
0rl rl fΤ = τ .

To illustrate the possibilities of the above-described
method, we can be limited by the single-component medium
model. For numerical modeling, we use parameters of the
hypothetic medium presented in [13]. We take in (11):

8.1stε = , 5.7stε = , 22rlτ =  ps. For the frequency
0f  about

100 MHz,
rlΤ  has an order of 310− .

VI. NUMERICAL MODELING OF THE METHOD
The modeling software consists of two parts. The first one

imitates the SP propagation in the route and operation of the
homodyne receiver. The second part is the processing
algorithm itself.

At signal modeling
0 128f τ = , 32B =  ( 25%

Ω
δ = ). In

the medium model (11) we use 0.002rlΤ = .
Results of signal modeling received from the distance

64L =  wavelengths are presented in Figure 2. The first pulse
corresponds to SP propagation at the dispersion absence
( 0rlΤ = ), and the second – to its presence. We well see that
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the SP shape is essentially distorted owing to the frequency
dispersion of the medium parameters (see Figure 2b).

a)

                                 b)
Figure 2. The signal in the receiver output at the absence ( )
and at the presence (b) of the phase velocity dispersion, the

dotted line corresponds to gr grt L V=

The delay of the first pulse is equal to
2.846gr grt L V= = . The group delay time of the second

pulse does not practically differ from 2.846grt = . The error

estimation in accordance with (2) gives 53 10−

β
δ ≈ ⋅ . It would

seem that the group velocity approximation may be fully used.
However, the signal shape in Figure 2b essentially differs
from SP.

Distortions are the result of the frequency dependence of
the damping index. For SP of the (10) type in the region

grt t> , the instantaneous frequency is less than
0f  and the

wave is less while for grt t<  the situation is opposite. The

error estimation in accordance with (3) gives 0.5
α

δ ≈ .
Obviously that the group velocity approximation cannot be
used for the used SP and the medium parameters.

Thus, in spite of the fact that the group velocity is known,
the distance determination to the object in the time domain is
impossible.

Figure 3 shows the result of the numerical modeling of the
above-described method of the object detection in the medium
with the frequiency dispersion. The object is situated on the
depth of 64 wavelength.

The plot of the mutual energy displaces directly in co-
ordinates of the geometrical space. We see that the signal can
be well compressed, which guarantees an accuracy of object
position determination.

Modeling results of the stepwise operation mode for GPR
are presented in Figures 4 and 5.

Figure 3. The modeling result of the method of distance
determination to the object in the medium with the frequency

dispersion

Figure 4 shows the totality of GPR routes at its
displacements in the horizontal direction. The depth of the
object bedding (the equivalent reflection point) is 024objz = λ .
The peculiarity of Figure 4 consists in the fact that the
algorithm described presents routes directly in co-ordinates
depth-displacement.

Figure 4. The set of GPR routes at its displacements along the
horizontal axis

The result of the model signal processing in the form of the
tonal image is presented in Figure 5.

Figure 5. The graphical representation of modeling results.

As in Figure 4, the result presents directly in the
geometrical space. The parabolic profile is clearly seen in the
figure. Its peak corresponds to the object bedding depth.

VII. CONCLUSIONS

We have shown a possibility to use the wideband chirp
pulse signals in systems of ground penetrating radar sensing
under conditions when we cannot apply the conception of the
group delay time of the sensing pulses.

The offered method of signal processing allows the
essential reduction of the influence of the frequency dispersion
of medium properties upon an accuracy of the object position
determination. Since the one of the distinguished features is
the presentation of signal processing results of the geo-radar
directly in natural geometrical space instead of “time-

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 3

independently on the operation of other parts of the system,
using stored in the separate memory buffer of the signal,
which is received on the next stage of the radar operation.

Since the object position is unknown in advance and the
receiver signal shape differs from PP, the search in the
distance can be performed only on the signal sample with the
duration not less then 2D grT D V≤ , where D  and grV  are the
system operation distance and the group velocity on the
central frequency, relatively.

The functional flow block-diagram is shown in Figure 1.

Figure 1. The functional flow block-diagram of the system:
SynP is the synchronization pulse, SP is the radiation interval
τ  of the sensing pulse, ODR is the operation distance range,

FSP is the flow of signal processing

The upper part of the diagram represents the flow of data
recording, which are recorded into the memory buffer for the
further parallel procesing.

As the example, we examine the spectral method of the
object position determination. The functional (6) in the
discrete form has the form:

1
*

,

0

M

n m m n

m

W R S
−

=

= Δω∑ •• • ,                        (8)

where ( )
m mR R= ω• • , ( ) ( ), exp 2m n m mS Y j n z= ω − γ Δ• • • ,

0, 1n N= − . For discrete samples
nW•  the recerrent relation

acts:

( )
1

1

0

exp 2
M

n n m
m

W W j z
−

+

=

= Δω − γ Δ∑• • • ,                 (9)

which allows the accelreration of the functional values
calculation.

The number of samples M  and the discretization
frequency 1d df = τ  are determined as usual. As to the the
step in zΔ , it is determined by the spatial spread of the SP
autocorrelation function.

V. PRELIMINARY PREREQUISITES TO THE ALGORITHM
MODELING

In the ground penetrating radar (GPR), two operating
modes are used [3,4,10]: the pulse mode and the Continuous
Wave GPR (CW-GPR) mode. Both in the first and in the
second case, the ultra-wideband sensing pulses are used.

In the pulse GPR, these are radio pulses containing the pair
or of periods of the carrier frequency. In CW-GPR, the signal
with linear frequency modulation is used or the train of short
pulses, which frequency varies in the wide limits by steps (the
Step Frequency GPR - SF-GPR) [3,10,11].

As the illustration of the offered method, we perform the
numerical modeling for the signal with the linear frequency
modulation of the following type:

2 2
0( ) exp[ ( / ) cos[2 ( / ) ( / ) ],mu t U t f t B tτ π τ π τ= − −   (10)

where
mU  is the SP amplitude, τ  is the pulse duration on the

level of 1e− ,
0f  is the frequency of the carrier oscillation, B

the signal base.
The signal choice in the form of (10) is caused by the fact

that its’ spectral density is expressed through the elementary
functions. This allows the presentation of the trial function in
the form of the formula avoiding the utilization of the Fourier
transform.

For the sake of more generalization achievement, we use
further the normalized time t t= τ , the non-dimension

frequency of the carrier oscillation
0 0F f= τ  and non-

dimension co-ordinate
0z z= λ , where

0 0C fλ =  is the
wavelength in the vacuum, and C  is the light speed.

To describe the electrical properties of the humid soil, we
use models, which take into consideration the orientation
polarization and the ionic conduction [3,6,7,12,13]. In
conformity with tasks of the ground penetrating radar,
parameters of such models are obtained as the result of the
numerous experiments.

The orientation polarization is described by the Debye
model:

( )
1 1 2

st st

rl rlj j F
∞ ∞

∞ ∞

ε − ε ε − ε
ε ω = ε + = ε +

+ ωτ + π Τ
• ,     (11)

where
∞
ε  and stε  is the relative permittivity at ω → ∞  and

0ω = , relatively; rlτ  in the relaxation time of the orientation

polarization,
0rl rl fΤ = τ .

To illustrate the possibilities of the above-described
method, we can be limited by the single-component medium
model. For numerical modeling, we use parameters of the
hypothetic medium presented in [13]. We take in (11):

8.1stε = , 5.7stε = , 22rlτ =  ps. For the frequency
0f  about

100 MHz,
rlΤ  has an order of 310− .

VI. NUMERICAL MODELING OF THE METHOD
The modeling software consists of two parts. The first one

imitates the SP propagation in the route and operation of the
homodyne receiver. The second part is the processing
algorithm itself.

At signal modeling
0 128f τ = , 32B =  ( 25%

Ω
δ = ). In

the medium model (11) we use 0.002rlΤ = .
Results of signal modeling received from the distance

64L =  wavelengths are presented in Figure 2. The first pulse
corresponds to SP propagation at the dispersion absence
( 0rlΤ = ), and the second – to its presence. We well see that
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horizontal displacement” space. The algorithm’s peculiarity
consists also in the fact that such data presentation is
performed by the single pulse. Hence, using the set of such
pulses, we can perform the data accumulation. This will
permit to increase the geo-radar noise immunity and to
improve its energy characteristics. In the aggregate, all this
accelerates the analysis process of received data.

The method verification is performed by the numerical
modeling, and the stepwise operation mode of the geo-radar is
checked by the imitation on PC. Obtained results demonstrate
a reliability of the object position determination.

This method can be spread to tasks related to the elastic
wave propagation.

Thus, we can assume that the offered method of signal
processing of the wideband chirp pulse signals at the
dispersion presence of the medium dispersion will present the
practical interest.

References
1. Günther Lehner. Electromagnetic Field Theory for

Engineers and Physicists//Translated by Matt Horre, ISBN
978-3-540-76305-5, e-ISBN 978-3-540-76306-2, DOI
10.1007/978-3-540-76306-2. Springer Heidelberg, Dordrecht,
London, New York. Springer-Verlag, Berlin, Heidelberg.
2010.

2. P. M. Kintner, B. M. Ledvina. The ionosphere, radio
navigation, and global navigation satellite systems. Advances
in Space Research,  35, 2005.

3. Ground Penetrating Radar Theory And Applications //
Edited By Harry M. Jol. Amsterdam • Boston • Heidelberg •
London • New York • Oxford Paris • San Diego • San
Francisco • Singapore • Sydney • Tokyo Elsevier Science
Radarweg 29, Po Box 211, 1000 AE Amsterdam, The
Netherlands, The Boulevard, Langford Lane, Kidlington,
Oxford OX5 1GB, UK. First Edition. 2009.

4. Problems of ground penetrating radar technology (in
Russian). Collective book / Under edition of .Yu. Griniov. -
Moscow: Radiotekhnika Publ., 2005. 416 p.: (Series “Radar
Technology”)

5. A.P. Annan, Transmission Dispersion and GPR. JEEG,
v.0, no. 2, January 1996, p. 125-136

6. Parametric study on processing GPR signals to get a
dispersion curve X. Xiao, A.Ihamouten,  G. Villain, X.
D´erobert. 15th International Conference on Ground
Penetrating Radar. GPR 2014, June 30 – July 4, 2014 Square
Brussels Meeting Centre, Brussels, Belgium.

7. Detection and Target-Shape Recognition in Lossy and
Dispersive Soil. Khalid M. Ibrahim1, Y, Khalid F. A. Hussein,
and Abd-El-Hadi A. Amman Land-Buried Object Progress In
Electromagnetics Research B, Vol. 57, 279-298, 2014

8. S. I. Baskakov, Signals and Circuits, Mir Publishers,
Moscow, 1987.

9. Mathematical Handbook For Scientists And Engineers
Definitions, Theorems And Formulas. 2nd edition. New York:
McGraw-Hill, 1968.

10. Application of Ground Penetrating Radar to Civil and
Geotechnical Engineering. Richard J. Yelf,  Electromagnetic
Phenomena, V.7, 1 (18), 2007

11. LFM ground penetrating radar with increased
resolution capability (in Russian) .S. Lopatchenko, I.Yu.
Malevich, S.A. Savenko. Belorusia State University of
Informatics and radio-electronics Publ. No3, 2015, 9. pp.43-
48.

12. Chun An Tsai, Rebecca Ghent, Alexander Boivin, and
Dylan Hickson, “Discrimination of dispersive materials from
radar signals using Q*,” Ground Penetrating Radar, Volume 2,
Issue 1, March 2019, pp. 26-50, https://doi.org/ doi:
10.26376/GPR2019EP1/

13. Frequency-dependent attenuation analysis of ground-
penetrating radar data. John H. Bradford. Geophysics, vol. 72,
no. 3 _may-june 2007; p. 7–16, 8 figs., 1 table.
10.1190/1.2710183

Andrei A. KALSHCHIKOV, born in 1994
in Ufa-city (Russia). Graduated with honor
in 2016 National Research University
“Moscow Power Engineering Institute” in
specialty “Radio Electronic Systems and
Complexes”. From 2016 he is the PhD-
student of the Radio Engineering

Fundamentals Department in NRU MPEI. He is engaged in
development of compensation methods for signal distortions
in transmission lines with the phase speed dispersion. He has
several publications in Russian scientific journals. Worked in
2015 as a technician in R&D Institute of Radio Engineering,
and from 2016 fulfils the job of the engineer in the
Department of A-D converters and signal processing.
Participated in R&D projects and testing of new radar stations.
The current interests are fight with active noisy interferences,
processing of moving targets, equalization of multi-channel
systems, matched filtering, correction of signal propagating in
media with the phase speed dispersion.

Vitaly V. SHTYKOV graduated from
Radio Engineering Faculty of
Moscow Power Engineering Institute
(Technical University) in 1963. He
had got Ph.D. (Techn.) in 1970. From
1963 he was a teacher of Department
of Fundamentals of Radio
Engineering of MPEI. Now he works
as a full-professor of this department.

He deliveres various lecture courses in Theoretical
Fundamentals of Radio Engineering, Radio Engineering
Circuits and Signals, Electrodynamics. He prepared lecture
courses in Advanced Physics, Radio Physics, Functional
Electronics, Acoustic-Electronics, Quantum Electronics,
Biophysics. He has more than 200 scientific and academic
publications, 21 patents. Scientific results of V.V. Shtykov are
connected with investigations of new physical principles of
signal detection and processing. He examined problems of
quantum electronics, nonlinear phenomena in the plasma of
gas discharge and semiconductors, in ferrimagnetic media, and
also in the field of acoustic electronics.

Thus, we can assume that the offered signal processing 
method of the wideband chirp pulse signals at the presence of 
medium dispersion will attract practical interest.



In Memory
INFOCOMMUNICATIONS JOURNAL

SEPTEMBER 2020 • VOLUME XII • NUMBER 3 7

Sergey M. Smolskiy 
1946 – 2020

Sergey M. Smolskiy passed away on April 29 2020. He was a great professional 
with a rich creative, scientific, pedagogical and organizational biography, Honorary 
Academician of the Academy of Electrotechnical Sciences of the Russian Federation, 
Honorary Worker of Professional Education of the Russian Federation, Eminent 
Radio Engineer of the Russian Federation, Doctor of Technical Sciences, Emeritus 
Professor of the National Research University "Moscow Power Engineering Institute".

Sergey M. Smolskiy was born on January 2, 1946 in Moscow. In 1964 he entered 
the faculty of Radio Engineering of Moscow Power Engineering Institute which he 
graduated from in 1970 with a degree in Radio Physics. Already in his student years 
he became an R&D staff member of the department of radio transmitting devices and 
showed a propensity for scientific research and development. Under the guidance of 
V.M. Bogachev he achieved his first significant results. In 1970-1973 he pursued his 
postgraduate studies at MPEI with excellent academic performance.

After graduating and obtaining the degree of Candidate of Technical Sciences in 1974, 
he continued scientific work in the same department on theoretical and practical issues 
of radio transmitters, problems of the theory of frequency-modulated generators and 
autodyne. He was a responsible executor and scientific adviser of numerous research 
projects, including those carried out according to the decrees of the Government of 
the USSR.

Particular mention should be made of the last almost twenty-year period of Sergey M. 
Smolskiy’s life. It was a period of his serious illness and at the same time a period of 
amazing creative activity.

Professor of the Department of Signal Formation and Processing since 2006 S.M. 
Smolskiy worked continuously until the last days of his life. He was the scientific 
director of a number of competitive projects of the Russian Foundation for Basic 
Research, Russian Scientific Foundation and the Ministry of Education and Science 
of the Russian Federation, he was a member of the Organizing Committee of a number 
of annual international scientific conferences and constantly interacted with colleagues 
from MPEI and other domestic and foreign universities and scientific organizations. 
During this period the number of scientific articles published by him doubled (more 
than 300), 15 original voluminous books were published in co-authorship, 11 of them 
were published in English in leading foreign scientific publishing houses. The latest 
book on quantum electronics and nonlinear optics, co-authored with Professor V.V. 
Shtikov, was released in early 2020.

In addition, Sergey M. Smolskiy translated from English into Russian and published 
3 original books by foreign authors with a total volume of more than 1000 pages. At 
least 6 books translated by him into Russian with a total volume of about 2000 pages 
have not yet found their publishers, but are in use by colleagues.

The loss of Sergey M. Smolskiy is irreparable. The memory of a talented scientist, 
teacher, organizer and simply amazing, friendly, caring person will forever remain in 
our hearts.

In memory of
Sergey M. Smolskiy

1946 – 2020



Blind anti-collision methods for RFID system: 
a comparative analysis

DOI: 10.36244/ICJ.2020.3.2

SEPTEMBER 2020 • VOLUME XII • NUMBER 38

INFOCOMMUNICATIONS JOURNAL

Blind anti-collision methods for RFID system: 
a comparative analysis

Chaofu Jing, Zhongqiang Luo, Yan Chen, and Xingzhong Xiong

> 129 < 
 

1 

  
Abstract—Radio Frequency Identification (RFID) is one of the 

critical technologies of the Internet of Things (IoT). With the rapid 
development of IoT and the extensive use of RFID in our life, the 
step of RFID development should be faster. However, the tags in 
an RFID system are more and more utilized, both of them 
communicate in the same channel. The signal the reader received 
is mixed, and the reader cannot get the correct message the tags 
send directly. This phenomenon is often called a collision, which is 
the main obstacle to the development of the RFID system. 
Traditionally, the algorithm to solve the collision problem is called 
the anti-collision algorithm, the widely used anti-collision 
algorithm is based on Time Division Multiple Access (TDMA) like 
ALOHA-based and Binary search-based anti-collision algorithm. 
The principle of the TDMA-based anti-collision algorithm is to 
narrow the response of tags to one in each query time. These 
avoidance anti-collision algorithms performance poor when the 
number of tags is huge, thus, some researchers proposed the Blind 
Source Separation (BSS)-based anti-collision algorithm. The blind 
anti-collision algorithms perform better than the TDMA-based 
algorithms; it is meaningful to do some more research about this 
filed. This paper uses several BSS algorithms like FastICA, 
PowerICA, ICA_p, and SNR_MAX to separate the mixed signals 
in the RFID system and compare the performance of them.  
Simulation results and analysis demonstrate that the ICA_p 
algorithm has the best comprehensive performance among the 
mentioned algorithms. The FastICA algorithm is very unstable, 
and has a lower separation success rate, and the SNR_MAX 
algorithm has the worst performance among the algorithms 
applied in the RFID system. Some advice for future work will be 
put up in the end. 
 

Index Terms— BSS, RFID， FastICA, ICA_P， PowerICA, SNR-
Max.  
 

I. INTRODUCTION 
adio Frequency Identification (RFID) plays an important 
role in future IoT applications. It consists of three parts, 

computer, reader, and tags [1,2]. All of the tags communicate 
with the reader through the same wireless channel [3], once 
more than one tags in the scope of the reader, the backscattering 
signals will be mixed randomly, thus, the reader cannot 
recognize the message the tags transmitted directly. To solve 
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this problem, the reader must use specific methods to avoid the 
collision, i.e., anti-collision algorithm [4,5,6].   

RFID belongs to the sensor layer of IoT, various sensors 
connect to IoT through RFID [7,8].  As IoT is an important 
technology of future life, the RFID system is required to be 
faster and with high stability [9-12], which is a huge challenge.  
The anti-collision algorithm plays an important role of the 
RFID system, via robust anti-collision algorithms, the RFID 
system will perform better and match the IoT better.   

The traditional anti-collision algorithms are ALOHA-based 
and Binary search-based anti-collision algorithms. Both of 
them are based on Time Division Multiple Access (TDMA). 
They are easy to apply, but the time cost of these algorithms is 
high and the tags in such a system may not be identified in some 
cases [13-15]. The rule of the TDMA-based anti-collision 
algorithms is narrowing the tag’s response to one in each query 
time. The RFID system uses these anti-collision algorithms will 
query and response several times, in some low Signal Noise 
Ratio (SNR) channel, the tags may be lost because of the silent 
command of the reader [16]. The maximum throughput of the 
RFID system using the dynamic frame slotted Aloha (DFSA, 
one of the TDMA-based anti-collision algorithm) is only 42.6% 
[17], and the maximum throughput of the RFID system using 
the Binary-tree searching of regressive index anti-collision 
algorithm is lower than 50% [18]. To get better performance, 
some researchers proposed the anti-collision algorithms based 
on the FastICA algorithm [19,20]. The RFID systems use these 
algorithms received a better result. the throughput of these 
systems is up to 69% of the highest [21-26], but the 
performance is not equal to expectation, the system uses 
FastICA algorithm performance bad in a low SNR channel, and 
the tag may not be identified even in a high SNR channel [27].   

This paper aiming to find the fast and stable blind algorithms 
which can separate the RFID system mixed-signal well. This 
paper cites some BSS methods like PowerICA, ICA_p, and 
SNR_MAX to the RFID system, and simulate in the computer 
via MATLAB. The performance of the algorithms can be 
represented by the Similarity between Source and Results (SSR) 
[22]. When the SSR is bigger than 0.92, we believe that 
separation is a success. The Success Rate (SR) can represent the 
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collision, i.e., anti-collision algorithm [4,5,6].   
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connect to IoT through RFID [7,8].  As IoT is an important 
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FastICA algorithm performance bad in a low SNR channel, and 
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this problem, the reader must use specific methods to avoid the 
collision, i.e., anti-collision algorithm [4,5,6].   

RFID belongs to the sensor layer of IoT, various sensors 
connect to IoT through RFID [7,8].  As IoT is an important 
technology of future life, the RFID system is required to be 
faster and with high stability [9-12], which is a huge challenge.  
The anti-collision algorithm plays an important role of the 
RFID system, via robust anti-collision algorithms, the RFID 
system will perform better and match the IoT better.   

The traditional anti-collision algorithms are ALOHA-based 
and Binary search-based anti-collision algorithms. Both of 
them are based on Time Division Multiple Access (TDMA). 
They are easy to apply, but the time cost of these algorithms is 
high and the tags in such a system may not be identified in some 
cases [13-15]. The rule of the TDMA-based anti-collision 
algorithms is narrowing the tag’s response to one in each query 
time. The RFID system uses these anti-collision algorithms will 
query and response several times, in some low Signal Noise 
Ratio (SNR) channel, the tags may be lost because of the silent 
command of the reader [16]. The maximum throughput of the 
RFID system using the dynamic frame slotted Aloha (DFSA, 
one of the TDMA-based anti-collision algorithm) is only 42.6% 
[17], and the maximum throughput of the RFID system using 
the Binary-tree searching of regressive index anti-collision 
algorithm is lower than 50% [18]. To get better performance, 
some researchers proposed the anti-collision algorithms based 
on the FastICA algorithm [19,20]. The RFID systems use these 
algorithms received a better result. the throughput of these 
systems is up to 69% of the highest [21-26], but the 
performance is not equal to expectation, the system uses 
FastICA algorithm performance bad in a low SNR channel, and 
the tag may not be identified even in a high SNR channel [27].   

This paper aiming to find the fast and stable blind algorithms 
which can separate the RFID system mixed-signal well. This 
paper cites some BSS methods like PowerICA, ICA_p, and 
SNR_MAX to the RFID system, and simulate in the computer 
via MATLAB. The performance of the algorithms can be 
represented by the Similarity between Source and Results (SSR) 
[22]. When the SSR is bigger than 0.92, we believe that 
separation is a success. The Success Rate (SR) can represent the 
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performance in another form. We hypothesize the SNR of the 
channel, and the length of the tags can influence the 
performance of the anti-collision algorithms. So, we do the 
simulation in these two aspects. 

The rest of the paper is structured as follows. In section 2, the 
model of the RFID system and collision in the RFID system 
will be constructed. The collision problem will be elaborated. 
In section 3, we will introduce the theory of FastICA, 
PowerICA, ICA_p, and SNR_MAX. In section 4, the 
simulation of these mentioned algorithms will be implemented. 
In section 5, the result of the simulation will be brought up and 
analyzed, and some advice for future anti-collision work will be 
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Abstract—Radio Frequency Identification (RFID) is one of the 

critical technologies of the Internet of Things (IoT). With the rapid 
development of IoT and the extensive use of RFID in our life, the 
step of RFID development should be faster. However, the tags in 
an RFID system are more and more utilized, both of them 
communicate in the same channel. The signal the reader received 
is mixed, and the reader cannot get the correct message the tags 
send directly. This phenomenon is often called a collision, which is 
the main obstacle to the development of the RFID system. 
Traditionally, the algorithm to solve the collision problem is called 
the anti-collision algorithm, the widely used anti-collision 
algorithm is based on Time Division Multiple Access (TDMA) like 
ALOHA-based and Binary search-based anti-collision algorithm. 
The principle of the TDMA-based anti-collision algorithm is to 
narrow the response of tags to one in each query time. These 
avoidance anti-collision algorithms performance poor when the 
number of tags is huge, thus, some researchers proposed the Blind 
Source Separation (BSS)-based anti-collision algorithm. The blind 
anti-collision algorithms perform better than the TDMA-based 
algorithms; it is meaningful to do some more research about this 
filed. This paper uses several BSS algorithms like FastICA, 
PowerICA, ICA_p, and SNR_MAX to separate the mixed signals 
in the RFID system and compare the performance of them.  
Simulation results and analysis demonstrate that the ICA_p 
algorithm has the best comprehensive performance among the 
mentioned algorithms. The FastICA algorithm is very unstable, 
and has a lower separation success rate, and the SNR_MAX 
algorithm has the worst performance among the algorithms 
applied in the RFID system. Some advice for future work will be 
put up in the end. 
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I. INTRODUCTION 
adio Frequency Identification (RFID) plays an important 
role in future IoT applications. It consists of three parts, 

computer, reader, and tags [1,2]. All of the tags communicate 
with the reader through the same wireless channel [3], once 
more than one tags in the scope of the reader, the backscattering 
signals will be mixed randomly, thus, the reader cannot 
recognize the message the tags transmitted directly. To solve 
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this problem, the reader must use specific methods to avoid the 
collision, i.e., anti-collision algorithm [4,5,6].   

RFID belongs to the sensor layer of IoT, various sensors 
connect to IoT through RFID [7,8].  As IoT is an important 
technology of future life, the RFID system is required to be 
faster and with high stability [9-12], which is a huge challenge.  
The anti-collision algorithm plays an important role of the 
RFID system, via robust anti-collision algorithms, the RFID 
system will perform better and match the IoT better.   

The traditional anti-collision algorithms are ALOHA-based 
and Binary search-based anti-collision algorithms. Both of 
them are based on Time Division Multiple Access (TDMA). 
They are easy to apply, but the time cost of these algorithms is 
high and the tags in such a system may not be identified in some 
cases [13-15]. The rule of the TDMA-based anti-collision 
algorithms is narrowing the tag’s response to one in each query 
time. The RFID system uses these anti-collision algorithms will 
query and response several times, in some low Signal Noise 
Ratio (SNR) channel, the tags may be lost because of the silent 
command of the reader [16]. The maximum throughput of the 
RFID system using the dynamic frame slotted Aloha (DFSA, 
one of the TDMA-based anti-collision algorithm) is only 42.6% 
[17], and the maximum throughput of the RFID system using 
the Binary-tree searching of regressive index anti-collision 
algorithm is lower than 50% [18]. To get better performance, 
some researchers proposed the anti-collision algorithms based 
on the FastICA algorithm [19,20]. The RFID systems use these 
algorithms received a better result. the throughput of these 
systems is up to 69% of the highest [21-26], but the 
performance is not equal to expectation, the system uses 
FastICA algorithm performance bad in a low SNR channel, and 
the tag may not be identified even in a high SNR channel [27].   

This paper aiming to find the fast and stable blind algorithms 
which can separate the RFID system mixed-signal well. This 
paper cites some BSS methods like PowerICA, ICA_p, and 
SNR_MAX to the RFID system, and simulate in the computer 
via MATLAB. The performance of the algorithms can be 
represented by the Similarity between Source and Results (SSR) 
[22]. When the SSR is bigger than 0.92, we believe that 
separation is a success. The Success Rate (SR) can represent the 
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performance in another form. We hypothesize the SNR of the 
channel, and the length of the tags can influence the 
performance of the anti-collision algorithms. So, we do the 
simulation in these two aspects. 

The rest of the paper is structured as follows. In section 2, the 
model of the RFID system and collision in the RFID system 
will be constructed. The collision problem will be elaborated. 
In section 3, we will introduce the theory of FastICA, 
PowerICA, ICA_p, and SNR_MAX. In section 4, the 
simulation of these mentioned algorithms will be implemented. 
In section 5, the result of the simulation will be brought up and 
analyzed, and some advice for future anti-collision work will be 
suggested.  

II. SYSTEM MODEL AND PROBLEM FORMULATION 
The RFID system consists of three parts: the computer the 

reader and the tags. The reader sends the order and the energy 
through the Radio Frequency (RF) channel to the tags. The tags 
send back the data to the reader through the RF channel. Then 
the reader sends the data to the computer connected to it. The 
computer handles these signals from the reader. Figure 1 shows 
the traditional model of the RFID system. Generally, the RFID 
systems have no more than 8 antennas in one reader, and with 
hundreds or thousands of tags [4]. The reader is expected to 
identify hundreds of tags in a short time in real life, and this 
made the model becoming an under-determined model. 
However, the algorithms we used are both only matches a 
determined or over-determined model, so we need to divide the 
tags into several groups then separate the mixed signals of every 
group. 

Assume that there are m reader antennas, the received signals 
are [ , ,..., ]Τ= 1 2 mX x x x , , ,...,1 2 mx x x  is the received signal 
vector of each reader antenna. Suppose that each group has n 
tags, the unknown signals of the n tags are 1 2 n[ , ,..., ]Τ=S s s s ,  
where 1 2 n, ,...,s s s  is the source signal vector of each tag. After 
the source signal S transmits through the RF channel, the 
signals may be randomly mixed, and the received signals X are 
far different from S, we presume the mixing matrix is m n×M . 
Then the relation between X and S is：  

+X = MS n                                    (1) 
The received signals X cannot be processed by the traditional 

reader, in other words, the collision has happened. The n is the 
noise matrix, it is white Gaussian noise usually.  We can see the 
model of collision from Figure 2.  
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We can see from Figure 2, each antenna of the reader will 
receive the weighting sum of all tag’s signal, as the RF channel 
is uncertain, we cannot know the weight of each tag’s signal 
respectively, in other words, the M in Figure 2 is unknown. So, 
the signals cannot be identified by the readers without an anti-
collision algorithm. The traditional way to solve this problem is 
to avoid this mixing by identifying the tags one by one. It will 
increase the identification time and reduce the efficiency of the 
RFID system. Figure 3 shows the traditional anti-collision 
method.  
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We can see from Figure 2, each antenna of the reader will 
receive the weighting sum of all tag’s signal, as the RF channel 
is uncertain, we cannot know the weight of each tag’s signal 
respectively, in other words, the M in Figure 2 is unknown. So, 
the signals cannot be identified by the readers without an anti-
collision algorithm. The traditional way to solve this problem is 
to avoid this mixing by identifying the tags one by one. It will 
increase the identification time and reduce the efficiency of the 
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performance in another form. We hypothesize the SNR of the 
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simulation in these two aspects. 
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We can see from Figure 2, each antenna of the reader will 
receive the weighting sum of all tag’s signal, as the RF channel 
is uncertain, we cannot know the weight of each tag’s signal 
respectively, in other words, the M in Figure 2 is unknown. So, 
the signals cannot be identified by the readers without an anti-
collision algorithm. The traditional way to solve this problem is 
to avoid this mixing by identifying the tags one by one. It will 
increase the identification time and reduce the efficiency of the 
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receive the weighting sum of all tag’s signal, as the RF channel 
is uncertain, we cannot know the weight of each tag’s signal 
respectively, in other words, the M in Figure 2 is unknown. So, 
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increase the identification time and reduce the efficiency of the 
RFID system. Figure 3 shows the traditional anti-collision 
method.  

R
eader

...m
...

M

Tag 2

Tag 1

Tag n

...n...

 
 Fig.  2. Collision model 

 

R
eader

...m
...

Tag 2

Tag 1

Tag n

...n...

Active

Silent

Silent

 Fig. 3. Traditional anti-collision method 

BSS is a data-driven signal processing method which posed 
in the 1980s [28,29]. It involves extracting and recovering the 

> 129 < 
 

2 

performance in another form. We hypothesize the SNR of the 
channel, and the length of the tags can influence the 
performance of the anti-collision algorithms. So, we do the 
simulation in these two aspects. 

The rest of the paper is structured as follows. In section 2, the 
model of the RFID system and collision in the RFID system 
will be constructed. The collision problem will be elaborated. 
In section 3, we will introduce the theory of FastICA, 
PowerICA, ICA_p, and SNR_MAX. In section 4, the 
simulation of these mentioned algorithms will be implemented. 
In section 5, the result of the simulation will be brought up and 
analyzed, and some advice for future anti-collision work will be 
suggested.  

II. SYSTEM MODEL AND PROBLEM FORMULATION 
The RFID system consists of three parts: the computer the 

reader and the tags. The reader sends the order and the energy 
through the Radio Frequency (RF) channel to the tags. The tags 
send back the data to the reader through the RF channel. Then 
the reader sends the data to the computer connected to it. The 
computer handles these signals from the reader. Figure 1 shows 
the traditional model of the RFID system. Generally, the RFID 
systems have no more than 8 antennas in one reader, and with 
hundreds or thousands of tags [4]. The reader is expected to 
identify hundreds of tags in a short time in real life, and this 
made the model becoming an under-determined model. 
However, the algorithms we used are both only matches a 
determined or over-determined model, so we need to divide the 
tags into several groups then separate the mixed signals of every 
group. 

Assume that there are m reader antennas, the received signals 
are [ , ,..., ]Τ= 1 2 mX x x x , , ,...,1 2 mx x x  is the received signal 
vector of each reader antenna. Suppose that each group has n 
tags, the unknown signals of the n tags are 1 2 n[ , ,..., ]Τ=S s s s ,  
where 1 2 n, ,...,s s s  is the source signal vector of each tag. After 
the source signal S transmits through the RF channel, the 
signals may be randomly mixed, and the received signals X are 
far different from S, we presume the mixing matrix is m n×M . 
Then the relation between X and S is：  

+X = MS n                                    (1) 
The received signals X cannot be processed by the traditional 

reader, in other words, the collision has happened. The n is the 
noise matrix, it is white Gaussian noise usually.  We can see the 
model of collision from Figure 2.  

 

C
om

puter

 R
eader

..m
..

Order

Data

Tag 1

Tag 2

Tag n

...n...

Energy 

Order

Data

 
 

Fig. 1. RFID model 

We can see from Figure 2, each antenna of the reader will 
receive the weighting sum of all tag’s signal, as the RF channel 
is uncertain, we cannot know the weight of each tag’s signal 
respectively, in other words, the M in Figure 2 is unknown. So, 
the signals cannot be identified by the readers without an anti-
collision algorithm. The traditional way to solve this problem is 
to avoid this mixing by identifying the tags one by one. It will 
increase the identification time and reduce the efficiency of the 
RFID system. Figure 3 shows the traditional anti-collision 
method.  

R
eader

...m
...

M

Tag 2

Tag 1

Tag n

...n...

 
 Fig.  2. Collision model 

 

R
eader

...m
...

Tag 2

Tag 1

Tag n

...n...

Active

Silent

Silent

 Fig. 3. Traditional anti-collision method 

BSS is a data-driven signal processing method which posed 
in the 1980s [28,29]. It involves extracting and recovering the 

> 129 < 
 

2 

performance in another form. We hypothesize the SNR of the 
channel, and the length of the tags can influence the 
performance of the anti-collision algorithms. So, we do the 
simulation in these two aspects. 

The rest of the paper is structured as follows. In section 2, the 
model of the RFID system and collision in the RFID system 
will be constructed. The collision problem will be elaborated. 
In section 3, we will introduce the theory of FastICA, 
PowerICA, ICA_p, and SNR_MAX. In section 4, the 
simulation of these mentioned algorithms will be implemented. 
In section 5, the result of the simulation will be brought up and 
analyzed, and some advice for future anti-collision work will be 
suggested.  

II. SYSTEM MODEL AND PROBLEM FORMULATION 
The RFID system consists of three parts: the computer the 

reader and the tags. The reader sends the order and the energy 
through the Radio Frequency (RF) channel to the tags. The tags 
send back the data to the reader through the RF channel. Then 
the reader sends the data to the computer connected to it. The 
computer handles these signals from the reader. Figure 1 shows 
the traditional model of the RFID system. Generally, the RFID 
systems have no more than 8 antennas in one reader, and with 
hundreds or thousands of tags [4]. The reader is expected to 
identify hundreds of tags in a short time in real life, and this 
made the model becoming an under-determined model. 
However, the algorithms we used are both only matches a 
determined or over-determined model, so we need to divide the 
tags into several groups then separate the mixed signals of every 
group. 

Assume that there are m reader antennas, the received signals 
are [ , ,..., ]Τ= 1 2 mX x x x , , ,...,1 2 mx x x  is the received signal 
vector of each reader antenna. Suppose that each group has n 
tags, the unknown signals of the n tags are 1 2 n[ , ,..., ]Τ=S s s s ,  
where 1 2 n, ,...,s s s  is the source signal vector of each tag. After 
the source signal S transmits through the RF channel, the 
signals may be randomly mixed, and the received signals X are 
far different from S, we presume the mixing matrix is m n×M . 
Then the relation between X and S is：  

+X = MS n                                    (1) 
The received signals X cannot be processed by the traditional 

reader, in other words, the collision has happened. The n is the 
noise matrix, it is white Gaussian noise usually.  We can see the 
model of collision from Figure 2.  
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We can see from Figure 2, each antenna of the reader will 
receive the weighting sum of all tag’s signal, as the RF channel 
is uncertain, we cannot know the weight of each tag’s signal 
respectively, in other words, the M in Figure 2 is unknown. So, 
the signals cannot be identified by the readers without an anti-
collision algorithm. The traditional way to solve this problem is 
to avoid this mixing by identifying the tags one by one. It will 
increase the identification time and reduce the efficiency of the 
RFID system. Figure 3 shows the traditional anti-collision 
method.  
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performance in another form. We hypothesize the SNR of the 
channel, and the length of the tags can influence the 
performance of the anti-collision algorithms. So, we do the 
simulation in these two aspects. 
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is uncertain, we cannot know the weight of each tag’s signal 
respectively, in other words, the M in Figure 2 is unknown. So, 
the signals cannot be identified by the readers without an anti-
collision algorithm. The traditional way to solve this problem is 
to avoid this mixing by identifying the tags one by one. It will 
increase the identification time and reduce the efficiency of the 
RFID system. Figure 3 shows the traditional anti-collision 
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underlying source signals from multivariable statistical data. 
The source signal is unknown and either the mixing process is 
unknown in advance. There is only a small amount of prior 
knowledge such as statistical independence of source signal, the 
distribution of the source signal is at most one Gaussian 
distribution. 

The source signal is the wave the tag backscattered we don’t 
know before, and the mixed process in the wireless channel is 
unknown too. The source signal generated by the interior circuit 
of each tag, thus, it is statistically independent. The distribution 
of the source signal is non-Gaussian distribution. So, the mixed 
signal of the RFID system can be separated by the BSS methods. 
The BSS algorithms can calculate a de-mixing matrix W by the 
received signal X, which can make the equation:  

=WM I                                  (2) 
I in equation (2) is an identity matrix. It is equal to the 

equation:  
≈ -1W M                                         (3) 

Denote the signal we separated as Y, then we get the equation: 
≈ =Y = WX = WMS IS S                         (4) 

Use the BSS algorithms to separate the mixed signal of RFID 
system. We can identify several tags in each time, it can save a 
lot of time and improve the efficiency of the RFID system 
significantly. We can see the new anti-collision method in 
Figure 4.  
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algorithm family, include several algorithms such as Principle 
Component Analysis (PCA), Independent Component Analysis 
(ICA), Non-negative Matrix Factorization (NMF), Sparse 
Component Analysis (SCA) and so on [28]. The ICA algorithm 
is the presentation of BSS algorithms, in the next work, the 
traditional FastICA algorithm and the improved ICA_p and 
ICA_p algorithm will be introduced. The SNR-MAX algorithm 
is also included for its simplification to make a comparation.  

A. ICA method 
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where the source signal and mixing matrix are unknown. To 

make sure the ICA algorithm can separate the source signals 
from the mixed signals well, merely assuming that the source 
signals are statistically independent [27]. The ICA algorithm 
has an assumption that: (1) source signals are real random 
variables with zero means and are statistically independent of 
each other; (2) the number of source signals n should be less 
than or equal to the number of observed signals m ( )n m≤ . The 
mixing matrix M is a m n× unknown matrix with full rank; (3) 
At most one source signal is allowed to satisfy the Gaussian 
distribution. The schematic block diagram of the ICA is 
depicted in Figure 5.  
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The ICA method minimizes the statistical dependence 

between each component of the signal, highlights the essential 
structure of the source signal. One of the most popular ICA 
algorithms is the FastICA fixed-point algorithm [28], and the 
FastICA algorithm has a requirement that the data should be 
centered and pre-whitened. We can subtract the mean of the 
received signal to center the data. 
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performance in another form. We hypothesize the SNR of the 
channel, and the length of the tags can influence the 
performance of the anti-collision algorithms. So, we do the 
simulation in these two aspects. 

The rest of the paper is structured as follows. In section 2, the 
model of the RFID system and collision in the RFID system 
will be constructed. The collision problem will be elaborated. 
In section 3, we will introduce the theory of FastICA, 
PowerICA, ICA_p, and SNR_MAX. In section 4, the 
simulation of these mentioned algorithms will be implemented. 
In section 5, the result of the simulation will be brought up and 
analyzed, and some advice for future anti-collision work will be 
suggested.  

II. SYSTEM MODEL AND PROBLEM FORMULATION 
The RFID system consists of three parts: the computer the 

reader and the tags. The reader sends the order and the energy 
through the Radio Frequency (RF) channel to the tags. The tags 
send back the data to the reader through the RF channel. Then 
the reader sends the data to the computer connected to it. The 
computer handles these signals from the reader. Figure 1 shows 
the traditional model of the RFID system. Generally, the RFID 
systems have no more than 8 antennas in one reader, and with 
hundreds or thousands of tags [4]. The reader is expected to 
identify hundreds of tags in a short time in real life, and this 
made the model becoming an under-determined model. 
However, the algorithms we used are both only matches a 
determined or over-determined model, so we need to divide the 
tags into several groups then separate the mixed signals of every 
group. 

Assume that there are m reader antennas, the received signals 
are [ , ,..., ]Τ= 1 2 mX x x x , , ,...,1 2 mx x x  is the received signal 
vector of each reader antenna. Suppose that each group has n 
tags, the unknown signals of the n tags are 1 2 n[ , ,..., ]Τ=S s s s ,  
where 1 2 n, ,...,s s s  is the source signal vector of each tag. After 
the source signal S transmits through the RF channel, the 
signals may be randomly mixed, and the received signals X are 
far different from S, we presume the mixing matrix is m n×M . 
Then the relation between X and S is：  

+X = MS n                                    (1) 
The received signals X cannot be processed by the traditional 

reader, in other words, the collision has happened. The n is the 
noise matrix, it is white Gaussian noise usually.  We can see the 
model of collision from Figure 2.  
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We can see from Figure 2, each antenna of the reader will 
receive the weighting sum of all tag’s signal, as the RF channel 
is uncertain, we cannot know the weight of each tag’s signal 
respectively, in other words, the M in Figure 2 is unknown. So, 
the signals cannot be identified by the readers without an anti-
collision algorithm. The traditional way to solve this problem is 
to avoid this mixing by identifying the tags one by one. It will 
increase the identification time and reduce the efficiency of the 
RFID system. Figure 3 shows the traditional anti-collision 
method.  
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performance in another form. We hypothesize the SNR of the 
channel, and the length of the tags can influence the 
performance of the anti-collision algorithms. So, we do the 
simulation in these two aspects. 

The rest of the paper is structured as follows. In section 2, the 
model of the RFID system and collision in the RFID system 
will be constructed. The collision problem will be elaborated. 
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PowerICA, ICA_p, and SNR_MAX. In section 4, the 
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In section 5, the result of the simulation will be brought up and 
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the reader sends the data to the computer connected to it. The 
computer handles these signals from the reader. Figure 1 shows 
the traditional model of the RFID system. Generally, the RFID 
systems have no more than 8 antennas in one reader, and with 
hundreds or thousands of tags [4]. The reader is expected to 
identify hundreds of tags in a short time in real life, and this 
made the model becoming an under-determined model. 
However, the algorithms we used are both only matches a 
determined or over-determined model, so we need to divide the 
tags into several groups then separate the mixed signals of every 
group. 

Assume that there are m reader antennas, the received signals 
are [ , ,..., ]Τ= 1 2 mX x x x , , ,...,1 2 mx x x  is the received signal 
vector of each reader antenna. Suppose that each group has n 
tags, the unknown signals of the n tags are 1 2 n[ , ,..., ]Τ=S s s s ,  
where 1 2 n, ,...,s s s  is the source signal vector of each tag. After 
the source signal S transmits through the RF channel, the 
signals may be randomly mixed, and the received signals X are 
far different from S, we presume the mixing matrix is m n×M . 
Then the relation between X and S is：  
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reader, in other words, the collision has happened. The n is the 
noise matrix, it is white Gaussian noise usually.  We can see the 
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We can see from Figure 2, each antenna of the reader will 
receive the weighting sum of all tag’s signal, as the RF channel 
is uncertain, we cannot know the weight of each tag’s signal 
respectively, in other words, the M in Figure 2 is unknown. So, 
the signals cannot be identified by the readers without an anti-
collision algorithm. The traditional way to solve this problem is 
to avoid this mixing by identifying the tags one by one. It will 
increase the identification time and reduce the efficiency of the 
RFID system. Figure 3 shows the traditional anti-collision 
method.  
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underlying source signals from multivariable statistical data. 
The source signal is unknown and either the mixing process is 
unknown in advance. There is only a small amount of prior 
knowledge such as statistical independence of source signal, the 
distribution of the source signal is at most one Gaussian 
distribution. 

The source signal is the wave the tag backscattered we don’t 
know before, and the mixed process in the wireless channel is 
unknown too. The source signal generated by the interior circuit 
of each tag, thus, it is statistically independent. The distribution 
of the source signal is non-Gaussian distribution. So, the mixed 
signal of the RFID system can be separated by the BSS methods. 
The BSS algorithms can calculate a de-mixing matrix W by the 
received signal X, which can make the equation:  

=WM I                                  (2) 
I in equation (2) is an identity matrix. It is equal to the 

equation:  
≈ -1W M                                         (3) 

Denote the signal we separated as Y, then we get the equation: 
≈ =Y = WX = WMS IS S                         (4) 

Use the BSS algorithms to separate the mixed signal of RFID 
system. We can identify several tags in each time, it can save a 
lot of time and improve the efficiency of the RFID system 
significantly. We can see the new anti-collision method in 
Figure 4.  
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III. BSS ALGORITHMS 
BSS algorithms is a huge Data-driven signal processing 

algorithm family, include several algorithms such as Principle 
Component Analysis (PCA), Independent Component Analysis 
(ICA), Non-negative Matrix Factorization (NMF), Sparse 
Component Analysis (SCA) and so on [28]. The ICA algorithm 
is the presentation of BSS algorithms, in the next work, the 
traditional FastICA algorithm and the improved ICA_p and 
ICA_p algorithm will be introduced. The SNR-MAX algorithm 
is also included for its simplification to make a comparation.  

A. ICA method 
ICA is mainly used to solve the problem of BSS [29]. In cases 

where the source signal and mixing matrix are unknown. To 

make sure the ICA algorithm can separate the source signals 
from the mixed signals well, merely assuming that the source 
signals are statistically independent [27]. The ICA algorithm 
has an assumption that: (1) source signals are real random 
variables with zero means and are statistically independent of 
each other; (2) the number of source signals n should be less 
than or equal to the number of observed signals m ( )n m≤ . The 
mixing matrix M is a m n× unknown matrix with full rank; (3) 
At most one source signal is allowed to satisfy the Gaussian 
distribution. The schematic block diagram of the ICA is 
depicted in Figure 5.  
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Fig.  5.  Block diagram of ICA 
The ICA method minimizes the statistical dependence 

between each component of the signal, highlights the essential 
structure of the source signal. One of the most popular ICA 
algorithms is the FastICA fixed-point algorithm [28], and the 
FastICA algorithm has a requirement that the data should be 
centered and pre-whitened. We can subtract the mean of the 
received signal to center the data. 

( )EX = X - X                                  (5) 
E(.) is the operator to get the expectation. The whitening 

process [28] can be finished by the following steps: First, we 
calculate the eigenvalues: ( )1 2= , ,..., me e eE and eigenvectors

( )1 2, ,..., md d d=D  of the received data, Then the whitening 
matrix can be calculated by:  

1/2− Τ=T D E                                    (6) 
 Then the whitened data:  

1 =Y TX                                        (7) 
Then the data can be separated successfully by the FastICA 

algorithm. The FastICA algorithm finds the de-mixing matrix 
W by the iteration objective function:  

( ) ( ) ( ){ }
2

1
E E

p

i i i
i

J k G G
=

≈ −      ∑y y v               (8) 
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distribution [28]. As the RFID signals are sub-Gaussian so the 
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underlying source signals from multivariable statistical data. 
The source signal is unknown and either the mixing process is 
unknown in advance. There is only a small amount of prior 
knowledge such as statistical independence of source signal, the 
distribution of the source signal is at most one Gaussian 
distribution. 

The source signal is the wave the tag backscattered we don’t 
know before, and the mixed process in the wireless channel is 
unknown too. The source signal generated by the interior circuit 
of each tag, thus, it is statistically independent. The distribution 
of the source signal is non-Gaussian distribution. So, the mixed 
signal of the RFID system can be separated by the BSS methods. 
The BSS algorithms can calculate a de-mixing matrix W by the 
received signal X, which can make the equation:  

=WM I                                  (2) 
I in equation (2) is an identity matrix. It is equal to the 

equation:  
≈ -1W M                                         (3) 

Denote the signal we separated as Y, then we get the equation: 
≈ =Y = WX = WMS IS S                         (4) 

Use the BSS algorithms to separate the mixed signal of RFID 
system. We can identify several tags in each time, it can save a 
lot of time and improve the efficiency of the RFID system 
significantly. We can see the new anti-collision method in 
Figure 4.  
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The source signal is unknown and either the mixing process is 
unknown in advance. There is only a small amount of prior 
knowledge such as statistical independence of source signal, the 
distribution of the source signal is at most one Gaussian 
distribution. 

The source signal is the wave the tag backscattered we don’t 
know before, and the mixed process in the wireless channel is 
unknown too. The source signal generated by the interior circuit 
of each tag, thus, it is statistically independent. The distribution 
of the source signal is non-Gaussian distribution. So, the mixed 
signal of the RFID system can be separated by the BSS methods. 
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≈ -1W M                                         (3) 

Denote the signal we separated as Y, then we get the equation: 
≈ =Y = WX = WMS IS S                         (4) 

Use the BSS algorithms to separate the mixed signal of RFID 
system. We can identify several tags in each time, it can save a 
lot of time and improve the efficiency of the RFID system 
significantly. We can see the new anti-collision method in 
Figure 4.  
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III. BSS ALGORITHMS 
BSS algorithms is a huge Data-driven signal processing 

algorithm family, include several algorithms such as Principle 
Component Analysis (PCA), Independent Component Analysis 
(ICA), Non-negative Matrix Factorization (NMF), Sparse 
Component Analysis (SCA) and so on [28]. The ICA algorithm 
is the presentation of BSS algorithms, in the next work, the 
traditional FastICA algorithm and the improved ICA_p and 
ICA_p algorithm will be introduced. The SNR-MAX algorithm 
is also included for its simplification to make a comparation.  

A. ICA method 
ICA is mainly used to solve the problem of BSS [29]. In cases 

where the source signal and mixing matrix are unknown. To 

make sure the ICA algorithm can separate the source signals 
from the mixed signals well, merely assuming that the source 
signals are statistically independent [27]. The ICA algorithm 
has an assumption that: (1) source signals are real random 
variables with zero means and are statistically independent of 
each other; (2) the number of source signals n should be less 
than or equal to the number of observed signals m ( )n m≤ . The 
mixing matrix M is a m n× unknown matrix with full rank; (3) 
At most one source signal is allowed to satisfy the Gaussian 
distribution. The schematic block diagram of the ICA is 
depicted in Figure 5.  
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Fig.  5.  Block diagram of ICA 
The ICA method minimizes the statistical dependence 

between each component of the signal, highlights the essential 
structure of the source signal. One of the most popular ICA 
algorithms is the FastICA fixed-point algorithm [28], and the 
FastICA algorithm has a requirement that the data should be 
centered and pre-whitened. We can subtract the mean of the 
received signal to center the data. 

( )EX = X - X                                  (5) 
E(.) is the operator to get the expectation. The whitening 

process [28] can be finished by the following steps: First, we 
calculate the eigenvalues: ( )1 2= , ,..., me e eE and eigenvectors

( )1 2, ,..., md d d=D  of the received data, Then the whitening 
matrix can be calculated by:  

1/2− Τ=T D E                                    (6) 
 Then the whitened data:  

1 =Y TX                                        (7) 
Then the data can be separated successfully by the FastICA 

algorithm. The FastICA algorithm finds the de-mixing matrix 
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Where ik is a positive constant and v is a random variable of 
the Gaussian with zero mean and unit variance. ( )iG •  is a non-
quadratic function, the select of G is different of the Gaussian 
distribution [28]. As the RFID signals are sub-Gaussian so the 
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Then maximizes the Lagrangian:  

( ) ( ) ( ), 1
2

L G R λλ Τ Τ = Ε − − w w w w                (10) 

B. PowerICA method 
The ICA algorithm has some drawbacks, such as: The fixed-

point ICA algorithm can only do a serial computation. Some 
unnecessary assumptions in the iteration of the FastICA 
algorithm are exist. The classical derivation of the FastICA 
algorithm has difficulty in separating large sets of real data 
quickly and accurately. To solve the problems mentioned 
before, the PowerICA and the ICA_p algorithm have been 
proposed respectively.   

Shahab Basiri [27] provided a novel power iteration 
algorithm for FastICA which is remarkably more stable when 
the sample size is not orders of magnitudes larger than the 
dimension. And the PowerICA algorithm can be run on parallel 
computing nodes. Basiri cut the oversimplified assumptions of 
the Lagrangian and the Jacobian matrix in the FastICA 
algorithm and put up with a new power iteration method for 
FastICA. The new PowerICA algorithm can converge in the 
case of the n=m , and drastically reduce the computational time 
by a run on parallel computing nodes. They change the 
Lagrangian to:  

( ) ( ) ( ) ( )L , R 1
2
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w w w w          (11) 

Thus, the algorithm solving：  

( ) ( ) ( )F 0m λ= − =w w w w                  (12) 
Iterates： 
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Until convergence. The ( )β w  in (13) is a scalar multiplier 

defined as ( ) ( )' Rgβ Τ = Ε ∈ w w x .  

C. ICA_p method 
Pierre Ablin [30] introduced a Preconditioned ICA for the 

Real Data algorithm, which is a relative L-BFGS algorithm 
preconditioned with sparse Hessian approximations. They 
found that the Hessian approximations have a low cost per 
iteration but not accurate enough on real data. To solve this 
problem, the use of an optimization algorithm which ‘learns’ 
curvature from the past iterations of the solver, and accelerates 
it by preconditioning with Hessian approximations. They put 
the Hessian approximations as follows:  
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They denote the approximation by 2H in the first step:  

2 ˆ
ijkl il jk ik jl ijH hδ δ δ δ= +                        (15) 

Then denoted 1H , goes one step further and replaces îjh  by 
2ˆ ˆi jhσ  for i j≠ : 
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They designed an algorithm to precondition the data based 
on the Hessian approximation mentioned before.  

D. SNR-Max method 
ZHANG Xiao-bing [24] proposed a low computational 

complexity instantaneous liner mixture blind separation 
algorithm. They take care of the complexity of the traditional 
algorithms, eye on the character that SNR is maximal when 
statistically independent source signals are entirely separated. 
They expressed the source signals and noise to the generalized 
eigenvalue problem, and get de-mixing matrix without iteration. 
They use the difference between the source signal and the 
estimated signal: e = s - y as a noise signal. Then get the SNR 
function:  

( ) ( )
10log 10logs s s sSNR

e e s y s y
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• •
= =

• − • −
        (17) 

But the source is unknown, so the use the moving average
y  of the signal to replace the source signal s , so the SNR 

changes to:  
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After some simplification, the final objective function is: 

( )
( ) ( )

10log y yF y SNR
y y y y

Τ
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•
= =

− • − 
          (19) 

They use a gradient descent method to find the maximum 
value of the object function, the get the suitable de-mixing 
matrix w. 

IV.  SIMULATION ANALYSIS AND DISCUSSION  
We use computer software MATLAB to do the simulation. 

We set a RFID system with m reader antennas and n tags in 
each group, the data length of tags is k. Then the source signal 
noted as n k×S , the received signal noted as m k×X , the unknown 
mix process simulated by a randomly full rank matrix m n×M , 
Then we multiply the M by S, as the equation: X = MS . Then 
the algorithms mentioned before will be used to estimate the de-
mix matrix n m×W , we denote the signal we separate by the 
algorithms as Y. then: =Y WX  The block diagram of the 
simulation process is shown in Figure 6.  

This paper compares the result in SSR and SR change with 
the SNR. Secondly, compare the SSR and SR change with the 
data length of the tags.  

Aiming to get a better comparison, we set a RFID system 
with 5 reader antennas and 5 tags need to be separated each time. 
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underlying source signals from multivariable statistical data. 
The source signal is unknown and either the mixing process is 
unknown in advance. There is only a small amount of prior 
knowledge such as statistical independence of source signal, the 
distribution of the source signal is at most one Gaussian 
distribution. 

The source signal is the wave the tag backscattered we don’t 
know before, and the mixed process in the wireless channel is 
unknown too. The source signal generated by the interior circuit 
of each tag, thus, it is statistically independent. The distribution 
of the source signal is non-Gaussian distribution. So, the mixed 
signal of the RFID system can be separated by the BSS methods. 
The BSS algorithms can calculate a de-mixing matrix W by the 
received signal X, which can make the equation:  

=WM I                                  (2) 
I in equation (2) is an identity matrix. It is equal to the 

equation:  
≈ -1W M                                         (3) 

Denote the signal we separated as Y, then we get the equation: 
≈ =Y = WX = WMS IS S                         (4) 

Use the BSS algorithms to separate the mixed signal of RFID 
system. We can identify several tags in each time, it can save a 
lot of time and improve the efficiency of the RFID system 
significantly. We can see the new anti-collision method in 
Figure 4.  
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III. BSS ALGORITHMS 
BSS algorithms is a huge Data-driven signal processing 

algorithm family, include several algorithms such as Principle 
Component Analysis (PCA), Independent Component Analysis 
(ICA), Non-negative Matrix Factorization (NMF), Sparse 
Component Analysis (SCA) and so on [28]. The ICA algorithm 
is the presentation of BSS algorithms, in the next work, the 
traditional FastICA algorithm and the improved ICA_p and 
ICA_p algorithm will be introduced. The SNR-MAX algorithm 
is also included for its simplification to make a comparation.  

A. ICA method 
ICA is mainly used to solve the problem of BSS [29]. In cases 

where the source signal and mixing matrix are unknown. To 

make sure the ICA algorithm can separate the source signals 
from the mixed signals well, merely assuming that the source 
signals are statistically independent [27]. The ICA algorithm 
has an assumption that: (1) source signals are real random 
variables with zero means and are statistically independent of 
each other; (2) the number of source signals n should be less 
than or equal to the number of observed signals m ( )n m≤ . The 
mixing matrix M is a m n× unknown matrix with full rank; (3) 
At most one source signal is allowed to satisfy the Gaussian 
distribution. The schematic block diagram of the ICA is 
depicted in Figure 5.  
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Fig.  5.  Block diagram of ICA 
The ICA method minimizes the statistical dependence 

between each component of the signal, highlights the essential 
structure of the source signal. One of the most popular ICA 
algorithms is the FastICA fixed-point algorithm [28], and the 
FastICA algorithm has a requirement that the data should be 
centered and pre-whitened. We can subtract the mean of the 
received signal to center the data. 

( )EX = X - X                                  (5) 
E(.) is the operator to get the expectation. The whitening 

process [28] can be finished by the following steps: First, we 
calculate the eigenvalues: ( )1 2= , ,..., me e eE and eigenvectors

( )1 2, ,..., md d d=D  of the received data, Then the whitening 
matrix can be calculated by:  
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knowledge such as statistical independence of source signal, the 
distribution of the source signal is at most one Gaussian 
distribution. 

The source signal is the wave the tag backscattered we don’t 
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The source signal is unknown and either the mixing process is 
unknown in advance. There is only a small amount of prior 
knowledge such as statistical independence of source signal, the 
distribution of the source signal is at most one Gaussian 
distribution. 

The source signal is the wave the tag backscattered we don’t 
know before, and the mixed process in the wireless channel is 
unknown too. The source signal generated by the interior circuit 
of each tag, thus, it is statistically independent. The distribution 
of the source signal is non-Gaussian distribution. So, the mixed 
signal of the RFID system can be separated by the BSS methods. 
The BSS algorithms can calculate a de-mixing matrix W by the 
received signal X, which can make the equation:  

=WM I                                  (2) 
I in equation (2) is an identity matrix. It is equal to the 

equation:  
≈ -1W M                                         (3) 

Denote the signal we separated as Y, then we get the equation: 
≈ =Y = WX = WMS IS S                         (4) 

Use the BSS algorithms to separate the mixed signal of RFID 
system. We can identify several tags in each time, it can save a 
lot of time and improve the efficiency of the RFID system 
significantly. We can see the new anti-collision method in 
Figure 4.  
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Then maximizes the Lagrangian:  
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B. PowerICA method 
The ICA algorithm has some drawbacks, such as: The fixed-

point ICA algorithm can only do a serial computation. Some 
unnecessary assumptions in the iteration of the FastICA 
algorithm are exist. The classical derivation of the FastICA 
algorithm has difficulty in separating large sets of real data 
quickly and accurately. To solve the problems mentioned 
before, the PowerICA and the ICA_p algorithm have been 
proposed respectively.   

Shahab Basiri [27] provided a novel power iteration 
algorithm for FastICA which is remarkably more stable when 
the sample size is not orders of magnitudes larger than the 
dimension. And the PowerICA algorithm can be run on parallel 
computing nodes. Basiri cut the oversimplified assumptions of 
the Lagrangian and the Jacobian matrix in the FastICA 
algorithm and put up with a new power iteration method for 
FastICA. The new PowerICA algorithm can converge in the 
case of the n=m , and drastically reduce the computational time 
by a run on parallel computing nodes. They change the 
Lagrangian to:  
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Thus, the algorithm solving：  
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Until convergence. The ( )β w  in (13) is a scalar multiplier 

defined as ( ) ( )' Rgβ Τ = Ε ∈ w w x .  

C. ICA_p method 
Pierre Ablin [30] introduced a Preconditioned ICA for the 

Real Data algorithm, which is a relative L-BFGS algorithm 
preconditioned with sparse Hessian approximations. They 
found that the Hessian approximations have a low cost per 
iteration but not accurate enough on real data. To solve this 
problem, the use of an optimization algorithm which ‘learns’ 
curvature from the past iterations of the solver, and accelerates 
it by preconditioning with Hessian approximations. They put 
the Hessian approximations as follows:  
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They denote the approximation by 2H in the first step:  
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Then denoted 1H , goes one step further and replaces îjh  by 
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They designed an algorithm to precondition the data based 
on the Hessian approximation mentioned before.  

D. SNR-Max method 
ZHANG Xiao-bing [24] proposed a low computational 

complexity instantaneous liner mixture blind separation 
algorithm. They take care of the complexity of the traditional 
algorithms, eye on the character that SNR is maximal when 
statistically independent source signals are entirely separated. 
They expressed the source signals and noise to the generalized 
eigenvalue problem, and get de-mixing matrix without iteration. 
They use the difference between the source signal and the 
estimated signal: e = s - y as a noise signal. Then get the SNR 
function:  
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But the source is unknown, so the use the moving average
y  of the signal to replace the source signal s , so the SNR 

changes to:  
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After some simplification, the final objective function is: 

( )
( ) ( )

10log y yF y SNR
y y y y

Τ
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•
= =

− • − 
          (19) 

They use a gradient descent method to find the maximum 
value of the object function, the get the suitable de-mixing 
matrix w. 

IV.  SIMULATION ANALYSIS AND DISCUSSION  
We use computer software MATLAB to do the simulation. 

We set a RFID system with m reader antennas and n tags in 
each group, the data length of tags is k. Then the source signal 
noted as n k×S , the received signal noted as m k×X , the unknown 
mix process simulated by a randomly full rank matrix m n×M , 
Then we multiply the M by S, as the equation: X = MS . Then 
the algorithms mentioned before will be used to estimate the de-
mix matrix n m×W , we denote the signal we separate by the 
algorithms as Y. then: =Y WX  The block diagram of the 
simulation process is shown in Figure 6.  

This paper compares the result in SSR and SR change with 
the SNR. Secondly, compare the SSR and SR change with the 
data length of the tags.  

Aiming to get a better comparison, we set a RFID system 
with 5 reader antennas and 5 tags need to be separated each time. 
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signals are statistically independent [27]. The ICA algorithm 
has an assumption that: (1) source signals are real random 
variables with zero means and are statistically independent of 
each other; (2) the number of source signals n should be less 
than or equal to the number of observed signals m ( )n m≤ . The 
mixing matrix M is a m n× unknown matrix with full rank; (3) 
At most one source signal is allowed to satisfy the Gaussian 
distribution. The schematic block diagram of the ICA is 
depicted in Figure 5.  
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Fig.  5.  Block diagram of ICA 
The ICA method minimizes the statistical dependence 

between each component of the signal, highlights the essential 
structure of the source signal. One of the most popular ICA 
algorithms is the FastICA fixed-point algorithm [28], and the 
FastICA algorithm has a requirement that the data should be 
centered and pre-whitened. We can subtract the mean of the 
received signal to center the data. 

( )EX = X - X                                  (5) 
E(.) is the operator to get the expectation. The whitening 

process [28] can be finished by the following steps: First, we 
calculate the eigenvalues: ( )1 2= , ,..., me e eE and eigenvectors

( )1 2, ,..., md d d=D  of the received data, Then the whitening 
matrix can be calculated by:  

1/2− Τ=T D E                                    (6) 
 Then the whitened data:  

1 =Y TX                                        (7) 
Then the data can be separated successfully by the FastICA 

algorithm. The FastICA algorithm finds the de-mixing matrix 
W by the iteration objective function:  
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Where ik is a positive constant and v is a random variable of 
the Gaussian with zero mean and unit variance. ( )iG •  is a non-
quadratic function, the select of G is different of the Gaussian 
distribution [28]. As the RFID signals are sub-Gaussian so the 
G can be chosen as follows:  
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underlying source signals from multivariable statistical data. 
The source signal is unknown and either the mixing process is 
unknown in advance. There is only a small amount of prior 
knowledge such as statistical independence of source signal, the 
distribution of the source signal is at most one Gaussian 
distribution. 

The source signal is the wave the tag backscattered we don’t 
know before, and the mixed process in the wireless channel is 
unknown too. The source signal generated by the interior circuit 
of each tag, thus, it is statistically independent. The distribution 
of the source signal is non-Gaussian distribution. So, the mixed 
signal of the RFID system can be separated by the BSS methods. 
The BSS algorithms can calculate a de-mixing matrix W by the 
received signal X, which can make the equation:  

=WM I                                  (2) 
I in equation (2) is an identity matrix. It is equal to the 

equation:  
≈ -1W M                                         (3) 

Denote the signal we separated as Y, then we get the equation: 
≈ =Y = WX = WMS IS S                         (4) 

Use the BSS algorithms to separate the mixed signal of RFID 
system. We can identify several tags in each time, it can save a 
lot of time and improve the efficiency of the RFID system 
significantly. We can see the new anti-collision method in 
Figure 4.  
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III. BSS ALGORITHMS 
BSS algorithms is a huge Data-driven signal processing 

algorithm family, include several algorithms such as Principle 
Component Analysis (PCA), Independent Component Analysis 
(ICA), Non-negative Matrix Factorization (NMF), Sparse 
Component Analysis (SCA) and so on [28]. The ICA algorithm 
is the presentation of BSS algorithms, in the next work, the 
traditional FastICA algorithm and the improved ICA_p and 
ICA_p algorithm will be introduced. The SNR-MAX algorithm 
is also included for its simplification to make a comparation.  

A. ICA method 
ICA is mainly used to solve the problem of BSS [29]. In cases 

where the source signal and mixing matrix are unknown. To 

make sure the ICA algorithm can separate the source signals 
from the mixed signals well, merely assuming that the source 
signals are statistically independent [27]. The ICA algorithm 
has an assumption that: (1) source signals are real random 
variables with zero means and are statistically independent of 
each other; (2) the number of source signals n should be less 
than or equal to the number of observed signals m ( )n m≤ . The 
mixing matrix M is a m n× unknown matrix with full rank; (3) 
At most one source signal is allowed to satisfy the Gaussian 
distribution. The schematic block diagram of the ICA is 
depicted in Figure 5.  
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between each component of the signal, highlights the essential 
structure of the source signal. One of the most popular ICA 
algorithms is the FastICA fixed-point algorithm [28], and the 
FastICA algorithm has a requirement that the data should be 
centered and pre-whitened. We can subtract the mean of the 
received signal to center the data. 
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E(.) is the operator to get the expectation. The whitening 

process [28] can be finished by the following steps: First, we 
calculate the eigenvalues: ( )1 2= , ,..., me e eE and eigenvectors

( )1 2, ,..., md d d=D  of the received data, Then the whitening 
matrix can be calculated by:  

1/2− Τ=T D E                                    (6) 
 Then the whitened data:  
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Then the data can be separated successfully by the FastICA 

algorithm. The FastICA algorithm finds the de-mixing matrix 
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Where ik is a positive constant and v is a random variable of 
the Gaussian with zero mean and unit variance. ( )iG •  is a non-
quadratic function, the select of G is different of the Gaussian 
distribution [28]. As the RFID signals are sub-Gaussian so the 
G can be chosen as follows:  
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Then maximizes the Lagrangian:  

( ) ( ) ( ), 1
2

L G R λλ Τ Τ = Ε − − w w w w                (10) 

B. PowerICA method 
The ICA algorithm has some drawbacks, such as: The fixed-

point ICA algorithm can only do a serial computation. Some 
unnecessary assumptions in the iteration of the FastICA 
algorithm are exist. The classical derivation of the FastICA 
algorithm has difficulty in separating large sets of real data 
quickly and accurately. To solve the problems mentioned 
before, the PowerICA and the ICA_p algorithm have been 
proposed respectively.   

Shahab Basiri [27] provided a novel power iteration 
algorithm for FastICA which is remarkably more stable when 
the sample size is not orders of magnitudes larger than the 
dimension. And the PowerICA algorithm can be run on parallel 
computing nodes. Basiri cut the oversimplified assumptions of 
the Lagrangian and the Jacobian matrix in the FastICA 
algorithm and put up with a new power iteration method for 
FastICA. The new PowerICA algorithm can converge in the 
case of the n=m , and drastically reduce the computational time 
by a run on parallel computing nodes. They change the 
Lagrangian to:  

( ) ( ) ( ) ( )L , R 1
2

G
λ

λ Τ Τ = Ε − − 
w

w w w w          (11) 

Thus, the algorithm solving：  

( ) ( ) ( )F 0m λ= − =w w w w                  (12) 
Iterates： 

( ) ( )
( ) ( )

m
m

β
β

−
←

−

w w w
w

w w w
                    (13) 

Until convergence. The ( )β w  in (13) is a scalar multiplier 

defined as ( ) ( )' Rgβ Τ = Ε ∈ w w x .  

C. ICA_p method 
Pierre Ablin [30] introduced a Preconditioned ICA for the 

Real Data algorithm, which is a relative L-BFGS algorithm 
preconditioned with sparse Hessian approximations. They 
found that the Hessian approximations have a low cost per 
iteration but not accurate enough on real data. To solve this 
problem, the use of an optimization algorithm which ‘learns’ 
curvature from the past iterations of the solver, and accelerates 
it by preconditioning with Hessian approximations. They put 
the Hessian approximations as follows:  
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           (14) 

They denote the approximation by 2H in the first step:  

2 ˆ
ijkl il jk ik jl ijH hδ δ δ δ= +                        (15) 

Then denoted 1H , goes one step further and replaces îjh  by 
2ˆ ˆi jhσ  for i j≠ : 

1 2

1

ˆ ˆ
ˆ1

ijkl il jk ik jl i j

iiii ii

H h

H h

δ δ δ δ σ = +


= +




                    (16) 

They designed an algorithm to precondition the data based 
on the Hessian approximation mentioned before.  

D. SNR-Max method 
ZHANG Xiao-bing [24] proposed a low computational 

complexity instantaneous liner mixture blind separation 
algorithm. They take care of the complexity of the traditional 
algorithms, eye on the character that SNR is maximal when 
statistically independent source signals are entirely separated. 
They expressed the source signals and noise to the generalized 
eigenvalue problem, and get de-mixing matrix without iteration. 
They use the difference between the source signal and the 
estimated signal: e = s - y as a noise signal. Then get the SNR 
function:  

( ) ( )
10log 10logs s s sSNR

e e s y s y

Τ Τ

Τ Τ

• •
= =

• − • −
        (17) 

But the source is unknown, so the use the moving average
y  of the signal to replace the source signal s , so the SNR 

changes to:  

( ) ( )
10log 10logs s y ySNR

e e y y y y

Τ Τ

Τ Τ

• •
= =

• − • −

 

 
        (18) 

After some simplification, the final objective function is: 

( )
( ) ( )

10log y yF y SNR
y y y y

Τ

Τ

•
= =

− • − 
          (19) 

They use a gradient descent method to find the maximum 
value of the object function, the get the suitable de-mixing 
matrix w. 

IV.  SIMULATION ANALYSIS AND DISCUSSION  
We use computer software MATLAB to do the simulation. 

We set a RFID system with m reader antennas and n tags in 
each group, the data length of tags is k. Then the source signal 
noted as n k×S , the received signal noted as m k×X , the unknown 
mix process simulated by a randomly full rank matrix m n×M , 
Then we multiply the M by S, as the equation: X = MS . Then 
the algorithms mentioned before will be used to estimate the de-
mix matrix n m×W , we denote the signal we separate by the 
algorithms as Y. then: =Y WX  The block diagram of the 
simulation process is shown in Figure 6.  

This paper compares the result in SSR and SR change with 
the SNR. Secondly, compare the SSR and SR change with the 
data length of the tags.  

Aiming to get a better comparison, we set a RFID system 
with 5 reader antennas and 5 tags need to be separated each time. 
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When compare the SSR and SR change with the SNR, we set 
the data length of the tags to 1000, the SNR change from 0 to 
30, simulation results are shown in Figure 7 and Figure 8. When 
compare the SSR and SR change with the data length of the tags, 
we set SNR to 25, the data length of tags change from 500 to 
5000 with a step of 500, the results are shown in Figure 9 and 
Figure 10. All of the data are an average of 3000 times.  

Generate source 
signal Snxk

Through the RF 
channel

Mix the signal 
and add noise.

X=MS+n

Separate X use 
algorithms

Y=WX
comparation

 
Fig. 6. Block diagram of the simulation process 

 

Fig. 7. SSR changes with SNR 

In Figure 7, firstly, the trend of SSR changes with SNR is 
correct. Generally, when the channel’s SNR is up to 20, the SSR 
is more than 0.92, it is a very good performance. When the 
channel’s SNR is less than 20, the performance of the ICA_p 
algorithm is the best, and the PowerICA algorithm is as good as 
the ICA_p algorithm but just a little bit worth than the later, the 
FastICA algorithm has a low SSR, especially in the low SNR 
channel. Actually, the FastICA algorithm is not stable, the 
iteration of the FastICA algorithm may not convergence, we 
deleted the data not convergence then draw Figure 7 and Figure 
8. The performance of the SNR_MAX is very poor no matter 
the condition of channel is good or bad, we believe the low 
computational complexity of the SNR_MAX algorithm may 
explain this result. In conclusion, the ICA_p has the best 
comprehensive performance. The PowerICA algorithm has 
almost the same performance with the ICA_p algorithm. 
FastICA performnot so good in a channel with low SNR, and it 
is not stable. The SNR_MAX algorithm can not meet the 
requirement of the RFID system. 

 
Fig. 8. SR changes with SNR 

The paper also compared the SR changes with the channel’s 
SNR, the result is shown in Figure 8. Usually, if the SSR is 
bigger than 0.92, we claim the separate is a success. In the curve, 
we found the FastICA, ICA_p, PowerICA algorithm have the 
related SR trend, but the ICA_p algorithm performance a little 
better. The SNR_MAX algorithm is hard to satisfy the system. 

 

Fig. 9. SSR changes with the data length of tags

 

From Figure 7 and 8, we can find that the curve becomes 
smooth when the SNR of the channel is more than 25 and the 
performance of the algorithms are both very good, which means 
the SNR in this level make no much difference of the SSR. So, 
we set the SNR to 25, then compare the algorithms’ 
performance in different data length of tags. Figure 9 shows the 
performance, it tells the trues that all of the algorithms do well 
when the length of the tags change from 500 to 5000. Because 
of the relation between the SSR and the SR, we believe that the 
success rate has the same trend as the correlation. Figure 10 
verify the guess. 
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Then maximizes the Lagrangian:  

( ) ( ) ( ), 1
2

L G R λλ Τ Τ = Ε − − w w w w                (10) 

B. PowerICA method 
The ICA algorithm has some drawbacks, such as: The fixed-

point ICA algorithm can only do a serial computation. Some 
unnecessary assumptions in the iteration of the FastICA 
algorithm are exist. The classical derivation of the FastICA 
algorithm has difficulty in separating large sets of real data 
quickly and accurately. To solve the problems mentioned 
before, the PowerICA and the ICA_p algorithm have been 
proposed respectively.   

Shahab Basiri [27] provided a novel power iteration 
algorithm for FastICA which is remarkably more stable when 
the sample size is not orders of magnitudes larger than the 
dimension. And the PowerICA algorithm can be run on parallel 
computing nodes. Basiri cut the oversimplified assumptions of 
the Lagrangian and the Jacobian matrix in the FastICA 
algorithm and put up with a new power iteration method for 
FastICA. The new PowerICA algorithm can converge in the 
case of the n=m , and drastically reduce the computational time 
by a run on parallel computing nodes. They change the 
Lagrangian to:  
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Thus, the algorithm solving：  

( ) ( ) ( )F 0m λ= − =w w w w                  (12) 
Iterates： 
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Until convergence. The ( )β w  in (13) is a scalar multiplier 

defined as ( ) ( )' Rgβ Τ = Ε ∈ w w x .  

C. ICA_p method 
Pierre Ablin [30] introduced a Preconditioned ICA for the 

Real Data algorithm, which is a relative L-BFGS algorithm 
preconditioned with sparse Hessian approximations. They 
found that the Hessian approximations have a low cost per 
iteration but not accurate enough on real data. To solve this 
problem, the use of an optimization algorithm which ‘learns’ 
curvature from the past iterations of the solver, and accelerates 
it by preconditioning with Hessian approximations. They put 
the Hessian approximations as follows:  
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They denote the approximation by 2H in the first step:  

2 ˆ
ijkl il jk ik jl ijH hδ δ δ δ= +                        (15) 

Then denoted 1H , goes one step further and replaces îjh  by 
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They designed an algorithm to precondition the data based 
on the Hessian approximation mentioned before.  

D. SNR-Max method 
ZHANG Xiao-bing [24] proposed a low computational 

complexity instantaneous liner mixture blind separation 
algorithm. They take care of the complexity of the traditional 
algorithms, eye on the character that SNR is maximal when 
statistically independent source signals are entirely separated. 
They expressed the source signals and noise to the generalized 
eigenvalue problem, and get de-mixing matrix without iteration. 
They use the difference between the source signal and the 
estimated signal: e = s - y as a noise signal. Then get the SNR 
function:  
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10log 10logs s s sSNR
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But the source is unknown, so the use the moving average
y  of the signal to replace the source signal s , so the SNR 

changes to:  
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After some simplification, the final objective function is: 
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They use a gradient descent method to find the maximum 
value of the object function, the get the suitable de-mixing 
matrix w. 

IV.  SIMULATION ANALYSIS AND DISCUSSION  
We use computer software MATLAB to do the simulation. 

We set a RFID system with m reader antennas and n tags in 
each group, the data length of tags is k. Then the source signal 
noted as n k×S , the received signal noted as m k×X , the unknown 
mix process simulated by a randomly full rank matrix m n×M , 
Then we multiply the M by S, as the equation: X = MS . Then 
the algorithms mentioned before will be used to estimate the de-
mix matrix n m×W , we denote the signal we separate by the 
algorithms as Y. then: =Y WX  The block diagram of the 
simulation process is shown in Figure 6.  

This paper compares the result in SSR and SR change with 
the SNR. Secondly, compare the SSR and SR change with the 
data length of the tags.  

Aiming to get a better comparison, we set a RFID system 
with 5 reader antennas and 5 tags need to be separated each time. 
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underlying source signals from multivariable statistical data. 
The source signal is unknown and either the mixing process is 
unknown in advance. There is only a small amount of prior 
knowledge such as statistical independence of source signal, the 
distribution of the source signal is at most one Gaussian 
distribution. 

The source signal is the wave the tag backscattered we don’t 
know before, and the mixed process in the wireless channel is 
unknown too. The source signal generated by the interior circuit 
of each tag, thus, it is statistically independent. The distribution 
of the source signal is non-Gaussian distribution. So, the mixed 
signal of the RFID system can be separated by the BSS methods. 
The BSS algorithms can calculate a de-mixing matrix W by the 
received signal X, which can make the equation:  

=WM I                                  (2) 
I in equation (2) is an identity matrix. It is equal to the 

equation:  
≈ -1W M                                         (3) 

Denote the signal we separated as Y, then we get the equation: 
≈ =Y = WX = WMS IS S                         (4) 

Use the BSS algorithms to separate the mixed signal of RFID 
system. We can identify several tags in each time, it can save a 
lot of time and improve the efficiency of the RFID system 
significantly. We can see the new anti-collision method in 
Figure 4.  
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III. BSS ALGORITHMS 
BSS algorithms is a huge Data-driven signal processing 

algorithm family, include several algorithms such as Principle 
Component Analysis (PCA), Independent Component Analysis 
(ICA), Non-negative Matrix Factorization (NMF), Sparse 
Component Analysis (SCA) and so on [28]. The ICA algorithm 
is the presentation of BSS algorithms, in the next work, the 
traditional FastICA algorithm and the improved ICA_p and 
ICA_p algorithm will be introduced. The SNR-MAX algorithm 
is also included for its simplification to make a comparation.  

A. ICA method 
ICA is mainly used to solve the problem of BSS [29]. In cases 

where the source signal and mixing matrix are unknown. To 

make sure the ICA algorithm can separate the source signals 
from the mixed signals well, merely assuming that the source 
signals are statistically independent [27]. The ICA algorithm 
has an assumption that: (1) source signals are real random 
variables with zero means and are statistically independent of 
each other; (2) the number of source signals n should be less 
than or equal to the number of observed signals m ( )n m≤ . The 
mixing matrix M is a m n× unknown matrix with full rank; (3) 
At most one source signal is allowed to satisfy the Gaussian 
distribution. The schematic block diagram of the ICA is 
depicted in Figure 5.  
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Fig.  5.  Block diagram of ICA 
The ICA method minimizes the statistical dependence 

between each component of the signal, highlights the essential 
structure of the source signal. One of the most popular ICA 
algorithms is the FastICA fixed-point algorithm [28], and the 
FastICA algorithm has a requirement that the data should be 
centered and pre-whitened. We can subtract the mean of the 
received signal to center the data. 

( )EX = X - X                                  (5) 
E(.) is the operator to get the expectation. The whitening 

process [28] can be finished by the following steps: First, we 
calculate the eigenvalues: ( )1 2= , ,..., me e eE and eigenvectors

( )1 2, ,..., md d d=D  of the received data, Then the whitening 
matrix can be calculated by:  

1/2− Τ=T D E                                    (6) 
 Then the whitened data:  

1 =Y TX                                        (7) 
Then the data can be separated successfully by the FastICA 

algorithm. The FastICA algorithm finds the de-mixing matrix 
W by the iteration objective function:  
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Where ik is a positive constant and v is a random variable of 
the Gaussian with zero mean and unit variance. ( )iG •  is a non-
quadratic function, the select of G is different of the Gaussian 
distribution [28]. As the RFID signals are sub-Gaussian so the 
G can be chosen as follows:  
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underlying source signals from multivariable statistical data. 
The source signal is unknown and either the mixing process is 
unknown in advance. There is only a small amount of prior 
knowledge such as statistical independence of source signal, the 
distribution of the source signal is at most one Gaussian 
distribution. 

The source signal is the wave the tag backscattered we don’t 
know before, and the mixed process in the wireless channel is 
unknown too. The source signal generated by the interior circuit 
of each tag, thus, it is statistically independent. The distribution 
of the source signal is non-Gaussian distribution. So, the mixed 
signal of the RFID system can be separated by the BSS methods. 
The BSS algorithms can calculate a de-mixing matrix W by the 
received signal X, which can make the equation:  

=WM I                                  (2) 
I in equation (2) is an identity matrix. It is equal to the 

equation:  
≈ -1W M                                         (3) 

Denote the signal we separated as Y, then we get the equation: 
≈ =Y = WX = WMS IS S                         (4) 

Use the BSS algorithms to separate the mixed signal of RFID 
system. We can identify several tags in each time, it can save a 
lot of time and improve the efficiency of the RFID system 
significantly. We can see the new anti-collision method in 
Figure 4.  

 

Active

Active

Active

R
eader

...m
...

Tag 2

Tag 1

Tag n

...n...

 
 Fig. 4. BSS anti-collision method 

III. BSS ALGORITHMS 
BSS algorithms is a huge Data-driven signal processing 

algorithm family, include several algorithms such as Principle 
Component Analysis (PCA), Independent Component Analysis 
(ICA), Non-negative Matrix Factorization (NMF), Sparse 
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each other; (2) the number of source signals n should be less 
than or equal to the number of observed signals m ( )n m≤ . The 
mixing matrix M is a m n× unknown matrix with full rank; (3) 
At most one source signal is allowed to satisfy the Gaussian 
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The ICA method minimizes the statistical dependence 

between each component of the signal, highlights the essential 
structure of the source signal. One of the most popular ICA 
algorithms is the FastICA fixed-point algorithm [28], and the 
FastICA algorithm has a requirement that the data should be 
centered and pre-whitened. We can subtract the mean of the 
received signal to center the data. 

( )EX = X - X                                  (5) 
E(.) is the operator to get the expectation. The whitening 

process [28] can be finished by the following steps: First, we 
calculate the eigenvalues: ( )1 2= , ,..., me e eE and eigenvectors

( )1 2, ,..., md d d=D  of the received data, Then the whitening 
matrix can be calculated by:  

1/2− Τ=T D E                                    (6) 
 Then the whitened data:  

1 =Y TX                                        (7) 
Then the data can be separated successfully by the FastICA 
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Where ik is a positive constant and v is a random variable of 
the Gaussian with zero mean and unit variance. ( )iG •  is a non-
quadratic function, the select of G is different of the Gaussian 
distribution [28]. As the RFID signals are sub-Gaussian so the 
G can be chosen as follows:  
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underlying source signals from multivariable statistical data. 
The source signal is unknown and either the mixing process is 
unknown in advance. There is only a small amount of prior 
knowledge such as statistical independence of source signal, the 
distribution of the source signal is at most one Gaussian 
distribution. 

The source signal is the wave the tag backscattered we don’t 
know before, and the mixed process in the wireless channel is 
unknown too. The source signal generated by the interior circuit 
of each tag, thus, it is statistically independent. The distribution 
of the source signal is non-Gaussian distribution. So, the mixed 
signal of the RFID system can be separated by the BSS methods. 
The BSS algorithms can calculate a de-mixing matrix W by the 
received signal X, which can make the equation:  

=WM I                                  (2) 
I in equation (2) is an identity matrix. It is equal to the 

equation:  
≈ -1W M                                         (3) 

Denote the signal we separated as Y, then we get the equation: 
≈ =Y = WX = WMS IS S                         (4) 

Use the BSS algorithms to separate the mixed signal of RFID 
system. We can identify several tags in each time, it can save a 
lot of time and improve the efficiency of the RFID system 
significantly. We can see the new anti-collision method in 
Figure 4.  
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Then maximizes the Lagrangian:  

( ) ( ) ( ), 1
2

L G R λλ Τ Τ = Ε − − w w w w                (10) 

B. PowerICA method 
The ICA algorithm has some drawbacks, such as: The fixed-

point ICA algorithm can only do a serial computation. Some 
unnecessary assumptions in the iteration of the FastICA 
algorithm are exist. The classical derivation of the FastICA 
algorithm has difficulty in separating large sets of real data 
quickly and accurately. To solve the problems mentioned 
before, the PowerICA and the ICA_p algorithm have been 
proposed respectively.   

Shahab Basiri [27] provided a novel power iteration 
algorithm for FastICA which is remarkably more stable when 
the sample size is not orders of magnitudes larger than the 
dimension. And the PowerICA algorithm can be run on parallel 
computing nodes. Basiri cut the oversimplified assumptions of 
the Lagrangian and the Jacobian matrix in the FastICA 
algorithm and put up with a new power iteration method for 
FastICA. The new PowerICA algorithm can converge in the 
case of the n=m , and drastically reduce the computational time 
by a run on parallel computing nodes. They change the 
Lagrangian to:  

( ) ( ) ( ) ( )L , R 1
2

G
λ
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Thus, the algorithm solving：  

( ) ( ) ( )F 0m λ= − =w w w w                  (12) 
Iterates： 
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Until convergence. The ( )β w  in (13) is a scalar multiplier 

defined as ( ) ( )' Rgβ Τ = Ε ∈ w w x .  

C. ICA_p method 
Pierre Ablin [30] introduced a Preconditioned ICA for the 

Real Data algorithm, which is a relative L-BFGS algorithm 
preconditioned with sparse Hessian approximations. They 
found that the Hessian approximations have a low cost per 
iteration but not accurate enough on real data. To solve this 
problem, the use of an optimization algorithm which ‘learns’ 
curvature from the past iterations of the solver, and accelerates 
it by preconditioning with Hessian approximations. They put 
the Hessian approximations as follows:  
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They denote the approximation by 2H in the first step:  

2 ˆ
ijkl il jk ik jl ijH hδ δ δ δ= +                        (15) 

Then denoted 1H , goes one step further and replaces îjh  by 
2ˆ ˆi jhσ  for i j≠ : 
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They designed an algorithm to precondition the data based 
on the Hessian approximation mentioned before.  

D. SNR-Max method 
ZHANG Xiao-bing [24] proposed a low computational 

complexity instantaneous liner mixture blind separation 
algorithm. They take care of the complexity of the traditional 
algorithms, eye on the character that SNR is maximal when 
statistically independent source signals are entirely separated. 
They expressed the source signals and noise to the generalized 
eigenvalue problem, and get de-mixing matrix without iteration. 
They use the difference between the source signal and the 
estimated signal: e = s - y as a noise signal. Then get the SNR 
function:  

( ) ( )
10log 10logs s s sSNR
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But the source is unknown, so the use the moving average
y  of the signal to replace the source signal s , so the SNR 

changes to:  
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After some simplification, the final objective function is: 

( )
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10log y yF y SNR
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− • − 
          (19) 

They use a gradient descent method to find the maximum 
value of the object function, the get the suitable de-mixing 
matrix w. 

IV.  SIMULATION ANALYSIS AND DISCUSSION  
We use computer software MATLAB to do the simulation. 

We set a RFID system with m reader antennas and n tags in 
each group, the data length of tags is k. Then the source signal 
noted as n k×S , the received signal noted as m k×X , the unknown 
mix process simulated by a randomly full rank matrix m n×M , 
Then we multiply the M by S, as the equation: X = MS . Then 
the algorithms mentioned before will be used to estimate the de-
mix matrix n m×W , we denote the signal we separate by the 
algorithms as Y. then: =Y WX  The block diagram of the 
simulation process is shown in Figure 6.  

This paper compares the result in SSR and SR change with 
the SNR. Secondly, compare the SSR and SR change with the 
data length of the tags.  

Aiming to get a better comparison, we set a RFID system 
with 5 reader antennas and 5 tags need to be separated each time. 
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ˆ Ê , for1 , N
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algorithms, eye on the character that SNR is maximal when 
statistically independent source signals are entirely separated. 
They expressed the source signals and noise to the generalized 
eigenvalue problem, and get de-mixing matrix without iteration. 
They use the difference between the source signal and the 
estimated signal: e = s - y as a noise signal. Then get the SNR 
function:  

( ) ( )
10log 10logs s s sSNR

e e s y s y

Τ Τ

Τ Τ

• •
= =

• − • −
        (17) 

But the source is unknown, so the use the moving average
y  of the signal to replace the source signal s , so the SNR 

changes to:  

( ) ( )
10log 10logs s y ySNR

e e y y y y
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 
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After some simplification, the final objective function is: 

( )
( ) ( )

10log y yF y SNR
y y y y

Τ

Τ

•
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− • − 
          (19) 

They use a gradient descent method to find the maximum 
value of the object function, the get the suitable de-mixing 
matrix w. 

IV.  SIMULATION ANALYSIS AND DISCUSSION  
We use computer software MATLAB to do the simulation. 

We set a RFID system with m reader antennas and n tags in 
each group, the data length of tags is k. Then the source signal 
noted as n k×S , the received signal noted as m k×X , the unknown 
mix process simulated by a randomly full rank matrix m n×M , 
Then we multiply the M by S, as the equation: X = MS . Then 
the algorithms mentioned before will be used to estimate the de-
mix matrix n m×W , we denote the signal we separate by the 
algorithms as Y. then: =Y WX  The block diagram of the 
simulation process is shown in Figure 6.  

This paper compares the result in SSR and SR change with 
the SNR. Secondly, compare the SSR and SR change with the 
data length of the tags.  

Aiming to get a better comparison, we set a RFID system 
with 5 reader antennas and 5 tags need to be separated each time. 
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When compare the SSR and SR change with the SNR, we set 
the data length of the tags to 1000, the SNR change from 0 to 
30, simulation results are shown in Figure 7 and Figure 8. When 
compare the SSR and SR change with the data length of the tags, 
we set SNR to 25, the data length of tags change from 500 to 
5000 with a step of 500, the results are shown in Figure 9 and 
Figure 10. All of the data are an average of 3000 times.  
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Fig. 6. Block diagram of the simulation process 

 

Fig. 7. SSR changes with SNR 

In Figure 7, firstly, the trend of SSR changes with SNR is 
correct. Generally, when the channel’s SNR is up to 20, the SSR 
is more than 0.92, it is a very good performance. When the 
channel’s SNR is less than 20, the performance of the ICA_p 
algorithm is the best, and the PowerICA algorithm is as good as 
the ICA_p algorithm but just a little bit worth than the later, the 
FastICA algorithm has a low SSR, especially in the low SNR 
channel. Actually, the FastICA algorithm is not stable, the 
iteration of the FastICA algorithm may not convergence, we 
deleted the data not convergence then draw Figure 7 and Figure 
8. The performance of the SNR_MAX is very poor no matter 
the condition of channel is good or bad, we believe the low 
computational complexity of the SNR_MAX algorithm may 
explain this result. In conclusion, the ICA_p has the best 
comprehensive performance. The PowerICA algorithm has 
almost the same performance with the ICA_p algorithm. 
FastICA performnot so good in a channel with low SNR, and it 
is not stable. The SNR_MAX algorithm can not meet the 
requirement of the RFID system. 

 
Fig. 8. SR changes with SNR 

The paper also compared the SR changes with the channel’s 
SNR, the result is shown in Figure 8. Usually, if the SSR is 
bigger than 0.92, we claim the separate is a success. In the curve, 
we found the FastICA, ICA_p, PowerICA algorithm have the 
related SR trend, but the ICA_p algorithm performance a little 
better. The SNR_MAX algorithm is hard to satisfy the system. 

 

Fig. 9. SSR changes with the data length of tags

 

From Figure 7 and 8, we can find that the curve becomes 
smooth when the SNR of the channel is more than 25 and the 
performance of the algorithms are both very good, which means 
the SNR in this level make no much difference of the SSR. So, 
we set the SNR to 25, then compare the algorithms’ 
performance in different data length of tags. Figure 9 shows the 
performance, it tells the trues that all of the algorithms do well 
when the length of the tags change from 500 to 5000. Because 
of the relation between the SSR and the SR, we believe that the 
success rate has the same trend as the correlation. Figure 10 
verify the guess. 
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Then maximizes the Lagrangian:  

( ) ( ) ( ), 1
2

L G R λλ Τ Τ = Ε − − w w w w                (10) 

B. PowerICA method 
The ICA algorithm has some drawbacks, such as: The fixed-

point ICA algorithm can only do a serial computation. Some 
unnecessary assumptions in the iteration of the FastICA 
algorithm are exist. The classical derivation of the FastICA 
algorithm has difficulty in separating large sets of real data 
quickly and accurately. To solve the problems mentioned 
before, the PowerICA and the ICA_p algorithm have been 
proposed respectively.   

Shahab Basiri [27] provided a novel power iteration 
algorithm for FastICA which is remarkably more stable when 
the sample size is not orders of magnitudes larger than the 
dimension. And the PowerICA algorithm can be run on parallel 
computing nodes. Basiri cut the oversimplified assumptions of 
the Lagrangian and the Jacobian matrix in the FastICA 
algorithm and put up with a new power iteration method for 
FastICA. The new PowerICA algorithm can converge in the 
case of the n=m , and drastically reduce the computational time 
by a run on parallel computing nodes. They change the 
Lagrangian to:  

( ) ( ) ( ) ( )L , R 1
2

G
λ

λ Τ Τ = Ε − − 
w

w w w w          (11) 

Thus, the algorithm solving：  

( ) ( ) ( )F 0m λ= − =w w w w                  (12) 
Iterates： 
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m

β
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−
←
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w w w
w
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                    (13) 

Until convergence. The ( )β w  in (13) is a scalar multiplier 

defined as ( ) ( )' Rgβ Τ = Ε ∈ w w x .  

C. ICA_p method 
Pierre Ablin [30] introduced a Preconditioned ICA for the 

Real Data algorithm, which is a relative L-BFGS algorithm 
preconditioned with sparse Hessian approximations. They 
found that the Hessian approximations have a low cost per 
iteration but not accurate enough on real data. To solve this 
problem, the use of an optimization algorithm which ‘learns’ 
curvature from the past iterations of the solver, and accelerates 
it by preconditioning with Hessian approximations. They put 
the Hessian approximations as follows:  
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They denote the approximation by 2H in the first step:  

2 ˆ
ijkl il jk ik jl ijH hδ δ δ δ= +                        (15) 

Then denoted 1H , goes one step further and replaces îjh  by 
2ˆ ˆi jhσ  for i j≠ : 
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They designed an algorithm to precondition the data based 
on the Hessian approximation mentioned before.  

D. SNR-Max method 
ZHANG Xiao-bing [24] proposed a low computational 

complexity instantaneous liner mixture blind separation 
algorithm. They take care of the complexity of the traditional 
algorithms, eye on the character that SNR is maximal when 
statistically independent source signals are entirely separated. 
They expressed the source signals and noise to the generalized 
eigenvalue problem, and get de-mixing matrix without iteration. 
They use the difference between the source signal and the 
estimated signal: e = s - y as a noise signal. Then get the SNR 
function:  

( ) ( )
10log 10logs s s sSNR

e e s y s y

Τ Τ
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• •
= =

• − • −
        (17) 

But the source is unknown, so the use the moving average
y  of the signal to replace the source signal s , so the SNR 

changes to:  
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10log 10logs s y ySNR
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After some simplification, the final objective function is: 
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10log y yF y SNR
y y y y

Τ

Τ

•
= =

− • − 
          (19) 

They use a gradient descent method to find the maximum 
value of the object function, the get the suitable de-mixing 
matrix w. 

IV.  SIMULATION ANALYSIS AND DISCUSSION  
We use computer software MATLAB to do the simulation. 

We set a RFID system with m reader antennas and n tags in 
each group, the data length of tags is k. Then the source signal 
noted as n k×S , the received signal noted as m k×X , the unknown 
mix process simulated by a randomly full rank matrix m n×M , 
Then we multiply the M by S, as the equation: X = MS . Then 
the algorithms mentioned before will be used to estimate the de-
mix matrix n m×W , we denote the signal we separate by the 
algorithms as Y. then: =Y WX  The block diagram of the 
simulation process is shown in Figure 6.  

This paper compares the result in SSR and SR change with 
the SNR. Secondly, compare the SSR and SR change with the 
data length of the tags.  

Aiming to get a better comparison, we set a RFID system 
with 5 reader antennas and 5 tags need to be separated each time. 
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When compare the SSR and SR change with the SNR, we set 
the data length of the tags to 1000, the SNR change from 0 to 
30, simulation results are shown in Figure 7 and Figure 8. When 
compare the SSR and SR change with the data length of the tags, 
we set SNR to 25, the data length of tags change from 500 to 
5000 with a step of 500, the results are shown in Figure 9 and 
Figure 10. All of the data are an average of 3000 times.  
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channel’s SNR is less than 20, the performance of the ICA_p 
algorithm is the best, and the PowerICA algorithm is as good as 
the ICA_p algorithm but just a little bit worth than the later, the 
FastICA algorithm has a low SSR, especially in the low SNR 
channel. Actually, the FastICA algorithm is not stable, the 
iteration of the FastICA algorithm may not convergence, we 
deleted the data not convergence then draw Figure 7 and Figure 
8. The performance of the SNR_MAX is very poor no matter 
the condition of channel is good or bad, we believe the low 
computational complexity of the SNR_MAX algorithm may 
explain this result. In conclusion, the ICA_p has the best 
comprehensive performance. The PowerICA algorithm has 
almost the same performance with the ICA_p algorithm. 
FastICA performnot so good in a channel with low SNR, and it 
is not stable. The SNR_MAX algorithm can not meet the 
requirement of the RFID system. 
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SNR, the result is shown in Figure 8. Usually, if the SSR is 
bigger than 0.92, we claim the separate is a success. In the curve, 
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From Figure 7 and 8, we can find that the curve becomes 
smooth when the SNR of the channel is more than 25 and the 
performance of the algorithms are both very good, which means 
the SNR in this level make no much difference of the SSR. So, 
we set the SNR to 25, then compare the algorithms’ 
performance in different data length of tags. Figure 9 shows the 
performance, it tells the trues that all of the algorithms do well 
when the length of the tags change from 500 to 5000. Because 
of the relation between the SSR and the SR, we believe that the 
success rate has the same trend as the correlation. Figure 10 
verify the guess. 
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Fig. 10. SR changes with the data length of tags 

As we said before, the FastICA algorithm is unstable, Figure 
11 shows the FastICA algorithm default convergence time 
changes with the SNR, even when the SNR more than 20, the 
FastICA emerge the case of not convergence, but the PowerICA 
and the ICA_p will not occur such thing. The reason why this 
situation arises is that the algorithm oversimplified the 
Lagrangian and the Jacobian Matrix [26]. 

 
Fig. 11. The non-convergence time changes with SNR 

By the way, we compared the time cost of the algorithms 
changes with the length of the tags, we can see it in Figure 12. 
The SNR_Max uses the least of time, and the Power needs the 
most of the time, the others between them. But the PowerICA 
can run in a parallel model, so it can perform better in parallel 
systems. 

 
Fig. 12. the time cost changes with the length of tags 

To show the BSS algorithm’s separate performance visually, 
we put the source signal, the mixed-signal, and the algorithms 
separate the signal in Figure 13 to 18. Considering the comfort 
of view, we decline the number of tags to 3, and only draw the 
first 20 data of the signal.  

 

 
Fig. 13. The source signals 

 
Fig. 14. The mixed signals 
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Fig. 15. The ICA_p separate signals 

 
Fig. 16. The FastICA separate signals 

 
Fig. 17. The PowerICA separate signals   

 
Fig. 18. The SNR-Max separate signal 

We can see from Figure 12 to Firure18 that the BSS methods 
change the order and the polarity of the signal, and most of the 
signal be separated successfully. The first signal of source 
(Figure 13) corresponds to the third signal of ICA_p separate 
signals (Figure 15) with the opposite polarity, corresponds to 
the first signal of the FastICA separate signals (Figure 16) with 
the opposite polarity, corresponds to the second signals of 
PowerICA separate signals (Figure 17), however we cannot 
find the corresponding signal from the SNR_MAX separate 
signals. As the use of FM0 coding in RFID system, the polarity 
and the order change of the signals doing nothing for us to 
recognize the information the tags send. 
We make a table to show the performance of the algorithms 

we used. Shown as Table 1. 

TABLE I  
ALGORITHMS PERFORMANCE 

Algorithm  Accuracy  Stability  instantaneity 

FastICA Medium Low  High 

PowerICA High  High  Medium 

ICA_p High  High  Medium  

SNR_MAX Low  medium High  

There are some useful simulation data to prove our 
conclusion. The data in Table 2 got in the channel which has a 
25 SNR and the tags’ length is 1000. We do the simulation 1000 
times, then get the average data. As we can see the ICA_p 
algorithm has the highest correlation in this situation. From the 
low correlation and the mean success rate we can say that the 
ICA_p and the PowerICA algorithm are stable. From the time 
for one separation, we know the Fast ICA algorithm is the most 
real-time and with excellent performance. 

TABLE II 
SOME USEFUL DATA 
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Algorithm  
Highest  
correlation  

Low 
correlation 

Mean 
successes 
rate 

Time for 
one 
separate 

FastICA 0.9952 0.8222 0.9680 0.0053s 

PowerICA 0.9970 0.8662 0.9680 0.0176s 

ICA_p 0.9999 0.8439 0.9680 0.0126s 

SNR-Max 0.8055 0.5302 0.3440 0.0006s 

V. CONCLUSION 
RFID located at the sensor layer of IoT, it is an important role 

of IoT. As IoT development rapidly, the RFID system is 
required to be more effective and real-time in practical 
applications. The simulation of the paper shows that the 
FastICA algorithm performs well in real-time but has poor 
stability performance. The PowerICA and the ICA_p algorithm 
performs well in stability and accuracy, but need a little more 
time. And the SNR-Max algorithm is not suitable for the RFID 
system. In conclusion, we can design a system that uses ICA_p 
algorithm or PowerICA algorithm when the channel’s SNR is 
low and use the FastICA algorithm to reduce the time when the 
channel’s SNR is very high. The ICA_p algorithm has the best 
general performance.  

This work confirms the feasibility of using BSS methods as 
anti-collision algorithms in RFID system, verify the good 
performance of BSS methods like ICA_p and PowerICA. 
However, our current work only takes care of over-determined 
or determined receiving model. The meaningful and practical 
underdetermined receiving model needs more attention from 
researchers. In future work, the underdetermined receiving 
model will be engaged for anti-collision in RFID application.  
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Algorithm  
Highest  
correlation  

Low 
correlation 

Mean 
successes 
rate 

Time for 
one 
separate 

FastICA 0.9952 0.8222 0.9680 0.0053s 

PowerICA 0.9970 0.8662 0.9680 0.0176s 

ICA_p 0.9999 0.8439 0.9680 0.0126s 

SNR-Max 0.8055 0.5302 0.3440 0.0006s 

V. CONCLUSION 
RFID located at the sensor layer of IoT, it is an important role 

of IoT. As IoT development rapidly, the RFID system is 
required to be more effective and real-time in practical 
applications. The simulation of the paper shows that the 
FastICA algorithm performs well in real-time but has poor 
stability performance. The PowerICA and the ICA_p algorithm 
performs well in stability and accuracy, but need a little more 
time. And the SNR-Max algorithm is not suitable for the RFID 
system. In conclusion, we can design a system that uses ICA_p 
algorithm or PowerICA algorithm when the channel’s SNR is 
low and use the FastICA algorithm to reduce the time when the 
channel’s SNR is very high. The ICA_p algorithm has the best 
general performance.  

This work confirms the feasibility of using BSS methods as 
anti-collision algorithms in RFID system, verify the good 
performance of BSS methods like ICA_p and PowerICA. 
However, our current work only takes care of over-determined 
or determined receiving model. The meaningful and practical 
underdetermined receiving model needs more attention from 
researchers. In future work, the underdetermined receiving 
model will be engaged for anti-collision in RFID application.  
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 
Abstract — Noise from our environment is causing ever-

greater problems such as hearing loss among the young. In 
many cases, children may be exposed to harmful noise even 
in the most common places such as schools and events.  For 
this reason, we developed a web application in the frame of 
the “Protect your Ears” project that aims the teaching of 
noise awareness. Playing with this web application helps 
children to be more aware in protecting their hearing. The 
web application was subjected to a cohort study where a test 
and control group was separated at an elementary school. 
The test group was able to use the web application for two 
weeks during the teaching sessions, while the control group 
could not. For objective measurement, the pedagogue used 
questionnaires before and after the examination. Statistical 
analyses were performed on the values obtained from the 
questionnaires. At the beginning of the study, we showed 
that the control and test groups were not heterogeneous at 
5% significance level using the Mann Whitney U test. As a 
result, there was a significant difference between the pre- 
and post-condition for the test group using the Wilcoxon 
test at the 5% significance level compering to a control 
group. From this results, we can conclude that playing with 
the web application the children in the test group became 
more aware of the noise in their surrounding and mastered 
preventive behavior. 
 

Index Terms — children hearing loss, noise awareness, 
web application, Wilcoxon paired test 
 

I. INTRODUCTION 
According to the World Health Organization (WHO) hearing 

loss affects millions of people around the world, and it is 
estimated to be the world's fourth leading disease [1]. Hearing 
protection is very important as hearing loss affects every area 
of an individual's life (workplace, social environment, home 
activities). By identifying the causes of hearing loss preventive 
behavior can be learned. 
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Generally, there are two types of causes of hearing loss: 
congenital (born with) and acquired. This latter category 
includes the noise pollution caused by environmental noise  
[3], [4]. 

According to WHO approximately 466 million people have 
hearing loss above 40 dB Hearing Level (referred to as HL) (30 
dB HL in children), 7.3% of whom are under 15 years of age 
[2]. As reported as forecasts, this number could reach the value 
of 900 million by 2050. Reports also suggests that 60% of 
childhood hearing loss could be prevented with proper 
prevention and awareness. 

In Europe, noise levels have been shown to rise, despite the 
fact that noise pollution is known to cause health problems [6], 
[7]. About 75 million people in urban environments are exposed 
to high levels of noise, of which 20 million are exposed to 
health hazards [8]. Sleep deprivation caused by environmental 
noise can occur, with ringing in the ears (tinnitus), increased 
stress, and various mental illnesses. 

Research has shown that values between 70 and 90 dB (A) 
(A-weighted decibels) are not uncommon in schools. For 
example, a noise level test at a primary school in Kiel, 
Germany, showed that while in classroom work the noise level 
was 45-50 dB (A), during the break in the yard the noise level 
was 80 dB (A), before the teacher entered the classroom it 
increased to 90 dB (A) [9], [10]. At the same time, it has also 
been found that out-of-school noise can impair school 
performance. Not only does it interfere with communication 
and affect school performance, but it can also cause many 
health problems. Students complain of headaches and sleep 
problems due to the loud environment, but high noise levels can 
also be a cause of high blood pressure and circulatory problems 
[11], [12], [13], [14], [15]. 

All of this confirms that hearing loss begins to occur at an 
early age because of environmental factors. However, 
interventions are needed to prevent hearing loss. 

Analyzing the 2014 European Population Health Survey 
(ELEF), the prevalence of hearing problems among the 
Hungarian population is 15% (~1,415 people) in the surveyed 
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Abstract — Noise from our environment is causing ever-

greater problems such as hearing loss among the young. In 
many cases, children may be exposed to harmful noise even 
in the most common places such as schools and events.  For 
this reason, we developed a web application in the frame of 
the “Protect your Ears” project that aims the teaching of 
noise awareness. Playing with this web application helps 
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population (9,431 people in total) [16]. The proportion of 
people with severe hearing impairment is 3% (~283 people). 

A WHO analysis, including Hungary, has shown that 
untreated hearing loss has a global cost of 750-790 billion 
American dollars (USD) per year worldwide [17]. 

According to a Hungarian study published in 2017, the 
National Health Insurance Fund (NEAK - formerly known as 
OEP) spent 2.011 billion Hungarian forints (HUF) on treating 
patients with sensorineural and conductive hearing loss [18].  

Children and young are at higher risk than adults are. The 
reason is that they are exposed to the same amount of noise, but 
their hearing is still intact, so their body is more sensitive. 
Juvenile hearing loss can affect a child's life, and therefore the 
importance of hearing protection should be recognized at a 
young age [19], [20]. 

In Section 2, we present research already done in rising or 
survey noise awareness. In Section 3 we describe the structure 
and the main ideas of the “Protect Your Ears” website, followed 
by the developed games that aim the teaching of noise 
preventive behavior. Then the methods of the statistical analysis 
are presented. Our results are shown in Section 4, followed by 
the discussion and the future direction in Section 5. 

II. RELATED WORK 
A questionnaire survey has been conducted on noise induced 

hearing loss, noise pollution and noise protection by Lee 
Donguk and his colleagues [21]. This questionnaire contained 
22 questions in the three categories mentioned above. The 
questionnaire was completed by 150 people (aged 20-60). 
17.3% of the respondents indicated noise as a serious source of 
danger, while 80% of the respondents did not known at all about 
noise induced hearing loss. This points out that lack of 
information / awareness can also be significant on the topic. 

Based on a proposal from the General Hearing and 
Communication Center (CHC), a number of activities are being 
organized in many countries to encourage people to take action 
against noise [22]. In school education, teachers try to teach the 
right behavior in the face of everyday noise with the help of 
readings, lectures, posters and board games. 

In Italy, the Acoustics Society of Italy (AIA) is responsible 
for holding International Noise Awareness Day every year. In 
the meantime, the emphasis is not only on education, but also 
on finding solutions to actual noise measurement and various 
noise-related problems. 

In the early 2000s, as part of the Dangerous Decibels Project, 
the University of Northern Colorado developed a website that 
aims to educate students and develop positive behaviors to 
prevent hearing loss [23]. Several problems are highlighted, 
such as the fact that a North American child may suffer more 
noise at school than adults at an eight-hour workplace at the 
factory [24]. 

An American study has investigated the effectiveness of the 
Dangerous Decibels prevention program at students of 4 and 7 
grades. The research showed that those who attended the 
preventive lecture had significantly improved their knowledge 
and behavior regarding the prevention of hearing loss [25]. 

In Jordan, an attempt was made to assess and raise noise 
awareness. 245 students (113 females, 132 males, age 21.5 
years 2.18) were involved from three different universities 
[26]. Subjects filled out a questionnaire about noise connected 
daily activities. 9.8% of the participants stated that they use 
earplugs to protect themselves against noise. After receiving 
background material on the harmful effects of noise, as many 
as 56.3% said they would use earplugs in the future. This 
resulted in a significant difference with a two-tailed Chi-square 
test (paired x2 = 103.0, p <0.01). 

Audio games (AGs) have been developed in the past for 
noise awareness research [27]. Within this project, a game has 
been created that contains noises that occur in everyday 
environments, namely domestic, urban and natural noises. The 
article did not perform a statistical analysis of the game's 
effectiveness in this area. 

Based on the presented literature, it can be said that little 
scientific research deals with increasing noise awareness. To 
the best of our knowledge, there is no research (or statistical 
study) aimed at increasing children’s noise awareness in a 
playful (web application) form. Of course, there are games 
designed to protect against noise (board games, computer 
games, online games), but a scientific study of their 
effectiveness is not available or is incomplete. 

In this study, we aimed to raise children's awareness in the 
framework of the “Protect Your Ears” project by developing a 
web application.  

The “Protect Your Ears” website was created on the initiative 
of the Acoustic Inter-Departmental Committee of the 
Hungarian Academy of Sciences. The aim of the Committee is 
to raise awareness of the hearing protection of the young 
generation, in the society's leading organizations and society. It 
is also important that the protection of children's hearing is 
currently not regulated in Hungary. The target group of the 
project is the Hungarian population. However, the basic idea 
can be transposed to other languages. 

In the study, we developed online games for children on the 
project’s website. These will help the child learn the basics of 
music, localizing and recognizing sound sources. One of these 
game modules specifically focuses on conscious noise 
protection and plays a role in developing preventive behavior. 

We have created questionnaires for testing noise awareness 
before and after the use of the web application. We created a 
control and a test group at a school. The test group used the web 
application, while the control had not. We tested whether the 
web application helped the development of noise awareness in 
the test group compared to the control group with statistical 
tests. 

III. DEMONSTRATION OF THE “PROTECT YOUR EARS” 
PROJECT 

The main objective is to draw attention for the importance of 
protecting children's hearing, raise awareness, and deepen the 
knowledge of the subject that would prevent one from further 
acquired loss of hearing. 

The created website (www.ovdafuled.hu) contains 
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the “Protect your Ears” project that aims the teaching of 
noise awareness. Playing with this web application helps 
children to be more aware in protecting their hearing. The 
web application was subjected to a cohort study where a test 
and control group was separated at an elementary school. 
The test group was able to use the web application for two 
weeks during the teaching sessions, while the control group 
could not. For objective measurement, the pedagogue used 
questionnaires before and after the examination. Statistical 
analyses were performed on the values obtained from the 
questionnaires. At the beginning of the study, we showed 
that the control and test groups were not heterogeneous at 
5% significance level using the Mann Whitney U test. As a 
result, there was a significant difference between the pre- 
and post-condition for the test group using the Wilcoxon 
test at the 5% significance level compering to a control 
group. From this results, we can conclude that playing with 
the web application the children in the test group became 
more aware of the noise in their surrounding and mastered 
preventive behavior. 
 

Index Terms — children hearing loss, noise awareness, 
web application, Wilcoxon paired test 
 

I. INTRODUCTION 
According to the World Health Organization (WHO) hearing 

loss affects millions of people around the world, and it is 
estimated to be the world's fourth leading disease [1]. Hearing 
protection is very important as hearing loss affects every area 
of an individual's life (workplace, social environment, home 
activities). By identifying the causes of hearing loss preventive 
behavior can be learned. 
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Generally, there are two types of causes of hearing loss: 
congenital (born with) and acquired. This latter category 
includes the noise pollution caused by environmental noise  
[3], [4]. 

According to WHO approximately 466 million people have 
hearing loss above 40 dB Hearing Level (referred to as HL) (30 
dB HL in children), 7.3% of whom are under 15 years of age 
[2]. As reported as forecasts, this number could reach the value 
of 900 million by 2050. Reports also suggests that 60% of 
childhood hearing loss could be prevented with proper 
prevention and awareness. 

In Europe, noise levels have been shown to rise, despite the 
fact that noise pollution is known to cause health problems [6], 
[7]. About 75 million people in urban environments are exposed 
to high levels of noise, of which 20 million are exposed to 
health hazards [8]. Sleep deprivation caused by environmental 
noise can occur, with ringing in the ears (tinnitus), increased 
stress, and various mental illnesses. 

Research has shown that values between 70 and 90 dB (A) 
(A-weighted decibels) are not uncommon in schools. For 
example, a noise level test at a primary school in Kiel, 
Germany, showed that while in classroom work the noise level 
was 45-50 dB (A), during the break in the yard the noise level 
was 80 dB (A), before the teacher entered the classroom it 
increased to 90 dB (A) [9], [10]. At the same time, it has also 
been found that out-of-school noise can impair school 
performance. Not only does it interfere with communication 
and affect school performance, but it can also cause many 
health problems. Students complain of headaches and sleep 
problems due to the loud environment, but high noise levels can 
also be a cause of high blood pressure and circulatory problems 
[11], [12], [13], [14], [15]. 

All of this confirms that hearing loss begins to occur at an 
early age because of environmental factors. However, 
interventions are needed to prevent hearing loss. 

Analyzing the 2014 European Population Health Survey 
(ELEF), the prevalence of hearing problems among the 
Hungarian population is 15% (~1,415 people) in the surveyed 
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population (9,431 people in total) [16]. The proportion of 
people with severe hearing impairment is 3% (~283 people). 

A WHO analysis, including Hungary, has shown that 
untreated hearing loss has a global cost of 750-790 billion 
American dollars (USD) per year worldwide [17]. 

According to a Hungarian study published in 2017, the 
National Health Insurance Fund (NEAK - formerly known as 
OEP) spent 2.011 billion Hungarian forints (HUF) on treating 
patients with sensorineural and conductive hearing loss [18].  

Children and young are at higher risk than adults are. The 
reason is that they are exposed to the same amount of noise, but 
their hearing is still intact, so their body is more sensitive. 
Juvenile hearing loss can affect a child's life, and therefore the 
importance of hearing protection should be recognized at a 
young age [19], [20]. 

In Section 2, we present research already done in rising or 
survey noise awareness. In Section 3 we describe the structure 
and the main ideas of the “Protect Your Ears” website, followed 
by the developed games that aim the teaching of noise 
preventive behavior. Then the methods of the statistical analysis 
are presented. Our results are shown in Section 4, followed by 
the discussion and the future direction in Section 5. 

II. RELATED WORK 
A questionnaire survey has been conducted on noise induced 

hearing loss, noise pollution and noise protection by Lee 
Donguk and his colleagues [21]. This questionnaire contained 
22 questions in the three categories mentioned above. The 
questionnaire was completed by 150 people (aged 20-60). 
17.3% of the respondents indicated noise as a serious source of 
danger, while 80% of the respondents did not known at all about 
noise induced hearing loss. This points out that lack of 
information / awareness can also be significant on the topic. 

Based on a proposal from the General Hearing and 
Communication Center (CHC), a number of activities are being 
organized in many countries to encourage people to take action 
against noise [22]. In school education, teachers try to teach the 
right behavior in the face of everyday noise with the help of 
readings, lectures, posters and board games. 

In Italy, the Acoustics Society of Italy (AIA) is responsible 
for holding International Noise Awareness Day every year. In 
the meantime, the emphasis is not only on education, but also 
on finding solutions to actual noise measurement and various 
noise-related problems. 

In the early 2000s, as part of the Dangerous Decibels Project, 
the University of Northern Colorado developed a website that 
aims to educate students and develop positive behaviors to 
prevent hearing loss [23]. Several problems are highlighted, 
such as the fact that a North American child may suffer more 
noise at school than adults at an eight-hour workplace at the 
factory [24]. 

An American study has investigated the effectiveness of the 
Dangerous Decibels prevention program at students of 4 and 7 
grades. The research showed that those who attended the 
preventive lecture had significantly improved their knowledge 
and behavior regarding the prevention of hearing loss [25]. 

In Jordan, an attempt was made to assess and raise noise 
awareness. 245 students (113 females, 132 males, age 21.5 
years 2.18) were involved from three different universities 
[26]. Subjects filled out a questionnaire about noise connected 
daily activities. 9.8% of the participants stated that they use 
earplugs to protect themselves against noise. After receiving 
background material on the harmful effects of noise, as many 
as 56.3% said they would use earplugs in the future. This 
resulted in a significant difference with a two-tailed Chi-square 
test (paired x2 = 103.0, p <0.01). 

Audio games (AGs) have been developed in the past for 
noise awareness research [27]. Within this project, a game has 
been created that contains noises that occur in everyday 
environments, namely domestic, urban and natural noises. The 
article did not perform a statistical analysis of the game's 
effectiveness in this area. 

Based on the presented literature, it can be said that little 
scientific research deals with increasing noise awareness. To 
the best of our knowledge, there is no research (or statistical 
study) aimed at increasing children’s noise awareness in a 
playful (web application) form. Of course, there are games 
designed to protect against noise (board games, computer 
games, online games), but a scientific study of their 
effectiveness is not available or is incomplete. 

In this study, we aimed to raise children's awareness in the 
framework of the “Protect Your Ears” project by developing a 
web application.  

The “Protect Your Ears” website was created on the initiative 
of the Acoustic Inter-Departmental Committee of the 
Hungarian Academy of Sciences. The aim of the Committee is 
to raise awareness of the hearing protection of the young 
generation, in the society's leading organizations and society. It 
is also important that the protection of children's hearing is 
currently not regulated in Hungary. The target group of the 
project is the Hungarian population. However, the basic idea 
can be transposed to other languages. 

In the study, we developed online games for children on the 
project’s website. These will help the child learn the basics of 
music, localizing and recognizing sound sources. One of these 
game modules specifically focuses on conscious noise 
protection and plays a role in developing preventive behavior. 

We have created questionnaires for testing noise awareness 
before and after the use of the web application. We created a 
control and a test group at a school. The test group used the web 
application, while the control had not. We tested whether the 
web application helped the development of noise awareness in 
the test group compared to the control group with statistical 
tests. 

III. DEMONSTRATION OF THE “PROTECT YOUR EARS” 
PROJECT 

The main objective is to draw attention for the importance of 
protecting children's hearing, raise awareness, and deepen the 
knowledge of the subject that would prevent one from further 
acquired loss of hearing. 

The created website (www.ovdafuled.hu) contains 
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professional quality information that can be used as educational 
aids at conferences and schools. The website and its contents 
are available in Hungarian. 

The project is represented through other media, such as radio 
or television interviews, or as a Facebook page. 

The website is a custom-designed website, and its appearance 
and function can be fully customized to meet current needs. 
With the help of a web application we provided a tool to 
measure the sound pressure level, the metadata (environment 
type, Location, measured sound pressure level, distance from 
sound source, type of device used for measurement, etc.) of 
which is stored in a database. The sound pressure level 
measurement is for information only. 

The visitors of the website can distinguish content for 
children, educators, and anyone who is interested in the topic. 
Teachers have access to lesson plans, presentations and notes to 
complement their school lectures. Those interested can be 
acquainted with basic concepts and mechanisms such as 
hearing mechanism and noise protection. 

To increase children's awareness of environmental noises, a 
web-based application has been created to provide basic insight 
into sounds and hearing protection through playful animated 
tasks. 

The development process involved gathering potential 
functions based on a literature study [28] [29], [30]: the 
following three aspects were of paramount importance in 
designing the application. 

With easy to use aspect, the user may use the application 
without supervisor. For this, simplified elements were used. 
Interactive components have been minimized and text (and 
voice) guidance has been provided to help keep the game 
running smoothly. 

Using the build-in help function in case getting stuck, the user 
can get help through the help function of the application to 
continue playing. In our case, we have placed a video below the 
game interface where the user plays the game. This will help if 
your child gets stuck in the game. In addition, there is a help 
button on the game interface that gives you more detailed 
information about the certain task. 

User interface may draw the child's attention and gaze. In our 
case, this includes animated elements and sounds. For example, 
memory cards flip after click on it, keys become pressed on the 
piano, etc. Pleasant sounds and animations indicate when a 
child has successfully completed a task. 

In addition to the literature, we also sought the views of 
educators dealing with children. Based on pedagogical opinion 
and practice the card and board games were successfully used 
in the educational institution (Dr. Török Béla Kindergarten and 
Primary School). In addition, the educators may apply audio 
and game programs that help the child to learn in a playful way. 
The educators highlighted the importance of emphasizing the 
function of the ear, the development of hearing loss and 
prevention ways for the classes. 

According to the WHO Ear and Hearing Care Training 
Material, it is worthwhile to visually facilitate the transfer of 
knowledge by associating different sounds and noises with 

different subjects [31]. 
We compared the user needs with previous suggestions that 

we have sought from the most credible sources. The user 
usually looks for the essential interface of the screen, the 
functions that can be manipulated and keys which can the user 
move forward or backward. 

On this basis, we made a visual hierarchy focusing on size, 
color, position, shape. For example, green color gives a pleasant 
impression, the red color something to avoid. Essentials are 
larger in size and usually centered on the screen. Creating the 
texts on the screen, we strove for simplicity and clarity. 

During the development, the functions and algorithms were 
introduced into the application. We used HTML5, CSS and 
JavaScript web technologies. 

The text of the tasks and instructions (i.e. the voice guidance) 
of the application was read by a person with a child-friendly 
voice, which was recorded with a clip-on condenser 
microphone. This took place at the Department of 
Telecommunications and Media Informatics of the Budapest 
University of Technology and Economics, in the Speech 
Acoustics Laboratory. This ensured studio-quality sound 
recording. FL Studio program was used to produce musical 
sounds, melodies and songs. 

Videos (with mp4 extension) have been uploaded about the 
instructions to help the game experience to the “Protect Your 
Ears” YouTube channel. 

Adobe Photoshop was used to create the graphics. All images 
and illustrations are free of charge and not protected by 
copyright. 

For a harmonious color scheme, the Adobe Color Wheel tool 
was used, where you specified a base color to calculate what 
additional colors would match the theme of the game. Based on 
this, the main color is bright red, which has become the 
background color. The overall text color was white, and the 
highlighted, more prominent contents were given a yellowish-
green color. If the highlighted content has a yellowish-green 
background, the text will be blue. 

After the development, the testing phase was followed by the 
web application. Manual and automatic testing were done. 
Automatic testing was done using the JS testing framework. 
The developer did alpha testing, while independent university 
students did beta testing.  

The children's interface created with this process included 
three games. The first game module is a hearing training, where 
the child can become familiar with sounds in a classroom and 
in a general room. He or she can localize its sources and 
recognize them by voice. 

In the second game module, several difficulty levels can be 
distinguished. At the beginner level, the child can choose from 
3 possible options for what sound was emitted. He or she can 
play an advanced memory game where the pairs should be 
found based on the sources and its sounds. On a difficult level, 
the child can categorize and sort hazardous and non-hazardous 
audio sources according to the dB scale. 

In the third module, the player can also acquire basic music 
skills at several difficulty levels. Get started with getting to 
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population (9,431 people in total) [16]. The proportion of 
people with severe hearing impairment is 3% (~283 people). 

A WHO analysis, including Hungary, has shown that 
untreated hearing loss has a global cost of 750-790 billion 
American dollars (USD) per year worldwide [17]. 

According to a Hungarian study published in 2017, the 
National Health Insurance Fund (NEAK - formerly known as 
OEP) spent 2.011 billion Hungarian forints (HUF) on treating 
patients with sensorineural and conductive hearing loss [18].  

Children and young are at higher risk than adults are. The 
reason is that they are exposed to the same amount of noise, but 
their hearing is still intact, so their body is more sensitive. 
Juvenile hearing loss can affect a child's life, and therefore the 
importance of hearing protection should be recognized at a 
young age [19], [20]. 

In Section 2, we present research already done in rising or 
survey noise awareness. In Section 3 we describe the structure 
and the main ideas of the “Protect Your Ears” website, followed 
by the developed games that aim the teaching of noise 
preventive behavior. Then the methods of the statistical analysis 
are presented. Our results are shown in Section 4, followed by 
the discussion and the future direction in Section 5. 

II. RELATED WORK 
A questionnaire survey has been conducted on noise induced 

hearing loss, noise pollution and noise protection by Lee 
Donguk and his colleagues [21]. This questionnaire contained 
22 questions in the three categories mentioned above. The 
questionnaire was completed by 150 people (aged 20-60). 
17.3% of the respondents indicated noise as a serious source of 
danger, while 80% of the respondents did not known at all about 
noise induced hearing loss. This points out that lack of 
information / awareness can also be significant on the topic. 

Based on a proposal from the General Hearing and 
Communication Center (CHC), a number of activities are being 
organized in many countries to encourage people to take action 
against noise [22]. In school education, teachers try to teach the 
right behavior in the face of everyday noise with the help of 
readings, lectures, posters and board games. 

In Italy, the Acoustics Society of Italy (AIA) is responsible 
for holding International Noise Awareness Day every year. In 
the meantime, the emphasis is not only on education, but also 
on finding solutions to actual noise measurement and various 
noise-related problems. 

In the early 2000s, as part of the Dangerous Decibels Project, 
the University of Northern Colorado developed a website that 
aims to educate students and develop positive behaviors to 
prevent hearing loss [23]. Several problems are highlighted, 
such as the fact that a North American child may suffer more 
noise at school than adults at an eight-hour workplace at the 
factory [24]. 

An American study has investigated the effectiveness of the 
Dangerous Decibels prevention program at students of 4 and 7 
grades. The research showed that those who attended the 
preventive lecture had significantly improved their knowledge 
and behavior regarding the prevention of hearing loss [25]. 

In Jordan, an attempt was made to assess and raise noise 
awareness. 245 students (113 females, 132 males, age 21.5 
years 2.18) were involved from three different universities 
[26]. Subjects filled out a questionnaire about noise connected 
daily activities. 9.8% of the participants stated that they use 
earplugs to protect themselves against noise. After receiving 
background material on the harmful effects of noise, as many 
as 56.3% said they would use earplugs in the future. This 
resulted in a significant difference with a two-tailed Chi-square 
test (paired x2 = 103.0, p <0.01). 

Audio games (AGs) have been developed in the past for 
noise awareness research [27]. Within this project, a game has 
been created that contains noises that occur in everyday 
environments, namely domestic, urban and natural noises. The 
article did not perform a statistical analysis of the game's 
effectiveness in this area. 

Based on the presented literature, it can be said that little 
scientific research deals with increasing noise awareness. To 
the best of our knowledge, there is no research (or statistical 
study) aimed at increasing children’s noise awareness in a 
playful (web application) form. Of course, there are games 
designed to protect against noise (board games, computer 
games, online games), but a scientific study of their 
effectiveness is not available or is incomplete. 

In this study, we aimed to raise children's awareness in the 
framework of the “Protect Your Ears” project by developing a 
web application.  

The “Protect Your Ears” website was created on the initiative 
of the Acoustic Inter-Departmental Committee of the 
Hungarian Academy of Sciences. The aim of the Committee is 
to raise awareness of the hearing protection of the young 
generation, in the society's leading organizations and society. It 
is also important that the protection of children's hearing is 
currently not regulated in Hungary. The target group of the 
project is the Hungarian population. However, the basic idea 
can be transposed to other languages. 

In the study, we developed online games for children on the 
project’s website. These will help the child learn the basics of 
music, localizing and recognizing sound sources. One of these 
game modules specifically focuses on conscious noise 
protection and plays a role in developing preventive behavior. 

We have created questionnaires for testing noise awareness 
before and after the use of the web application. We created a 
control and a test group at a school. The test group used the web 
application, while the control had not. We tested whether the 
web application helped the development of noise awareness in 
the test group compared to the control group with statistical 
tests. 

III. DEMONSTRATION OF THE “PROTECT YOUR EARS” 
PROJECT 

The main objective is to draw attention for the importance of 
protecting children's hearing, raise awareness, and deepen the 
knowledge of the subject that would prevent one from further 
acquired loss of hearing. 

The created website (www.ovdafuled.hu) contains 
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professional quality information that can be used as educational 
aids at conferences and schools. The website and its contents 
are available in Hungarian. 

The project is represented through other media, such as radio 
or television interviews, or as a Facebook page. 

The website is a custom-designed website, and its appearance 
and function can be fully customized to meet current needs. 
With the help of a web application we provided a tool to 
measure the sound pressure level, the metadata (environment 
type, Location, measured sound pressure level, distance from 
sound source, type of device used for measurement, etc.) of 
which is stored in a database. The sound pressure level 
measurement is for information only. 

The visitors of the website can distinguish content for 
children, educators, and anyone who is interested in the topic. 
Teachers have access to lesson plans, presentations and notes to 
complement their school lectures. Those interested can be 
acquainted with basic concepts and mechanisms such as 
hearing mechanism and noise protection. 

To increase children's awareness of environmental noises, a 
web-based application has been created to provide basic insight 
into sounds and hearing protection through playful animated 
tasks. 

The development process involved gathering potential 
functions based on a literature study [28] [29], [30]: the 
following three aspects were of paramount importance in 
designing the application. 

With easy to use aspect, the user may use the application 
without supervisor. For this, simplified elements were used. 
Interactive components have been minimized and text (and 
voice) guidance has been provided to help keep the game 
running smoothly. 

Using the build-in help function in case getting stuck, the user 
can get help through the help function of the application to 
continue playing. In our case, we have placed a video below the 
game interface where the user plays the game. This will help if 
your child gets stuck in the game. In addition, there is a help 
button on the game interface that gives you more detailed 
information about the certain task. 

User interface may draw the child's attention and gaze. In our 
case, this includes animated elements and sounds. For example, 
memory cards flip after click on it, keys become pressed on the 
piano, etc. Pleasant sounds and animations indicate when a 
child has successfully completed a task. 

In addition to the literature, we also sought the views of 
educators dealing with children. Based on pedagogical opinion 
and practice the card and board games were successfully used 
in the educational institution (Dr. Török Béla Kindergarten and 
Primary School). In addition, the educators may apply audio 
and game programs that help the child to learn in a playful way. 
The educators highlighted the importance of emphasizing the 
function of the ear, the development of hearing loss and 
prevention ways for the classes. 

According to the WHO Ear and Hearing Care Training 
Material, it is worthwhile to visually facilitate the transfer of 
knowledge by associating different sounds and noises with 

different subjects [31]. 
We compared the user needs with previous suggestions that 

we have sought from the most credible sources. The user 
usually looks for the essential interface of the screen, the 
functions that can be manipulated and keys which can the user 
move forward or backward. 

On this basis, we made a visual hierarchy focusing on size, 
color, position, shape. For example, green color gives a pleasant 
impression, the red color something to avoid. Essentials are 
larger in size and usually centered on the screen. Creating the 
texts on the screen, we strove for simplicity and clarity. 

During the development, the functions and algorithms were 
introduced into the application. We used HTML5, CSS and 
JavaScript web technologies. 

The text of the tasks and instructions (i.e. the voice guidance) 
of the application was read by a person with a child-friendly 
voice, which was recorded with a clip-on condenser 
microphone. This took place at the Department of 
Telecommunications and Media Informatics of the Budapest 
University of Technology and Economics, in the Speech 
Acoustics Laboratory. This ensured studio-quality sound 
recording. FL Studio program was used to produce musical 
sounds, melodies and songs. 

Videos (with mp4 extension) have been uploaded about the 
instructions to help the game experience to the “Protect Your 
Ears” YouTube channel. 

Adobe Photoshop was used to create the graphics. All images 
and illustrations are free of charge and not protected by 
copyright. 

For a harmonious color scheme, the Adobe Color Wheel tool 
was used, where you specified a base color to calculate what 
additional colors would match the theme of the game. Based on 
this, the main color is bright red, which has become the 
background color. The overall text color was white, and the 
highlighted, more prominent contents were given a yellowish-
green color. If the highlighted content has a yellowish-green 
background, the text will be blue. 

After the development, the testing phase was followed by the 
web application. Manual and automatic testing were done. 
Automatic testing was done using the JS testing framework. 
The developer did alpha testing, while independent university 
students did beta testing.  

The children's interface created with this process included 
three games. The first game module is a hearing training, where 
the child can become familiar with sounds in a classroom and 
in a general room. He or she can localize its sources and 
recognize them by voice. 

In the second game module, several difficulty levels can be 
distinguished. At the beginner level, the child can choose from 
3 possible options for what sound was emitted. He or she can 
play an advanced memory game where the pairs should be 
found based on the sources and its sounds. On a difficult level, 
the child can categorize and sort hazardous and non-hazardous 
audio sources according to the dB scale. 

In the third module, the player can also acquire basic music 
skills at several difficulty levels. Get started with getting to 
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professional quality information that can be used as educational 
aids at conferences and schools. The website and its contents 
are available in Hungarian. 

The project is represented through other media, such as radio 
or television interviews, or as a Facebook page. 

The website is a custom-designed website, and its appearance 
and function can be fully customized to meet current needs. 
With the help of a web application we provided a tool to 
measure the sound pressure level, the metadata (environment 
type, Location, measured sound pressure level, distance from 
sound source, type of device used for measurement, etc.) of 
which is stored in a database. The sound pressure level 
measurement is for information only. 

The visitors of the website can distinguish content for 
children, educators, and anyone who is interested in the topic. 
Teachers have access to lesson plans, presentations and notes to 
complement their school lectures. Those interested can be 
acquainted with basic concepts and mechanisms such as 
hearing mechanism and noise protection. 

To increase children's awareness of environmental noises, a 
web-based application has been created to provide basic insight 
into sounds and hearing protection through playful animated 
tasks. 

The development process involved gathering potential 
functions based on a literature study [28] [29], [30]: the 
following three aspects were of paramount importance in 
designing the application. 

With easy to use aspect, the user may use the application 
without supervisor. For this, simplified elements were used. 
Interactive components have been minimized and text (and 
voice) guidance has been provided to help keep the game 
running smoothly. 

Using the build-in help function in case getting stuck, the user 
can get help through the help function of the application to 
continue playing. In our case, we have placed a video below the 
game interface where the user plays the game. This will help if 
your child gets stuck in the game. In addition, there is a help 
button on the game interface that gives you more detailed 
information about the certain task. 

User interface may draw the child's attention and gaze. In our 
case, this includes animated elements and sounds. For example, 
memory cards flip after click on it, keys become pressed on the 
piano, etc. Pleasant sounds and animations indicate when a 
child has successfully completed a task. 

In addition to the literature, we also sought the views of 
educators dealing with children. Based on pedagogical opinion 
and practice the card and board games were successfully used 
in the educational institution (Dr. Török Béla Kindergarten and 
Primary School). In addition, the educators may apply audio 
and game programs that help the child to learn in a playful way. 
The educators highlighted the importance of emphasizing the 
function of the ear, the development of hearing loss and 
prevention ways for the classes. 

According to the WHO Ear and Hearing Care Training 
Material, it is worthwhile to visually facilitate the transfer of 
knowledge by associating different sounds and noises with 

different subjects [31]. 
We compared the user needs with previous suggestions that 

we have sought from the most credible sources. The user 
usually looks for the essential interface of the screen, the 
functions that can be manipulated and keys which can the user 
move forward or backward. 

On this basis, we made a visual hierarchy focusing on size, 
color, position, shape. For example, green color gives a pleasant 
impression, the red color something to avoid. Essentials are 
larger in size and usually centered on the screen. Creating the 
texts on the screen, we strove for simplicity and clarity. 

During the development, the functions and algorithms were 
introduced into the application. We used HTML5, CSS and 
JavaScript web technologies. 

The text of the tasks and instructions (i.e. the voice guidance) 
of the application was read by a person with a child-friendly 
voice, which was recorded with a clip-on condenser 
microphone. This took place at the Department of 
Telecommunications and Media Informatics of the Budapest 
University of Technology and Economics, in the Speech 
Acoustics Laboratory. This ensured studio-quality sound 
recording. FL Studio program was used to produce musical 
sounds, melodies and songs. 

Videos (with mp4 extension) have been uploaded about the 
instructions to help the game experience to the “Protect Your 
Ears” YouTube channel. 

Adobe Photoshop was used to create the graphics. All images 
and illustrations are free of charge and not protected by 
copyright. 

For a harmonious color scheme, the Adobe Color Wheel tool 
was used, where you specified a base color to calculate what 
additional colors would match the theme of the game. Based on 
this, the main color is bright red, which has become the 
background color. The overall text color was white, and the 
highlighted, more prominent contents were given a yellowish-
green color. If the highlighted content has a yellowish-green 
background, the text will be blue. 

After the development, the testing phase was followed by the 
web application. Manual and automatic testing were done. 
Automatic testing was done using the JS testing framework. 
The developer did alpha testing, while independent university 
students did beta testing.  

The children's interface created with this process included 
three games. The first game module is a hearing training, where 
the child can become familiar with sounds in a classroom and 
in a general room. He or she can localize its sources and 
recognize them by voice. 

In the second game module, several difficulty levels can be 
distinguished. At the beginner level, the child can choose from 
3 possible options for what sound was emitted. He or she can 
play an advanced memory game where the pairs should be 
found based on the sources and its sounds. On a difficult level, 
the child can categorize and sort hazardous and non-hazardous 
audio sources according to the dB scale. 

In the third module, the player can also acquire basic music 
skills at several difficulty levels. Get started with getting to 
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professional quality information that can be used as educational 
aids at conferences and schools. The website and its contents 
are available in Hungarian. 

The project is represented through other media, such as radio 
or television interviews, or as a Facebook page. 

The website is a custom-designed website, and its appearance 
and function can be fully customized to meet current needs. 
With the help of a web application we provided a tool to 
measure the sound pressure level, the metadata (environment 
type, Location, measured sound pressure level, distance from 
sound source, type of device used for measurement, etc.) of 
which is stored in a database. The sound pressure level 
measurement is for information only. 

The visitors of the website can distinguish content for 
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Teachers have access to lesson plans, presentations and notes to 
complement their school lectures. Those interested can be 
acquainted with basic concepts and mechanisms such as 
hearing mechanism and noise protection. 

To increase children's awareness of environmental noises, a 
web-based application has been created to provide basic insight 
into sounds and hearing protection through playful animated 
tasks. 

The development process involved gathering potential 
functions based on a literature study [28] [29], [30]: the 
following three aspects were of paramount importance in 
designing the application. 

With easy to use aspect, the user may use the application 
without supervisor. For this, simplified elements were used. 
Interactive components have been minimized and text (and 
voice) guidance has been provided to help keep the game 
running smoothly. 

Using the build-in help function in case getting stuck, the user 
can get help through the help function of the application to 
continue playing. In our case, we have placed a video below the 
game interface where the user plays the game. This will help if 
your child gets stuck in the game. In addition, there is a help 
button on the game interface that gives you more detailed 
information about the certain task. 

User interface may draw the child's attention and gaze. In our 
case, this includes animated elements and sounds. For example, 
memory cards flip after click on it, keys become pressed on the 
piano, etc. Pleasant sounds and animations indicate when a 
child has successfully completed a task. 

In addition to the literature, we also sought the views of 
educators dealing with children. Based on pedagogical opinion 
and practice the card and board games were successfully used 
in the educational institution (Dr. Török Béla Kindergarten and 
Primary School). In addition, the educators may apply audio 
and game programs that help the child to learn in a playful way. 
The educators highlighted the importance of emphasizing the 
function of the ear, the development of hearing loss and 
prevention ways for the classes. 

According to the WHO Ear and Hearing Care Training 
Material, it is worthwhile to visually facilitate the transfer of 
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color, position, shape. For example, green color gives a pleasant 
impression, the red color something to avoid. Essentials are 
larger in size and usually centered on the screen. Creating the 
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The text of the tasks and instructions (i.e. the voice guidance) 
of the application was read by a person with a child-friendly 
voice, which was recorded with a clip-on condenser 
microphone. This took place at the Department of 
Telecommunications and Media Informatics of the Budapest 
University of Technology and Economics, in the Speech 
Acoustics Laboratory. This ensured studio-quality sound 
recording. FL Studio program was used to produce musical 
sounds, melodies and songs. 

Videos (with mp4 extension) have been uploaded about the 
instructions to help the game experience to the “Protect Your 
Ears” YouTube channel. 

Adobe Photoshop was used to create the graphics. All images 
and illustrations are free of charge and not protected by 
copyright. 

For a harmonious color scheme, the Adobe Color Wheel tool 
was used, where you specified a base color to calculate what 
additional colors would match the theme of the game. Based on 
this, the main color is bright red, which has become the 
background color. The overall text color was white, and the 
highlighted, more prominent contents were given a yellowish-
green color. If the highlighted content has a yellowish-green 
background, the text will be blue. 

After the development, the testing phase was followed by the 
web application. Manual and automatic testing were done. 
Automatic testing was done using the JS testing framework. 
The developer did alpha testing, while independent university 
students did beta testing.  

The children's interface created with this process included 
three games. The first game module is a hearing training, where 
the child can become familiar with sounds in a classroom and 
in a general room. He or she can localize its sources and 
recognize them by voice. 

In the second game module, several difficulty levels can be 
distinguished. At the beginner level, the child can choose from 
3 possible options for what sound was emitted. He or she can 
play an advanced memory game where the pairs should be 
found based on the sources and its sounds. On a difficult level, 
the child can categorize and sort hazardous and non-hazardous 
audio sources according to the dB scale. 

In the third module, the player can also acquire basic music 
skills at several difficulty levels. Get started with getting to 
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know the music sounds. The user can practice advanced song 
recognition by selecting from three options after listening the 
song. Finally, he or she can play an actual song on the virtual 
piano at the most difficult level.  

The games can be found under the following link: 
http://www.ovdafuled.hu/gyermek.php. 

A convenient feature is that the game volume can also be 
adjusted using the volume icon indicated in the lower left corner 
of the figure. 

The game start screen shows the name of the game and a 
description of the task, which is read out loud automatically. If 
the user does not want this auto play to occur, this can be turned 
off. 

For some tasks, the player can also get help, where he can find 
leading information on how to solve the task (HELP button) and 
also the uploaded videos can be a guidance. 

At the end of the game, an animated greeting card rewards the 
player. This card is not only motivating, but also provides an 
opportunity to restart the game or select additional games. This 
is encouraging, as the child will have a sense of success and will 
probably want to try more games as well. 

Of the three modules, the second one aims to raise awareness 
for hearing protection. It introduces the child to the noisy 
sounds in its environment. Herewith it makes the child aware 
that he or she should avoid it. 

The effectiveness of the web application for raising awareness 
of hearing protection was investigated in Dr. Török Béla 
Kindergarten and Primary School with an experimental layout, 
which will be discussed in the next section. The study was 
conducted with the consent of parents and educators. 

IV. STATISTICAL EXPERIMENTS 
In the experiment, two groups were distinguished: the test 

group and the control group. In terms of hearing condition, both 
hearing impaired and normal hearing members were present in 
both groups. 

The sample is not representative, as the sample is made by 
students of only one school, so no conclusions can be drawn for 
all children in Hungary, but as a local result. 

The composition of the two groups is shown in Table 1.  
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Each group consisted of 10-10 children, 6 boys and 4 girls. 
In the test group, 5 had healthy (normal) hearing (H), 3 had 
hearing aids (HA) and 2 had cochlear implants (CI). In the 
control group, this distribution was 4-4-2. The average age of 
the test group was 10.2 years and the control group was 10.0 
years. 

The person conducting the survey is a surdopedagogue and 
speech therapist. During the pedagogical sessions, the educator 
has integrated the use of hearing application games for the test 
group in the curriculum. Based on this, the children used the 
software four days a week for an average of 15 minutes for two 
weeks. 

A questionnaire was applied to assess children's noise 
awareness and preventive behavior. We designed the structure 
of the questionnaires in such a way that it would not be too 
complicated for the children, but at the same time provide 
enough information to get answers to the questions asked in the 
hypothesis. 

Research focuses mainly on creating questionnaires on noise 
exposure for young adults and children [32], [33], but there is 
little research regarding noise awareness. For this reason, the 
questions of our questionnaire was based on the knowledge 
materials of the website working on the topic [23]. The 
compiled questions were also studied by experts, and then the 
questionnaire containing the three groups of questions was 
created. 

In the first group of questions, sound sources could be 
identified that may have harm effect on hearing (“Task 1: Mark 
the ones listed that may be harmful to your ears.”). In the second 
group of questions, it had to be decided which of the listed 
objects / events had the highest noise level (“Task 2: Choose 
from the three objects which has the highest noise level.”). In 
the third group of questions, we collected situations that occur 
in everyday life where the child’s hearing may be impaired. We 
asked about the decisions made in these situations (“Task 3: 
When should you protect your ears (with earplugs, earmuffs, 
hearing aids)”). 

The questionnaire examines general noise awareness, which 
were completed as follows: The surveyor reads out the 
questions and the child's answers are recorded on the printed 
test paper. Two questionnaires were made (A and B), which 
were the same on their structure and question types, differing 
only in the questions itself. Questionnaire A was completed by 
the children before the experiment, and B after the experiment. 
In both tests, points were obtained for correct answers, with a 
maximum of 17 points. On this basis, children's awareness was 
quantified. 

Data was processed anonymously. Non-parametric statistical 
tests were used to examine these discrete values. The Mann-
Whitney U test was used to examine the homogeneity of the 
two groups. In both groups, Wilcoxon paired test was used to 
examine the before and after condition. 

Whole scores could be given for the questionnaires. 

A. Mann-Whitney U Test 
The Mann Whitney U test helps to compare the distribution 
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of two independent sets. It has the advantage that it is applicable 
to a non-normally distributed dataset [34].

The null hypothesis of the test states that the two test sets 
originate from the same population. In other words, the two sets 
are homogeneous and have the same distribution. In our term 
the null hypothesis is the following: There is no significant 
difference between control and test group performances. 

Using the two-sided test, the alternative hypothesis can be 
formulated so that the test and control groups’ performances 
differ from each other significantly. By accepting the 
alternative hypothesis, the null hypothesis is rejected.

Two-tailed statistical analysis was performed at 5% 
significance level.

B. Wilcoxon Paired Test
Related cohorts were tested using the Wilcoxon paired test. 

The distribution of the sample sets is assumed to be the same. 
This is used to test the values of the scores at pre and post 
condition [35].

Define the null hypothesis as there is no difference between 
the median values of the two sample sets. In this case, the 
sample sets are the pre- and post-performance on the given 
questionnaire. Because of this, the alternative hypothesis can be 
draw up as there is a significant difference between the median 
values of the two sample sets.

Differences in pre- and post-performance (pre – A, post – B
questionnaire) can be investigated separately for the control and 
the test groups with the paired Wilcoxon test.

Two-tailed statistical analysis was performed at 5% 
significance level.

V. RESULTS

Table 2 shows the scores of the two groups on the "A" and 
“B” questionnaires. We can see from the scores of 
questionnaires that the average of the points increases in both 
groups (except for one or two children). However, both types 
of questionnaire were designed with the same difficulty. This 
suggests that contact with the subject is capable of producing a 
small (non-significant) increase in noise awareness.

TABLE 2
SCORES OF QUESTIONNAIRE "A" AND “B”.

Number 
of child Control Test

“B” “B”
1 7 8 10 15
2 7 11 16 16
3 6 10 9 15
4 11 12 11 16
5 10 10 5 16
6 14 16 7 16
7 12 12 10 16
8 11 14 8 16
9 9 13 11 12

10 6 5 5 17

A. Mann-Whitney U Test Results
Testing the scores of the "A" questionnaires in the control 

and test groups, we found that they did not differ significantly 
(Mann-Whitney U test). In other words, the control and test 
groups are not heterogeneous at 5% significance level. (U value 
= 53.500, Z value = 0.265)

We also compared the score differences (after - before 
condition) of the two groups with a single test, because it could 
be more adequate for small groups (10 children). Table 3 shows 
the score differences.

TABLE 3
AFTER AND BEFORE QUESTIONARIES’ SCORE DIFFERENCES FOR BOTH THE 

CONTROL AND TEST GROUPS PARTICIPANTS.

Control Test 
ID of 

participants
B-A score 

diff.
B-A score 

diff.
1 1 5
2 4 0
3 4 6
4 1 5
5 0 12
6 2 10
7 0 7
8 3 8
9 4 6
10 -1 12

We found that they differ significantly (Mann-Whitney U 
test). In other words, after two weeks the control and test groups 
are not homogeneous at 5% significance level. (U value = 
92.000, Z value = 3.175).

B. Wilcoxon Paired Test Results
Using the mean and standard error of the signatures of the 

test group, the value of t is 5.780. At 5% significance and 9 
degrees of freedom, the critical t value is 2,260 [36].
Accordingly, we reject the null hypothesis and accept the 
alternative hypothesis for the test group. In other words, the 
noise awareness of the test group was significantly increased by 
the application (at 5% significance level).

In the control group, t is 2.249. Similarly, the critical t value 
is 2.262 [37] at 5% significance level. Based on this, we accept 
the null hypothesis. That is noise awareness did not change 
significantly in the control group.

VI. CONCLUSION

Literature research shows that noise awareness rising 
games/applications already exist. However, their scientific 
basis is still indigent. Although there are calls for noise-induced 
hearing loss on more and more platforms (for example 
International Noise Awareness Day).

In this study, we developed a web application within the 
“Protect Your Ears” project, that helps children increase their 
noise awareness and prevention methods in a playful form.

Different needs and implementation options were considered 
during the development process. Finally, three types of games 
were created for the website (www.ovdafuled.hu). Of these, one 
specifically served to raise noise awareness.

To test the completed application, we conducted a cohort 
study in Dr. Török Béla Kindergarten and Primary School. 
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“B” questionnaires. We can see from the scores of 
questionnaires that the average of the points increases in both 
groups (except for one or two children). However, both types 
of questionnaire were designed with the same difficulty. This 
suggests that contact with the subject is capable of producing a 
small (non-significant) increase in noise awareness.

TABLE 2
SCORES OF QUESTIONNAIRE "A" AND “B”.

Number 
of child Control Test

“B” “B”
1 7 8 10 15
2 7 11 16 16
3 6 10 9 15
4 11 12 11 16
5 10 10 5 16
6 14 16 7 16
7 12 12 10 16
8 11 14 8 16
9 9 13 11 12

10 6 5 5 17

A. Mann-Whitney U Test Results
Testing the scores of the "A" questionnaires in the control 

and test groups, we found that they did not differ significantly 
(Mann-Whitney U test). In other words, the control and test 
groups are not heterogeneous at 5% significance level. (U value 
= 53.500, Z value = 0.265)

We also compared the score differences (after - before 
condition) of the two groups with a single test, because it could 
be more adequate for small groups (10 children). Table 3 shows 
the score differences.

TABLE 3
AFTER AND BEFORE QUESTIONARIES’ SCORE DIFFERENCES FOR BOTH THE 

CONTROL AND TEST GROUPS PARTICIPANTS.

Control Test 
ID of 

participants
B-A score 

diff.
B-A score 

diff.
1 1 5
2 4 0
3 4 6
4 1 5
5 0 12
6 2 10
7 0 7
8 3 8
9 4 6
10 -1 12

We found that they differ significantly (Mann-Whitney U 
test). In other words, after two weeks the control and test groups 
are not homogeneous at 5% significance level. (U value = 
92.000, Z value = 3.175).

B. Wilcoxon Paired Test Results
Using the mean and standard error of the signatures of the 

test group, the value of t is 5.780. At 5% significance and 9 
degrees of freedom, the critical t value is 2,260 [36].
Accordingly, we reject the null hypothesis and accept the 
alternative hypothesis for the test group. In other words, the 
noise awareness of the test group was significantly increased by 
the application (at 5% significance level).

In the control group, t is 2.249. Similarly, the critical t value 
is 2.262 [37] at 5% significance level. Based on this, we accept 
the null hypothesis. That is noise awareness did not change 
significantly in the control group.

VI. CONCLUSION

Literature research shows that noise awareness rising 
games/applications already exist. However, their scientific 
basis is still indigent. Although there are calls for noise-induced 
hearing loss on more and more platforms (for example 
International Noise Awareness Day).

In this study, we developed a web application within the 
“Protect Your Ears” project, that helps children increase their 
noise awareness and prevention methods in a playful form.

Different needs and implementation options were considered 
during the development process. Finally, three types of games 
were created for the website (www.ovdafuled.hu). Of these, one 
specifically served to raise noise awareness.

To test the completed application, we conducted a cohort 
study in Dr. Török Béla Kindergarten and Primary School. 



Developing a Noise Awareness Rising Web 
Application within the “Protect your Ears” Project
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Accordingly, a test and control group was separated. The test 
group could use the application for two weeks, while the control 
group could not. 

Through the questionnaires, we examined whether the web 
application significantly improves noise awareness in the test 
group or not. The homogeneity of initial setup was examined 
beforehand and resulted that the two study groups were sampled 
from the same population. 

Wilcoxon and Mann-Whitney U (for score differences) tests 
showed a significant difference in the test group's performance 
in developing noise awareness. This was not observed in the 
control group. We have seen that familiarity with the subject 
that can increase noise awareness, but without using the web 
application the improvement was not significant. 

So it can be said the use of developed games have helped to 
raise noise awareness. This highlights the importance of 
developing hearing protection games. This will allow the child 
to playfully learn about the ear protection and the importance 
of noise. While just mentioning information about the topic, 
noise awareness increase will be less effective. 

Based on this study, we cannot draw conclusions - 
understandably - for the entire population. That is why it is 
necessary for validation, detailed professional review in order 
to form a more accurate opinion about its effectiveness. In 
doing so, it is worthwhile to increase the number of samples, to 
ensure representativeness, and to include other parameters that 
may affect the phenomenon (living environment, lifestyle, etc.). 
It is worth examining healthy as well as hearing-impaired 
children separately (ensuring homogeneity), and it may be 
interesting to assess a mixed arrangement from these groups in 
order to determine the correlation as accurately as possible. 
Instead of a possible questionnaire survey, it is worthwhile to 
examine awareness in other ways, as the collection of 
questionnaire data may not reflect the decisions made in real 
life. In this context, it would become possible to demonstrate 
whether the application is in fact able to raise awareness among 
children. 

In the future, it may worth expanding the variety of the games 
or implementing a personalized recommendation (suggesting a 
suitable game in case of an age or problem option). Also, there 
is a need to examine this study with study groups of more 
participants.  

Although this would require new, more comprehensive 
research, realizing this idea is likely to be more effective in 
raising awareness among children while having fun. 
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Using the mean and standard error of the signatures of 
the test group, the value of t is 5.780. At 5% significance 
and 9 degrees of freedom, the critical t value is 2.260 [36]. 
Accordingly, we reject the null hypothesis and accept the 
alternative hypothesis for the test group. In other words, the 
noise awareness of the test group was significantly increased 
by the application (at 5% significance level).

In the control group, t is 2.249. Similarly, the critical t 
value is 2.262 [37] at 5% significance level. Based on this, 
we accept the null hypothesis. That is noise awareness did not 
change significantly in the control group.
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know the music sounds. The user can practice advanced song 
recognition by selecting from three options after listening the 
song. Finally, he or she can play an actual song on the virtual 
piano at the most difficult level.  

The games can be found under the following link: 
http://www.ovdafuled.hu/gyermek.php. 

A convenient feature is that the game volume can also be 
adjusted using the volume icon indicated in the lower left corner 
of the figure. 

The game start screen shows the name of the game and a 
description of the task, which is read out loud automatically. If 
the user does not want this auto play to occur, this can be turned 
off. 

For some tasks, the player can also get help, where he can find 
leading information on how to solve the task (HELP button) and 
also the uploaded videos can be a guidance. 

At the end of the game, an animated greeting card rewards the 
player. This card is not only motivating, but also provides an 
opportunity to restart the game or select additional games. This 
is encouraging, as the child will have a sense of success and will 
probably want to try more games as well. 

Of the three modules, the second one aims to raise awareness 
for hearing protection. It introduces the child to the noisy 
sounds in its environment. Herewith it makes the child aware 
that he or she should avoid it. 

The effectiveness of the web application for raising awareness 
of hearing protection was investigated in Dr. Török Béla 
Kindergarten and Primary School with an experimental layout, 
which will be discussed in the next section. The study was 
conducted with the consent of parents and educators. 

IV. STATISTICAL EXPERIMENTS 
In the experiment, two groups were distinguished: the test 

group and the control group. In terms of hearing condition, both 
hearing impaired and normal hearing members were present in 
both groups. 

The sample is not representative, as the sample is made by 
students of only one school, so no conclusions can be drawn for 
all children in Hungary, but as a local result. 

The composition of the two groups is shown in Table 1.  
TABLE 1 

THE TEST AND CONTROL GROUP COMPOSITION  
(UNIT: PERSON). 

 

 

Each group consisted of 10-10 children, 6 boys and 4 girls. 
In the test group, 5 had healthy (normal) hearing (H), 3 had 
hearing aids (HA) and 2 had cochlear implants (CI). In the 
control group, this distribution was 4-4-2. The average age of 
the test group was 10.2 years and the control group was 10.0 
years. 

The person conducting the survey is a surdopedagogue and 
speech therapist. During the pedagogical sessions, the educator 
has integrated the use of hearing application games for the test 
group in the curriculum. Based on this, the children used the 
software four days a week for an average of 15 minutes for two 
weeks. 

A questionnaire was applied to assess children's noise 
awareness and preventive behavior. We designed the structure 
of the questionnaires in such a way that it would not be too 
complicated for the children, but at the same time provide 
enough information to get answers to the questions asked in the 
hypothesis. 

Research focuses mainly on creating questionnaires on noise 
exposure for young adults and children [32], [33], but there is 
little research regarding noise awareness. For this reason, the 
questions of our questionnaire was based on the knowledge 
materials of the website working on the topic [23]. The 
compiled questions were also studied by experts, and then the 
questionnaire containing the three groups of questions was 
created. 

In the first group of questions, sound sources could be 
identified that may have harm effect on hearing (“Task 1: Mark 
the ones listed that may be harmful to your ears.”). In the second 
group of questions, it had to be decided which of the listed 
objects / events had the highest noise level (“Task 2: Choose 
from the three objects which has the highest noise level.”). In 
the third group of questions, we collected situations that occur 
in everyday life where the child’s hearing may be impaired. We 
asked about the decisions made in these situations (“Task 3: 
When should you protect your ears (with earplugs, earmuffs, 
hearing aids)”). 

The questionnaire examines general noise awareness, which 
were completed as follows: The surveyor reads out the 
questions and the child's answers are recorded on the printed 
test paper. Two questionnaires were made (A and B), which 
were the same on their structure and question types, differing 
only in the questions itself. Questionnaire A was completed by 
the children before the experiment, and B after the experiment. 
In both tests, points were obtained for correct answers, with a 
maximum of 17 points. On this basis, children's awareness was 
quantified. 

Data was processed anonymously. Non-parametric statistical 
tests were used to examine these discrete values. The Mann-
Whitney U test was used to examine the homogeneity of the 
two groups. In both groups, Wilcoxon paired test was used to 
examine the before and after condition. 

Whole scores could be given for the questionnaires. 

A. Mann-Whitney U Test 
The Mann Whitney U test helps to compare the distribution 
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of two independent sets. It has the advantage that it is applicable 
to a non-normally distributed dataset [34].

The null hypothesis of the test states that the two test sets 
originate from the same population. In other words, the two sets 
are homogeneous and have the same distribution. In our term 
the null hypothesis is the following: There is no significant 
difference between control and test group performances. 

Using the two-sided test, the alternative hypothesis can be 
formulated so that the test and control groups’ performances 
differ from each other significantly. By accepting the 
alternative hypothesis, the null hypothesis is rejected.

Two-tailed statistical analysis was performed at 5% 
significance level.

B. Wilcoxon Paired Test
Related cohorts were tested using the Wilcoxon paired test. 

The distribution of the sample sets is assumed to be the same. 
This is used to test the values of the scores at pre and post 
condition [35].

Define the null hypothesis as there is no difference between 
the median values of the two sample sets. In this case, the 
sample sets are the pre- and post-performance on the given 
questionnaire. Because of this, the alternative hypothesis can be 
draw up as there is a significant difference between the median 
values of the two sample sets.

Differences in pre- and post-performance (pre – A, post – B
questionnaire) can be investigated separately for the control and 
the test groups with the paired Wilcoxon test.

Two-tailed statistical analysis was performed at 5% 
significance level.

V. RESULTS

Table 2 shows the scores of the two groups on the "A" and 
“B” questionnaires. We can see from the scores of 
questionnaires that the average of the points increases in both 
groups (except for one or two children). However, both types 
of questionnaire were designed with the same difficulty. This 
suggests that contact with the subject is capable of producing a 
small (non-significant) increase in noise awareness.

TABLE 2
SCORES OF QUESTIONNAIRE "A" AND “B”.

Number 
of child Control Test

“B” “B”
1 7 8 10 15
2 7 11 16 16
3 6 10 9 15
4 11 12 11 16
5 10 10 5 16
6 14 16 7 16
7 12 12 10 16
8 11 14 8 16
9 9 13 11 12

10 6 5 5 17

A. Mann-Whitney U Test Results
Testing the scores of the "A" questionnaires in the control 

and test groups, we found that they did not differ significantly 
(Mann-Whitney U test). In other words, the control and test 
groups are not heterogeneous at 5% significance level. (U value 
= 53.500, Z value = 0.265)

We also compared the score differences (after - before 
condition) of the two groups with a single test, because it could 
be more adequate for small groups (10 children). Table 3 shows 
the score differences.

TABLE 3
AFTER AND BEFORE QUESTIONARIES’ SCORE DIFFERENCES FOR BOTH THE 

CONTROL AND TEST GROUPS PARTICIPANTS.

Control Test 
ID of 

participants
B-A score 

diff.
B-A score 

diff.
1 1 5
2 4 0
3 4 6
4 1 5
5 0 12
6 2 10
7 0 7
8 3 8
9 4 6
10 -1 12

We found that they differ significantly (Mann-Whitney U 
test). In other words, after two weeks the control and test groups 
are not homogeneous at 5% significance level. (U value = 
92.000, Z value = 3.175).

B. Wilcoxon Paired Test Results
Using the mean and standard error of the signatures of the 

test group, the value of t is 5.780. At 5% significance and 9 
degrees of freedom, the critical t value is 2,260 [36].
Accordingly, we reject the null hypothesis and accept the 
alternative hypothesis for the test group. In other words, the 
noise awareness of the test group was significantly increased by 
the application (at 5% significance level).

In the control group, t is 2.249. Similarly, the critical t value 
is 2.262 [37] at 5% significance level. Based on this, we accept 
the null hypothesis. That is noise awareness did not change 
significantly in the control group.

VI. CONCLUSION

Literature research shows that noise awareness rising 
games/applications already exist. However, their scientific 
basis is still indigent. Although there are calls for noise-induced 
hearing loss on more and more platforms (for example 
International Noise Awareness Day).

In this study, we developed a web application within the 
“Protect Your Ears” project, that helps children increase their 
noise awareness and prevention methods in a playful form.

Different needs and implementation options were considered 
during the development process. Finally, three types of games 
were created for the website (www.ovdafuled.hu). Of these, one 
specifically served to raise noise awareness.

To test the completed application, we conducted a cohort 
study in Dr. Török Béla Kindergarten and Primary School. 
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of two independent sets. It has the advantage that it is applicable 
to a non-normally distributed dataset [34].

The null hypothesis of the test states that the two test sets 
originate from the same population. In other words, the two sets 
are homogeneous and have the same distribution. In our term 
the null hypothesis is the following: There is no significant 
difference between control and test group performances. 

Using the two-sided test, the alternative hypothesis can be 
formulated so that the test and control groups’ performances 
differ from each other significantly. By accepting the 
alternative hypothesis, the null hypothesis is rejected.

Two-tailed statistical analysis was performed at 5% 
significance level.

B. Wilcoxon Paired Test
Related cohorts were tested using the Wilcoxon paired test. 

The distribution of the sample sets is assumed to be the same. 
This is used to test the values of the scores at pre and post 
condition [35].

Define the null hypothesis as there is no difference between 
the median values of the two sample sets. In this case, the 
sample sets are the pre- and post-performance on the given 
questionnaire. Because of this, the alternative hypothesis can be 
draw up as there is a significant difference between the median 
values of the two sample sets.

Differences in pre- and post-performance (pre – A, post – B
questionnaire) can be investigated separately for the control and 
the test groups with the paired Wilcoxon test.

Two-tailed statistical analysis was performed at 5% 
significance level.

V. RESULTS

Table 2 shows the scores of the two groups on the "A" and 
“B” questionnaires. We can see from the scores of 
questionnaires that the average of the points increases in both 
groups (except for one or two children). However, both types 
of questionnaire were designed with the same difficulty. This 
suggests that contact with the subject is capable of producing a 
small (non-significant) increase in noise awareness.

TABLE 2
SCORES OF QUESTIONNAIRE "A" AND “B”.

Number 
of child Control Test

“B” “B”
1 7 8 10 15
2 7 11 16 16
3 6 10 9 15
4 11 12 11 16
5 10 10 5 16
6 14 16 7 16
7 12 12 10 16
8 11 14 8 16
9 9 13 11 12

10 6 5 5 17

A. Mann-Whitney U Test Results
Testing the scores of the "A" questionnaires in the control 

and test groups, we found that they did not differ significantly 
(Mann-Whitney U test). In other words, the control and test 
groups are not heterogeneous at 5% significance level. (U value 
= 53.500, Z value = 0.265)

We also compared the score differences (after - before 
condition) of the two groups with a single test, because it could 
be more adequate for small groups (10 children). Table 3 shows 
the score differences.

TABLE 3
AFTER AND BEFORE QUESTIONARIES’ SCORE DIFFERENCES FOR BOTH THE 

CONTROL AND TEST GROUPS PARTICIPANTS.

Control Test 
ID of 

participants
B-A score 

diff.
B-A score 

diff.
1 1 5
2 4 0
3 4 6
4 1 5
5 0 12
6 2 10
7 0 7
8 3 8
9 4 6
10 -1 12

We found that they differ significantly (Mann-Whitney U 
test). In other words, after two weeks the control and test groups 
are not homogeneous at 5% significance level. (U value = 
92.000, Z value = 3.175).

B. Wilcoxon Paired Test Results
Using the mean and standard error of the signatures of the 

test group, the value of t is 5.780. At 5% significance and 9 
degrees of freedom, the critical t value is 2,260 [36].
Accordingly, we reject the null hypothesis and accept the 
alternative hypothesis for the test group. In other words, the 
noise awareness of the test group was significantly increased by 
the application (at 5% significance level).

In the control group, t is 2.249. Similarly, the critical t value 
is 2.262 [37] at 5% significance level. Based on this, we accept 
the null hypothesis. That is noise awareness did not change 
significantly in the control group.

VI. CONCLUSION

Literature research shows that noise awareness rising 
games/applications already exist. However, their scientific 
basis is still indigent. Although there are calls for noise-induced 
hearing loss on more and more platforms (for example 
International Noise Awareness Day).

In this study, we developed a web application within the 
“Protect Your Ears” project, that helps children increase their 
noise awareness and prevention methods in a playful form.

Different needs and implementation options were considered 
during the development process. Finally, three types of games 
were created for the website (www.ovdafuled.hu). Of these, one 
specifically served to raise noise awareness.

To test the completed application, we conducted a cohort 
study in Dr. Török Béla Kindergarten and Primary School. 
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of two independent sets. It has the advantage that it is applicable 
to a non-normally distributed dataset [34].

The null hypothesis of the test states that the two test sets 
originate from the same population. In other words, the two sets 
are homogeneous and have the same distribution. In our term 
the null hypothesis is the following: There is no significant 
difference between control and test group performances. 

Using the two-sided test, the alternative hypothesis can be 
formulated so that the test and control groups’ performances 
differ from each other significantly. By accepting the 
alternative hypothesis, the null hypothesis is rejected.

Two-tailed statistical analysis was performed at 5% 
significance level.

B. Wilcoxon Paired Test
Related cohorts were tested using the Wilcoxon paired test. 

The distribution of the sample sets is assumed to be the same. 
This is used to test the values of the scores at pre and post 
condition [35].

Define the null hypothesis as there is no difference between 
the median values of the two sample sets. In this case, the 
sample sets are the pre- and post-performance on the given 
questionnaire. Because of this, the alternative hypothesis can be 
draw up as there is a significant difference between the median 
values of the two sample sets.

Differences in pre- and post-performance (pre – A, post – B
questionnaire) can be investigated separately for the control and 
the test groups with the paired Wilcoxon test.

Two-tailed statistical analysis was performed at 5% 
significance level.

V. RESULTS

Table 2 shows the scores of the two groups on the "A" and 
“B” questionnaires. We can see from the scores of 
questionnaires that the average of the points increases in both 
groups (except for one or two children). However, both types 
of questionnaire were designed with the same difficulty. This 
suggests that contact with the subject is capable of producing a 
small (non-significant) increase in noise awareness.

TABLE 2
SCORES OF QUESTIONNAIRE "A" AND “B”.

Number 
of child Control Test

“B” “B”
1 7 8 10 15
2 7 11 16 16
3 6 10 9 15
4 11 12 11 16
5 10 10 5 16
6 14 16 7 16
7 12 12 10 16
8 11 14 8 16
9 9 13 11 12

10 6 5 5 17

A. Mann-Whitney U Test Results
Testing the scores of the "A" questionnaires in the control 

and test groups, we found that they did not differ significantly 
(Mann-Whitney U test). In other words, the control and test 
groups are not heterogeneous at 5% significance level. (U value 
= 53.500, Z value = 0.265)

We also compared the score differences (after - before 
condition) of the two groups with a single test, because it could 
be more adequate for small groups (10 children). Table 3 shows 
the score differences.

TABLE 3
AFTER AND BEFORE QUESTIONARIES’ SCORE DIFFERENCES FOR BOTH THE 

CONTROL AND TEST GROUPS PARTICIPANTS.

Control Test 
ID of 

participants
B-A score 

diff.
B-A score 

diff.
1 1 5
2 4 0
3 4 6
4 1 5
5 0 12
6 2 10
7 0 7
8 3 8
9 4 6
10 -1 12

We found that they differ significantly (Mann-Whitney U 
test). In other words, after two weeks the control and test groups 
are not homogeneous at 5% significance level. (U value = 
92.000, Z value = 3.175).

B. Wilcoxon Paired Test Results
Using the mean and standard error of the signatures of the 

test group, the value of t is 5.780. At 5% significance and 9 
degrees of freedom, the critical t value is 2,260 [36].
Accordingly, we reject the null hypothesis and accept the 
alternative hypothesis for the test group. In other words, the 
noise awareness of the test group was significantly increased by 
the application (at 5% significance level).

In the control group, t is 2.249. Similarly, the critical t value 
is 2.262 [37] at 5% significance level. Based on this, we accept 
the null hypothesis. That is noise awareness did not change 
significantly in the control group.

VI. CONCLUSION

Literature research shows that noise awareness rising 
games/applications already exist. However, their scientific 
basis is still indigent. Although there are calls for noise-induced 
hearing loss on more and more platforms (for example 
International Noise Awareness Day).

In this study, we developed a web application within the 
“Protect Your Ears” project, that helps children increase their 
noise awareness and prevention methods in a playful form.

Different needs and implementation options were considered 
during the development process. Finally, three types of games 
were created for the website (www.ovdafuled.hu). Of these, one 
specifically served to raise noise awareness.

To test the completed application, we conducted a cohort 
study in Dr. Török Béla Kindergarten and Primary School. 
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are homogeneous and have the same distribution. In our term 
the null hypothesis is the following: There is no significant 
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differ from each other significantly. By accepting the 
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Two-tailed statistical analysis was performed at 5% 
significance level.
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Related cohorts were tested using the Wilcoxon paired test. 
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Two-tailed statistical analysis was performed at 5% 
significance level.

V. RESULTS

Table 2 shows the scores of the two groups on the "A" and 
“B” questionnaires. We can see from the scores of 
questionnaires that the average of the points increases in both 
groups (except for one or two children). However, both types 
of questionnaire were designed with the same difficulty. This 
suggests that contact with the subject is capable of producing a 
small (non-significant) increase in noise awareness.

TABLE 2
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“B” “B”
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9 9 13 11 12

10 6 5 5 17

A. Mann-Whitney U Test Results
Testing the scores of the "A" questionnaires in the control 

and test groups, we found that they did not differ significantly 
(Mann-Whitney U test). In other words, the control and test 
groups are not heterogeneous at 5% significance level. (U value 
= 53.500, Z value = 0.265)

We also compared the score differences (after - before 
condition) of the two groups with a single test, because it could 
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degrees of freedom, the critical t value is 2,260 [36].
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alternative hypothesis for the test group. In other words, the 
noise awareness of the test group was significantly increased by 
the application (at 5% significance level).
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hearing loss on more and more platforms (for example 
International Noise Awareness Day).

In this study, we developed a web application within the 
“Protect Your Ears” project, that helps children increase their 
noise awareness and prevention methods in a playful form.

Different needs and implementation options were considered 
during the development process. Finally, three types of games 
were created for the website (www.ovdafuled.hu). Of these, one 
specifically served to raise noise awareness.

To test the completed application, we conducted a cohort 
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to a non-normally distributed dataset [34].

The null hypothesis of the test states that the two test sets 
originate from the same population. In other words, the two sets 
are homogeneous and have the same distribution. In our term 
the null hypothesis is the following: There is no significant 
difference between control and test group performances. 

Using the two-sided test, the alternative hypothesis can be 
formulated so that the test and control groups’ performances 
differ from each other significantly. By accepting the 
alternative hypothesis, the null hypothesis is rejected.

Two-tailed statistical analysis was performed at 5% 
significance level.

B. Wilcoxon Paired Test
Related cohorts were tested using the Wilcoxon paired test. 

The distribution of the sample sets is assumed to be the same. 
This is used to test the values of the scores at pre and post 
condition [35].

Define the null hypothesis as there is no difference between 
the median values of the two sample sets. In this case, the 
sample sets are the pre- and post-performance on the given 
questionnaire. Because of this, the alternative hypothesis can be 
draw up as there is a significant difference between the median 
values of the two sample sets.

Differences in pre- and post-performance (pre – A, post – B
questionnaire) can be investigated separately for the control and 
the test groups with the paired Wilcoxon test.

Two-tailed statistical analysis was performed at 5% 
significance level.

V. RESULTS

Table 2 shows the scores of the two groups on the "A" and 
“B” questionnaires. We can see from the scores of 
questionnaires that the average of the points increases in both 
groups (except for one or two children). However, both types 
of questionnaire were designed with the same difficulty. This 
suggests that contact with the subject is capable of producing a 
small (non-significant) increase in noise awareness.

TABLE 2
SCORES OF QUESTIONNAIRE "A" AND “B”.

Number 
of child Control Test

“B” “B”
1 7 8 10 15
2 7 11 16 16
3 6 10 9 15
4 11 12 11 16
5 10 10 5 16
6 14 16 7 16
7 12 12 10 16
8 11 14 8 16
9 9 13 11 12

10 6 5 5 17

A. Mann-Whitney U Test Results
Testing the scores of the "A" questionnaires in the control 

and test groups, we found that they did not differ significantly 
(Mann-Whitney U test). In other words, the control and test 
groups are not heterogeneous at 5% significance level. (U value 
= 53.500, Z value = 0.265)

We also compared the score differences (after - before 
condition) of the two groups with a single test, because it could 
be more adequate for small groups (10 children). Table 3 shows 
the score differences.

TABLE 3
AFTER AND BEFORE QUESTIONARIES’ SCORE DIFFERENCES FOR BOTH THE 

CONTROL AND TEST GROUPS PARTICIPANTS.

Control Test 
ID of 

participants
B-A score 

diff.
B-A score 

diff.
1 1 5
2 4 0
3 4 6
4 1 5
5 0 12
6 2 10
7 0 7
8 3 8
9 4 6
10 -1 12

We found that they differ significantly (Mann-Whitney U 
test). In other words, after two weeks the control and test groups 
are not homogeneous at 5% significance level. (U value = 
92.000, Z value = 3.175).

B. Wilcoxon Paired Test Results
Using the mean and standard error of the signatures of the 

test group, the value of t is 5.780. At 5% significance and 9 
degrees of freedom, the critical t value is 2,260 [36].
Accordingly, we reject the null hypothesis and accept the 
alternative hypothesis for the test group. In other words, the 
noise awareness of the test group was significantly increased by 
the application (at 5% significance level).

In the control group, t is 2.249. Similarly, the critical t value 
is 2.262 [37] at 5% significance level. Based on this, we accept 
the null hypothesis. That is noise awareness did not change 
significantly in the control group.

VI. CONCLUSION

Literature research shows that noise awareness rising 
games/applications already exist. However, their scientific 
basis is still indigent. Although there are calls for noise-induced 
hearing loss on more and more platforms (for example 
International Noise Awareness Day).

In this study, we developed a web application within the 
“Protect Your Ears” project, that helps children increase their 
noise awareness and prevention methods in a playful form.

Different needs and implementation options were considered 
during the development process. Finally, three types of games 
were created for the website (www.ovdafuled.hu). Of these, one 
specifically served to raise noise awareness.

To test the completed application, we conducted a cohort 
study in Dr. Török Béla Kindergarten and Primary School. 
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Accordingly, a test and control group was separated. The test 
group could use the application for two weeks, while the control 
group could not. 

Through the questionnaires, we examined whether the web 
application significantly improves noise awareness in the test 
group or not. The homogeneity of initial setup was examined 
beforehand and resulted that the two study groups were sampled 
from the same population. 

Wilcoxon and Mann-Whitney U (for score differences) tests 
showed a significant difference in the test group's performance 
in developing noise awareness. This was not observed in the 
control group. We have seen that familiarity with the subject 
that can increase noise awareness, but without using the web 
application the improvement was not significant. 

So it can be said the use of developed games have helped to 
raise noise awareness. This highlights the importance of 
developing hearing protection games. This will allow the child 
to playfully learn about the ear protection and the importance 
of noise. While just mentioning information about the topic, 
noise awareness increase will be less effective. 

Based on this study, we cannot draw conclusions - 
understandably - for the entire population. That is why it is 
necessary for validation, detailed professional review in order 
to form a more accurate opinion about its effectiveness. In 
doing so, it is worthwhile to increase the number of samples, to 
ensure representativeness, and to include other parameters that 
may affect the phenomenon (living environment, lifestyle, etc.). 
It is worth examining healthy as well as hearing-impaired 
children separately (ensuring homogeneity), and it may be 
interesting to assess a mixed arrangement from these groups in 
order to determine the correlation as accurately as possible. 
Instead of a possible questionnaire survey, it is worthwhile to 
examine awareness in other ways, as the collection of 
questionnaire data may not reflect the decisions made in real 
life. In this context, it would become possible to demonstrate 
whether the application is in fact able to raise awareness among 
children. 

In the future, it may worth expanding the variety of the games 
or implementing a personalized recommendation (suggesting a 
suitable game in case of an age or problem option). Also, there 
is a need to examine this study with study groups of more 
participants.  

Although this would require new, more comprehensive 
research, realizing this idea is likely to be more effective in 
raising awareness among children while having fun. 
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Abstract— In this paper, we investigate synchronization and 
equalization of 2 x 2 MIMO signals. We make a step further than 
that is described in our patent. In the patent, 3 PLLs and a four-
channel adaptive filter was needed. Here we decrease the number 
of PLLs to two and use an adaptive filter of only two channels. 
In addition to that, we shortly introduce the filter method and 
the FFT method as well, for synchronization. False detection 
cancellation is also mentioned. The so-called 1-bit technique 
has been compared to our method. After briefly introducing the 
ideas, detailed Matlab or AWR analyses follow. Input data are 
real measurements, so the analyses serve also as experimental 
verifications. We take a glimpse on higher order MIMO and 
higher order modulations as well.
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1.Introduction
The 2 x 2 MIMO (Multiple Input Multiple Output) 

concept is shown in Fig. 1. The core of the idea is that 2-2
transmitter and receiver antennas can provide better system 
properties than two transmitter-receiver antenna pairs 
separately.

Fig. 1. The 2 x 2 MIMO concept. From d and the operation 
frequency, h is determined

For achieving this, a 90° difference in electrical length
is needed between each transmitter antenna to the two 
receiver antennas.

Both receiver antennas receive two signals shifted in 
time. If the modulation is 4QAM, then based on the 

properties of the signal, the two transmitted information can 
be separated. For separation, estimated receiver frequencies 
should be known. Finding the exact receiver frequencies
(synchronization) and the reconstruction of the constellation 
diagrams (channel equalization) can be realized by three 
PLLs and a four-channel adaptive filter [2].

In this paper, our more recent solution will be described
that requires only two PLLs and a two-channel adaptive 
filter. The best overview about MIMO is found in [1]. In [2], 
our patent about MIMO is described. In [3], use of more than 
4 antennas are investigated. Higher order modulations than 
4QAM are discussed in [4]. DSc dissertation of the author, 
including a thesis about MIMO, is obtained in [5].

2. The model
The model of a 2 x 2 MIMO communication system is 

shown in Fig. 2.

Fig. 2. Model of a 2 x 2 MIMO communication system. 𝑥𝑥, 𝑟𝑟
denotes the column matrices of transmitted and received 

signals, respectively

According to Fig. 2, an equalizer is applied for the receiver 
signal to reconstruct the transmitted signal.

𝑟𝑟 = [𝑎𝑎 𝑏𝑏
𝑏𝑏 𝑎𝑎] 𝑥𝑥 (1) 

Eq. (1) describes the antenna system. In ideal case,
𝑎𝑎 = 1 (2)

𝑏𝑏 = 𝑒𝑒−𝑗𝑗𝑗𝑗/2 = −𝑗𝑗 (3)

And the reconstruction:

𝑥̂𝑥 = [𝑎𝑎
′ 𝑏𝑏′

𝑏𝑏′ 𝑎𝑎′]
−1

𝑟𝑟 (4)

Our goal is
|𝑥̂𝑥 − 𝑥𝑥| = 𝑚𝑚𝑚𝑚𝑚𝑚. (5)

And the minimum in Eq. (5) is zero if 
𝑎𝑎′ = 𝑎𝑎 (6)
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2

𝑏𝑏′ = 𝑏𝑏 (7)

The problem is that Eq. (6,7) are not fulfilled in practice. The 
following secondary effects may occur:
propagation loss, 
wind,
mechanical tolerances,
rain,
aging,
deviation of transmitter and receiver frequencies,
time dependence of frequencies,
noise, etc.

For that reason, both the frequency recovery and the 
equalizer should be adaptive. In the following, we discuss 
solutions for these problems.

3. Example
Our work is based on a set of measured data in a file. The 
received signals on both antennas are measured and stored 
in a file. First, we try to reconstruct the frequencies. For a 
good start, the measurement set contains a pilot. Later, the 
pilot will be removed.

Fig. 3. FFT of the measured data with a pilot

Fig. 4. The previous Figure, magnified

From Fig. 4, the pilot frequency is 164.75 MHz. But we 
observed that small deviations in frequency may cause a 
rotation of the received constellation diagram, and that may 
lead to false detection. For this reason, the frequencies 
should be determined with a high accuracy. That can be 
realized by a Costas loop. Matlab subsystems for the Costas 
loop will be described now.

Fig. 5. The overall system

Fig. 6. The core: Costas loop. In Fig. 5, this is the block freq mult
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For that reason, both the frequency recovery and the 
equalizer should be adaptive. In the following, we discuss 
solutions for these problems.

3. Example
Our work is based on a set of measured data in a file. The 
received signals on both antennas are measured and stored 
in a file. First, we try to reconstruct the frequencies. For a 
good start, the measurement set contains a pilot. Later, the 
pilot will be removed.

Fig. 3. FFT of the measured data with a pilot

Fig. 4. The previous Figure, magnified

From Fig. 4, the pilot frequency is 164.75 MHz. But we 
observed that small deviations in frequency may cause a 
rotation of the received constellation diagram, and that may 
lead to false detection. For this reason, the frequencies 
should be determined with a high accuracy. That can be 
realized by a Costas loop. Matlab subsystems for the Costas 
loop will be described now.

Fig. 5. The overall system

Fig. 6. The core: Costas loop. In Fig. 5, this is the block freq mult
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Fig. 7. The phase-frequency detector PFD in Fig. 6

Fig. 8. The VCO in Fig. 6

First we show how the pilot frequency is found.

Fig. 9. Initial transient in instantaneous frequency

Settling time is about 0.2 msec. Now the detected I and Q 
signals are filtered.

Fig. 10. The previous Figure, magnified. After settling, the 
frequency is kept within 1 kHz

Fig. 11. Filtering system

Fig. 12. Filter characteristics

As a conclusion of this example, a faster method is needed 
that is more accurate. Costas loop is too time-consuming.

Now we remove the pilot. The result is that the constellation 
diagram cannot be reconstructed in this way.
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Fig. 13. FFT of the received signal without a pilot

Fig. 14. The previous Figure, with increased frequency resolution

Fig. 15. The problem: The constellation diagram cannot be 
reconstructed in this way

4. The MCMA equalizer and PLLs
Basically, we have two problems. Deviation of the 

transmitted and received frequencies, and separation of the 

two transmitted signals at receiver side. Deviation is solved 
by PLLs, separation and signal equalization are solved by 
adaptive filters. Deviation can be modelled in the following 
way.

The baseband receiver signal 𝑥̂𝑥 for perfect separation, 
can be formulated as follows:

𝑥̂𝑥 = 𝐴𝐴−1𝐻𝐻−1𝐵𝐵−1𝑟𝑟 =

= [𝑒𝑒
−𝑗𝑗𝜔𝜔1𝑡𝑡 0
0 𝑒𝑒−𝑗𝑗𝜔𝜔2𝑡𝑡] [

1/2 𝑗𝑗/2
𝑗𝑗/2 1/2] [

𝑒𝑒−𝑗𝑗𝜔𝜔3𝑡𝑡 0
0 𝑒𝑒−𝑗𝑗𝜔𝜔4𝑡𝑡] 𝑟𝑟

(8)

where 𝜔𝜔1, 𝜔𝜔2 are the two LO frequencies at transmitter side 
and 𝜔𝜔3, 𝜔𝜔4 are the two LO frequencies at receiver side. In 
ideal case, 𝜔𝜔1 = −𝜔𝜔3 and 𝜔𝜔2 = −𝜔𝜔4.

From our experiments we know that the equalizer can stop a 
slow rotation. For this reason, instead of Eq. (8), we may use

𝑥̂𝑥 = 1
𝑐𝑐 𝐴𝐴

−1𝐻𝐻−1𝑐𝑐𝐵𝐵−1𝑟𝑟 =

[1 0
0 𝑒𝑒−𝑗𝑗(𝜔𝜔2−𝜔𝜔1)𝑡𝑡] [

1/2 𝑗𝑗/2
𝑗𝑗/2 1/2] [

𝑒𝑒−𝑗𝑗(𝜔𝜔3+𝜔𝜔1)𝑡𝑡 0
0 𝑒𝑒−𝑗𝑗(𝜔𝜔4+𝜔𝜔1)𝑡𝑡] 𝑟𝑟

(9)

where 𝑐𝑐 = 𝑒𝑒−𝑗𝑗𝜔𝜔1𝑡𝑡. Consequently, three PLLs may solve the 
problem. One at the output of the equalizer with frequency 
𝜔𝜔2 − 𝜔𝜔1, and two before the equalizer with frequencies 
𝜔𝜔3 + 𝜔𝜔1 and 𝜔𝜔3 + 𝜔𝜔1.

According to our previous experience, the equalizer can 
compensate small frequency differences. It follows the three 
PLLs can be decreased to two. In ideal case, 𝜔𝜔3 = −𝜔𝜔1.
𝜔𝜔2 = 𝜔𝜔1, and 𝜔𝜔4 = −𝜔𝜔2. Thus, with two PLLs that are
locked to the input carrier frequencies, the synchronization 
can be solved. Details are found on Fig. 16.

Fig. 16. Finding the proper LO frequencies at receiver side by 
use of two Costas loops. We use here our Costas loop 

version that is suggested for large noise [6]

The synchronizer consists of two Costas loops, and the VCO 
drive signal is formulated from both complex inputs. 
Realization of Fig. 16 in Matlab is presented in the next 
Figures that are found at the end of the paper. The detected 
I and Q signals are shown in Fig. 20.

Then the details of the equalizer follow. The equalizer is a 
four-channel adaptive filter. Inputs of the equalizer are the 
complex signals from the synchronizer as shown in Fig. 16. 
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PLLs can be decreased to two. In ideal case, 𝜔𝜔3 = −𝜔𝜔1.
𝜔𝜔2 = 𝜔𝜔1, and 𝜔𝜔4 = −𝜔𝜔2. Thus, with two PLLs that are
locked to the input carrier frequencies, the synchronization 
can be solved. Details are found on Fig. 16.
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drive signal is formulated from both complex inputs. 
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Then the details of the equalizer follow. The equalizer is a 
four-channel adaptive filter. Inputs of the equalizer are the 
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The system diagram of the equalizer are also found at the 
end of the paper.

Now the I and Q signals at both channels must be 
reconstructed. We use the MCMA (Modified constant 
modulus algorithm) [1]. Its essence is the following. The 
equalized signal is, according to Eq. (8):

𝑥̂𝑥1 = 𝑤𝑤1𝑟𝑟1 + 𝑤𝑤2𝑟𝑟2 (10)
𝑥̂𝑥2 = 𝑤𝑤3𝑟𝑟1 + 𝑤𝑤4𝑟𝑟2 (11)

where 𝑤𝑤𝑖𝑖-s are the weight factors of the adaptive filter 
channels. Initial values are 𝑤𝑤1,1 = 𝑤𝑤4,1 = 1

2, 𝑤𝑤2,1 = 𝑤𝑤3,1 =
1
2 𝑗𝑗,according to Eq. (9). A possible choice would be 𝑤𝑤1 =
𝑤𝑤4 and 𝑤𝑤2 = 𝑤𝑤3. This would require an ideal placement of 
the antennas at vertices of a rectangle. But this rectangle may 
be distorted by several reasons resulting in hurting condition 
𝑤𝑤2 = 𝑤𝑤3.

Change of the equalized signals is
∆𝑥̂𝑥1 = ∆𝑤𝑤1𝑟𝑟1 + 𝑤𝑤1∆𝑟𝑟1 + ∆𝑤𝑤2𝑟𝑟2+𝑤𝑤2∆𝑟𝑟2 (12)
∆𝑥̂𝑥2 = ∆𝑤𝑤3𝑟𝑟1 + 𝑤𝑤3∆𝑟𝑟1 + ∆𝑤𝑤4𝑟𝑟2+𝑤𝑤4∆𝑟𝑟2 (13)

where ∆𝑤𝑤1,𝑘𝑘 = 𝑤𝑤1,𝑘𝑘 − 𝑤𝑤1,𝑘𝑘−1 in the kth iteration, and 
similarly for the other weight factors. The signals in the next 
iteration are 𝑥̂𝑥1 + ∆𝑥̂𝑥1 and 𝑥̂𝑥2 + ∆𝑥̂𝑥2. The error signals are
defined as

𝜀𝜀1 = {𝑥̂𝑥1,1}(|𝑥̂𝑥1,1| − 𝑅𝑅1) + 𝑗𝑗{𝑥̂𝑥1,2}(|𝑥̂𝑥1,2| − 𝑅𝑅2) (14)

𝜀𝜀2 = {𝑥̂𝑥2,1}(|𝑥̂𝑥2,1| − 𝑅𝑅1) + 𝑗𝑗{𝑥̂𝑥2,2}(|𝑥̂𝑥1,2| − 𝑅𝑅2) (15)

where the complex radius of the constellation diagram is 
𝑅𝑅 = 𝑅𝑅1 + 𝑗𝑗𝑅𝑅2 = |𝑅𝑅|(1 + 𝑗𝑗)/√2, braces denote signum, and 
𝑟𝑟1 = 𝑥̂𝑥1,1 + 𝑗𝑗𝑥̂𝑥1,2. The goal is 𝜀𝜀1 = 𝑚𝑚𝑚𝑚𝑚𝑚. and 𝜀𝜀2 = 𝑚𝑚𝑚𝑚𝑚𝑚.

Changes of the equalized signals are
∆𝑥̂𝑥1 = −𝜇𝜇1𝜀𝜀1 (16)
∆𝑥̂𝑥2 = −𝜇𝜇2𝜀𝜀2 (17)

where ∆ denotes the change during the last sampling period.
From Eq. (12, 13) changes of the weight factors during the 
last sampling period are

[∆𝑤𝑤1
∆𝑤𝑤2

] = [𝑟𝑟1 𝑟𝑟2]+ (∆𝑥̂𝑥1 − 𝑤𝑤1∆𝑟𝑟1 − 𝑤𝑤2∆𝑟𝑟2) (18)

[∆𝑤𝑤3
∆𝑤𝑤4

] = [𝑟𝑟1 𝑟𝑟2]+ (∆𝑥̂𝑥2 − 𝑤𝑤3∆𝑟𝑟1 − 𝑤𝑤4∆𝑟𝑟2) (19)

in the kth iteration, where + denotes Moore-Penrose 
generalized inverse. Here we exploit the fact that the 
generalized inverse gives the minimum norm solution of an 
under-determined system [10].
The algorithm starts with 𝑤𝑤1, 𝑤𝑤2, 𝑤𝑤3, 𝑤𝑤4, 𝑟𝑟1 and 𝑟𝑟2 . Then 
Eq. (10, 11, 14-19) are executed. Then w-s and r-s are 
delayed. Similarly, for the other channel. The given 
algorithm significantly differs from known algorithms [1]. 
Robustness of the algorithm has been observed during all 
runs.

5. Related questions
Here we summarize some other important ideas related 

to 2 x 2 MIMO detection.
Filter method
Essence of the filter method is that instead of a PLL, a 

filter is applied for synchronization. Advantage with respect 
to the previous Chapter is, that the random changes on LO 
frequencies are much smaller, and locking problems are 
eliminated. Hardware requirements are of the same amount.

FFT method
The filter function can be realized by applying FFT of 

the input signal. FFT is computation consuming, so it is a 
hard decision how often the FFT is made. Advantages are 
the same as for the filter method.

False detection cancellation
False detection occurs when the received constellation 

diagram suddenly rotates by 90°. Originally, we made a 
great effort on false detection cancellation. However, in our 
previous publication [8], we pointed out that the most 
efficient solution of this problem is application of 
differential coding. Thus, we omit here the list of other 
methods for false detection cancellation.

The 1-bit method [9]
The main difference between this and our method is 

that in this method, the signal after synchronization is 
digitized. This is a limiting case, in the literature few bits 
A/D conversion can also be found. The author’s opinion is 
that the possible advantage of decreasing the noise effects is 
virtual, because it remains at the random variation of zero 
crossings. Moreover, strong learning algorithms may be 
needed for equalization that are time consuming.

More than 4 antennas
In case of more than 4 antennas, differences in 

distances between a transmitter antenna and neighboring 
receiver antennas cannot be kept constant. Even 
synchronization is more difficult, because there are many 
transmitter frequencies that can be different all. Equalization 
is to invert the matrix describing the relation between 
separate transmitter and receiver signals. But these are 
possible [3], however, the extra advantage of more than 4 
antennas decrease.

Higher order modulation
Essentially arbitrary order (power of 2) can be used [4].

In our opinion, its significance is not too high because for 
higher order modulation, noise sensitivity rapidly increases,
and it is a better solution to apply lower order modulation at 
higher speed.

6. Conclusions
The synchronization by two Costas loops and the 

equalization using an adaptive filter have been detailed. The 
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The system diagram of the equalizer are also found at the 
end of the paper.

Now the I and Q signals at both channels must be 
reconstructed. We use the MCMA (Modified constant 
modulus algorithm) [1]. Its essence is the following. The 
equalized signal is, according to Eq. (8):

𝑥̂𝑥1 = 𝑤𝑤1𝑟𝑟1 + 𝑤𝑤2𝑟𝑟2 (10)
𝑥̂𝑥2 = 𝑤𝑤3𝑟𝑟1 + 𝑤𝑤4𝑟𝑟2 (11)

where 𝑤𝑤𝑖𝑖-s are the weight factors of the adaptive filter 
channels. Initial values are 𝑤𝑤1,1 = 𝑤𝑤4,1 = 1

2, 𝑤𝑤2,1 = 𝑤𝑤3,1 =
1
2 𝑗𝑗,according to Eq. (9). A possible choice would be 𝑤𝑤1 =
𝑤𝑤4 and 𝑤𝑤2 = 𝑤𝑤3. This would require an ideal placement of 
the antennas at vertices of a rectangle. But this rectangle may 
be distorted by several reasons resulting in hurting condition 
𝑤𝑤2 = 𝑤𝑤3.

Change of the equalized signals is
∆𝑥̂𝑥1 = ∆𝑤𝑤1𝑟𝑟1 + 𝑤𝑤1∆𝑟𝑟1 + ∆𝑤𝑤2𝑟𝑟2+𝑤𝑤2∆𝑟𝑟2 (12)
∆𝑥̂𝑥2 = ∆𝑤𝑤3𝑟𝑟1 + 𝑤𝑤3∆𝑟𝑟1 + ∆𝑤𝑤4𝑟𝑟2+𝑤𝑤4∆𝑟𝑟2 (13)

where ∆𝑤𝑤1,𝑘𝑘 = 𝑤𝑤1,𝑘𝑘 − 𝑤𝑤1,𝑘𝑘−1 in the kth iteration, and 
similarly for the other weight factors. The signals in the next 
iteration are 𝑥̂𝑥1 + ∆𝑥̂𝑥1 and 𝑥̂𝑥2 + ∆𝑥̂𝑥2. The error signals are
defined as

𝜀𝜀1 = {𝑥̂𝑥1,1}(|𝑥̂𝑥1,1| − 𝑅𝑅1) + 𝑗𝑗{𝑥̂𝑥1,2}(|𝑥̂𝑥1,2| − 𝑅𝑅2) (14)

𝜀𝜀2 = {𝑥̂𝑥2,1}(|𝑥̂𝑥2,1| − 𝑅𝑅1) + 𝑗𝑗{𝑥̂𝑥2,2}(|𝑥̂𝑥1,2| − 𝑅𝑅2) (15)

where the complex radius of the constellation diagram is 
𝑅𝑅 = 𝑅𝑅1 + 𝑗𝑗𝑅𝑅2 = |𝑅𝑅|(1 + 𝑗𝑗)/√2, braces denote signum, and 
𝑟𝑟1 = 𝑥̂𝑥1,1 + 𝑗𝑗𝑥̂𝑥1,2. The goal is 𝜀𝜀1 = 𝑚𝑚𝑚𝑚𝑚𝑚. and 𝜀𝜀2 = 𝑚𝑚𝑚𝑚𝑚𝑚.

Changes of the equalized signals are
∆𝑥̂𝑥1 = −𝜇𝜇1𝜀𝜀1 (16)
∆𝑥̂𝑥2 = −𝜇𝜇2𝜀𝜀2 (17)

where ∆ denotes the change during the last sampling period.
From Eq. (12, 13) changes of the weight factors during the 
last sampling period are

[∆𝑤𝑤1
∆𝑤𝑤2

] = [𝑟𝑟1 𝑟𝑟2]+ (∆𝑥̂𝑥1 − 𝑤𝑤1∆𝑟𝑟1 − 𝑤𝑤2∆𝑟𝑟2) (18)
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in the kth iteration, where + denotes Moore-Penrose 
generalized inverse. Here we exploit the fact that the 
generalized inverse gives the minimum norm solution of an 
under-determined system [10].
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Eq. (10, 11, 14-19) are executed. Then w-s and r-s are 
delayed. Similarly, for the other channel. The given 
algorithm significantly differs from known algorithms [1]. 
Robustness of the algorithm has been observed during all 
runs.
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Here we summarize some other important ideas related 

to 2 x 2 MIMO detection.
Filter method
Essence of the filter method is that instead of a PLL, a 

filter is applied for synchronization. Advantage with respect 
to the previous Chapter is, that the random changes on LO 
frequencies are much smaller, and locking problems are 
eliminated. Hardware requirements are of the same amount.

FFT method
The filter function can be realized by applying FFT of 

the input signal. FFT is computation consuming, so it is a 
hard decision how often the FFT is made. Advantages are 
the same as for the filter method.

False detection cancellation
False detection occurs when the received constellation 

diagram suddenly rotates by 90°. Originally, we made a 
great effort on false detection cancellation. However, in our 
previous publication [8], we pointed out that the most 
efficient solution of this problem is application of 
differential coding. Thus, we omit here the list of other 
methods for false detection cancellation.

The 1-bit method [9]
The main difference between this and our method is 

that in this method, the signal after synchronization is 
digitized. This is a limiting case, in the literature few bits 
A/D conversion can also be found. The author’s opinion is 
that the possible advantage of decreasing the noise effects is 
virtual, because it remains at the random variation of zero 
crossings. Moreover, strong learning algorithms may be 
needed for equalization that are time consuming.

More than 4 antennas
In case of more than 4 antennas, differences in 

distances between a transmitter antenna and neighboring 
receiver antennas cannot be kept constant. Even 
synchronization is more difficult, because there are many 
transmitter frequencies that can be different all. Equalization 
is to invert the matrix describing the relation between 
separate transmitter and receiver signals. But these are 
possible [3], however, the extra advantage of more than 4 
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where 𝑤𝑤𝑖𝑖-s are the weight factors of the adaptive filter 
channels. Initial values are 𝑤𝑤1,1 = 𝑤𝑤4,1 = 1

2, 𝑤𝑤2,1 = 𝑤𝑤3,1 =
1
2 𝑗𝑗,according to Eq. (9). A possible choice would be 𝑤𝑤1 =
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be distorted by several reasons resulting in hurting condition 
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Filter method
Essence of the filter method is that instead of a PLL, a 
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frequencies are much smaller, and locking problems are 
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FFT method
The filter function can be realized by applying FFT of 

the input signal. FFT is computation consuming, so it is a 
hard decision how often the FFT is made. Advantages are 
the same as for the filter method.

False detection cancellation
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diagram suddenly rotates by 90°. Originally, we made a 
great effort on false detection cancellation. However, in our 
previous publication [8], we pointed out that the most 
efficient solution of this problem is application of 
differential coding. Thus, we omit here the list of other 
methods for false detection cancellation.

The 1-bit method [9]
The main difference between this and our method is 

that in this method, the signal after synchronization is 
digitized. This is a limiting case, in the literature few bits 
A/D conversion can also be found. The author’s opinion is 
that the possible advantage of decreasing the noise effects is 
virtual, because it remains at the random variation of zero 
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possible [3], however, the extra advantage of more than 4 
antennas decrease.
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and it is a better solution to apply lower order modulation at 
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The system diagram of the equalizer are also found at the 
end of the paper.

Now the I and Q signals at both channels must be 
reconstructed. We use the MCMA (Modified constant 
modulus algorithm) [1]. Its essence is the following. The 
equalized signal is, according to Eq. (8):

𝑥̂𝑥1 = 𝑤𝑤1𝑟𝑟1 + 𝑤𝑤2𝑟𝑟2 (10)
𝑥̂𝑥2 = 𝑤𝑤3𝑟𝑟1 + 𝑤𝑤4𝑟𝑟2 (11)

where 𝑤𝑤𝑖𝑖-s are the weight factors of the adaptive filter 
channels. Initial values are 𝑤𝑤1,1 = 𝑤𝑤4,1 = 1

2, 𝑤𝑤2,1 = 𝑤𝑤3,1 =
1
2 𝑗𝑗,according to Eq. (9). A possible choice would be 𝑤𝑤1 =
𝑤𝑤4 and 𝑤𝑤2 = 𝑤𝑤3. This would require an ideal placement of 
the antennas at vertices of a rectangle. But this rectangle may 
be distorted by several reasons resulting in hurting condition 
𝑤𝑤2 = 𝑤𝑤3.

Change of the equalized signals is
∆𝑥̂𝑥1 = ∆𝑤𝑤1𝑟𝑟1 + 𝑤𝑤1∆𝑟𝑟1 + ∆𝑤𝑤2𝑟𝑟2+𝑤𝑤2∆𝑟𝑟2 (12)
∆𝑥̂𝑥2 = ∆𝑤𝑤3𝑟𝑟1 + 𝑤𝑤3∆𝑟𝑟1 + ∆𝑤𝑤4𝑟𝑟2+𝑤𝑤4∆𝑟𝑟2 (13)

where ∆𝑤𝑤1,𝑘𝑘 = 𝑤𝑤1,𝑘𝑘 − 𝑤𝑤1,𝑘𝑘−1 in the kth iteration, and 
similarly for the other weight factors. The signals in the next 
iteration are 𝑥̂𝑥1 + ∆𝑥̂𝑥1 and 𝑥̂𝑥2 + ∆𝑥̂𝑥2. The error signals are
defined as
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𝑅𝑅 = 𝑅𝑅1 + 𝑗𝑗𝑅𝑅2 = |𝑅𝑅|(1 + 𝑗𝑗)/√2, braces denote signum, and 
𝑟𝑟1 = 𝑥̂𝑥1,1 + 𝑗𝑗𝑥̂𝑥1,2. The goal is 𝜀𝜀1 = 𝑚𝑚𝑚𝑚𝑚𝑚. and 𝜀𝜀2 = 𝑚𝑚𝑚𝑚𝑚𝑚.

Changes of the equalized signals are
∆𝑥̂𝑥1 = −𝜇𝜇1𝜀𝜀1 (16)
∆𝑥̂𝑥2 = −𝜇𝜇2𝜀𝜀2 (17)
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[∆𝑤𝑤3
∆𝑤𝑤4

] = [𝑟𝑟1 𝑟𝑟2]+ (∆𝑥̂𝑥2 − 𝑤𝑤3∆𝑟𝑟1 − 𝑤𝑤4∆𝑟𝑟2) (19)

in the kth iteration, where + denotes Moore-Penrose 
generalized inverse. Here we exploit the fact that the 
generalized inverse gives the minimum norm solution of an 
under-determined system [10].
The algorithm starts with 𝑤𝑤1, 𝑤𝑤2, 𝑤𝑤3, 𝑤𝑤4, 𝑟𝑟1 and 𝑟𝑟2 . Then 
Eq. (10, 11, 14-19) are executed. Then w-s and r-s are 
delayed. Similarly, for the other channel. The given 
algorithm significantly differs from known algorithms [1]. 
Robustness of the algorithm has been observed during all 
runs.

5. Related questions
Here we summarize some other important ideas related 

to 2 x 2 MIMO detection.
Filter method
Essence of the filter method is that instead of a PLL, a 

filter is applied for synchronization. Advantage with respect 
to the previous Chapter is, that the random changes on LO 
frequencies are much smaller, and locking problems are 
eliminated. Hardware requirements are of the same amount.

FFT method
The filter function can be realized by applying FFT of 

the input signal. FFT is computation consuming, so it is a 
hard decision how often the FFT is made. Advantages are 
the same as for the filter method.

False detection cancellation
False detection occurs when the received constellation 

diagram suddenly rotates by 90°. Originally, we made a 
great effort on false detection cancellation. However, in our 
previous publication [8], we pointed out that the most 
efficient solution of this problem is application of 
differential coding. Thus, we omit here the list of other 
methods for false detection cancellation.

The 1-bit method [9]
The main difference between this and our method is 

that in this method, the signal after synchronization is 
digitized. This is a limiting case, in the literature few bits 
A/D conversion can also be found. The author’s opinion is 
that the possible advantage of decreasing the noise effects is 
virtual, because it remains at the random variation of zero 
crossings. Moreover, strong learning algorithms may be 
needed for equalization that are time consuming.

More than 4 antennas
In case of more than 4 antennas, differences in 

distances between a transmitter antenna and neighboring 
receiver antennas cannot be kept constant. Even 
synchronization is more difficult, because there are many 
transmitter frequencies that can be different all. Equalization 
is to invert the matrix describing the relation between 
separate transmitter and receiver signals. But these are 
possible [3], however, the extra advantage of more than 4 
antennas decrease.

Higher order modulation
Essentially arbitrary order (power of 2) can be used [4].

In our opinion, its significance is not too high because for 
higher order modulation, noise sensitivity rapidly increases,
and it is a better solution to apply lower order modulation at 
higher speed.
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The system diagram of the equalizer are also found at the 
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Now the I and Q signals at both channels must be 
reconstructed. We use the MCMA (Modified constant 
modulus algorithm) [1]. Its essence is the following. The 
equalized signal is, according to Eq. (8):
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1
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in the kth iteration, where + denotes Moore-Penrose 
generalized inverse. Here we exploit the fact that the 
generalized inverse gives the minimum norm solution of an 
under-determined system [10].
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Eq. (10, 11, 14-19) are executed. Then w-s and r-s are 
delayed. Similarly, for the other channel. The given 
algorithm significantly differs from known algorithms [1]. 
Robustness of the algorithm has been observed during all 
runs.

5. Related questions
Here we summarize some other important ideas related 

to 2 x 2 MIMO detection.
Filter method
Essence of the filter method is that instead of a PLL, a 

filter is applied for synchronization. Advantage with respect 
to the previous Chapter is, that the random changes on LO 
frequencies are much smaller, and locking problems are 
eliminated. Hardware requirements are of the same amount.

FFT method
The filter function can be realized by applying FFT of 

the input signal. FFT is computation consuming, so it is a 
hard decision how often the FFT is made. Advantages are 
the same as for the filter method.

False detection cancellation
False detection occurs when the received constellation 

diagram suddenly rotates by 90°. Originally, we made a 
great effort on false detection cancellation. However, in our 
previous publication [8], we pointed out that the most 
efficient solution of this problem is application of 
differential coding. Thus, we omit here the list of other 
methods for false detection cancellation.

The 1-bit method [9]
The main difference between this and our method is 

that in this method, the signal after synchronization is 
digitized. This is a limiting case, in the literature few bits 
A/D conversion can also be found. The author’s opinion is 
that the possible advantage of decreasing the noise effects is 
virtual, because it remains at the random variation of zero 
crossings. Moreover, strong learning algorithms may be 
needed for equalization that are time consuming.

More than 4 antennas
In case of more than 4 antennas, differences in 

distances between a transmitter antenna and neighboring 
receiver antennas cannot be kept constant. Even 
synchronization is more difficult, because there are many 
transmitter frequencies that can be different all. Equalization 
is to invert the matrix describing the relation between 
separate transmitter and receiver signals. But these are 
possible [3], however, the extra advantage of more than 4 
antennas decrease.

Higher order modulation
Essentially arbitrary order (power of 2) can be used [4].

In our opinion, its significance is not too high because for 
higher order modulation, noise sensitivity rapidly increases,
and it is a better solution to apply lower order modulation at 
higher speed.

6. Conclusions
The synchronization by two Costas loops and the 

equalization using an adaptive filter have been detailed. The 
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algorithms are robust. The system can follow the random 
variations of any kind that are included in the measured data.
We call the attention to the fact that for synchronization we 
used our best version of Costas loop, but without differential 
coding, and for equalization, we corrected the errors found 
in the literature. As a result, the standing constellation 
diagrams appear soon at the output, and remain almost 
constant for the rest of the measurement interval. Other 
Hungarian efforts concerning MIMO technique are found in 
[11]. A possible use of MIMO is presented in [12].

In answering to the reviewer openly, this is not a 
summary paper. Material in Section 4 is brand new, 
especially Eq. (18,19). As its previous version is patented 
[2], it is used worldwide.
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I. INTRODUCTION

The arrival and development of Industry 4.0 represent a
revival similar to previous industrial revolutions in history.
The revolution in Industry 1.0 was using complex machines
to make work easier and faster instead of manual efforts
[1]. The primary inventions of the first industrial revolution
of 1784 were steam and chain-driven equipment, such as the
weaving machine. The second industrial revolution took
place in the 1870s when mass production first appeared —
developing techniques for mass production and enabler
functions such as assembly on a conveyor belt. The third
industrial revolution dates back to 1969 when
microelectronics brought a new phase of technology. Based
on the program code, a robot/machine could perform several
operations and work steps, replacing repeated/complex
manual work. The fourth industrial revolution is underway,
with production lines and robots becoming more intelligent.
We are able to create robots that download and use the
program, which means that the same production line can
adapt to an industrial need very quickly. As a high-level
example, at one minute, the workstation produces a Type A
car, and in the other one, it can create a Type B car. To
accomplish this, all equipment needs to be involved during
the reconfiguration of the manufacturing process and must be
connected as cyber-physical systems.

It is relatively easy to determine how much overall
revenue can be gained from residential users on current
mobile networks. This will not increase significantly in the
future, as network operators have almost reached the limit of
potential human users, and the population is declining in

many countries. In most of the developed countries, more
than 90% of the citizens have a mobile phone [2], but using
only one or two Subscriber Identity Module (SIM) cards, as
the customer does not need more subscriptions. While there
are devices in a general household that can use up to 10 or
100 SIM cards, this number can be much higher in industrial
use-cases. Mobile Network Operators (MNO) cannot expect
significantly more revenue from traditional customers. On
the other hand, industrial use-cases could mean a much
larger market than before, which is almost completely
untapped yet. Thus, the main target user base of 5G is not
people but industrial devices, making industrial Campus
Networks or as 3GPP defines Non-Public Networks (NPN)
[3] one of the flagships of 5G. MNOs and vendors invest in
this promise. Besides, they can still stay in the traditional
mobile business, but a new market can be created with
industrial Campus Networks, similarly to what happened 20
years ago with General Packet Radio Service (GPRS).

Industrial Campus networks [4] have a lot of potential and
many directions for development, but the widespread adoption
of these solutions is still in its infancy.

The main contribution of the current work is that we
present various factors that should be considered to define
the business model and pricing of future industrial mobile
networks. Moreover, we present some technical parameters
to help design, scale, and implement these networks from a
service point of view. The paper is organized as follows:
Section II summarizes the related work, discussing the
potential revenue effects of 5G and the new 5G Non-Public
Networks. Section III describes the industrial players’
motivations. Section IV presents the key factors of industrial
Campus Networks’ pricing aspects and customer needs,
including network scaling factors, pricing parameters,
frequency trading and different types of Campus networks.
Section V identifies the business opportunities of customers,
discusses the technological risks and backup solutions.
Section VI concludes the paper.

II. RELATED WORK

5G’s new use-cases [5] are generating tension currently
for service providers, device manufacturers, and the industry
in general. It is clear that 2G-3G [6] and 4G networks are
designed primarily for people in terms of use-cases. Of
course, a significant number of machines are connected to
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Networks or as 3GPP defines Non-Public Networks (NPN)
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this promise. Besides, they can still stay in the traditional
mobile business, but a new market can be created with
industrial Campus Networks, similarly to what happened 20
years ago with General Packet Radio Service (GPRS).

Industrial Campus networks [4] have a lot of potential and
many directions for development, but the widespread adoption
of these solutions is still in its infancy.

The main contribution of the current work is that we
present various factors that should be considered to define
the business model and pricing of future industrial mobile
networks. Moreover, we present some technical parameters
to help design, scale, and implement these networks from a
service point of view. The paper is organized as follows:
Section II summarizes the related work, discussing the
potential revenue effects of 5G and the new 5G Non-Public
Networks. Section III describes the industrial players’
motivations. Section IV presents the key factors of industrial
Campus Networks’ pricing aspects and customer needs,
including network scaling factors, pricing parameters,
frequency trading and different types of Campus networks.
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types were found.
Based on how messages are represented, protocols can

be classified into two groups: plain text and binary. Plain
text protocols such as Hypertext Transfer Protocol (HTTP)
or Simple Mail Transfer Protocol (SMTP) exchange human-
readable messages where the fields are separated by delimiters
such as spaces, colons, or new line characters, and at least
one field contains a keyword that determines how the message
should be interpreted. On the other hand, binary protocols such
as Server Message Block (SMB) or Modbus exchange binary
messages that are not human-readable, lack field separators,
and one or more groups of bytes determine how the message
should be interpreted.

In this paper, we present GrAMeFFSI, a novel graph
analysis based algorithm for binary protocols which can in-
fer not only the message types, but also a variety of field
semantics, using only network traces of the protocols. We
implement and test the algorithm on real-world captures of
two commonly used binary protocols, Modbus and MQTT,
achieving perfect correctness and completeness scores as well
as decent conciseness scores that surpass those of existing
state-of-the-art methods. In addition, we introduce two metrics,
accuracy and adjusted accuracy, to measure the goodness of
semantics inference. We also show that GrAMeFFSI can infer
field semantics with over 95% accuracy if high quality network
traces are available.

This paper revises, improves, and extends our previous
work, Message Format and Field Semantics Inference for
Binary Protocols Using Recorded Network Traffic [6]. Notable
additions are a model merging phase in the algorithm and
the mathematical formalization of the metrics. The model
merging phase further improves the accuracy of our algorithm
while also providing extra semantical information, and the
formalization aims to make our results possible to reproduce
as well as make it easier to compare it to other works (where
such metrics are used).

The rest of the paper is structured as follows: in Section
II, we discuss related work. In Section III, we present our
algorithm in detail, along with additional possible optimization
steps. Next, in Section IV, we evaluate the previously pre-
sented algorithm on packet captures of two common protocols,
Modbus and MQTT. Then, in Section V, we briefly discuss the
possible limitations of our solution, followed by opportunities
for future work. Finally, Section VI concludes our paper.

II. RELATED WORK

Protocol reverse engineering dates back to the 1950s, where
it typically meant the analysis of finite state machines for
fault detection [7]. The first well-known project that aimed
at restoring the specifications of a computer protocol was the
Protocol Informatics Project by M. A. Beddoe [8] in 2004,
which used bioinformatical algorithms such as the well-known
Needleman-Wunsch sequence alignment algorithm on network
traces to infer the message types of the text-based protocol
HTTP. It was later followed by Discoverer [9], Biprominer

[10], ReverX [11], ProDecoder [12], and AutoReEngine [13]
that all relied only on network traffic. While most algorithms
aimed at reversing both text-based and binary protocols, some
specialized in one or the other, typically achieving better
performance metrics compared to the more general solutions
of their time. Biprominer, as its name suggests, targeted binary
protocols, while ReverX targeted text-based protocols. The
methods employed vary – Discoverer relies on sequence align-
ment, Biprominer and AutoReEngine leverage data mining
approaches, while ProDecoder makes use of natural language
processing algorithms.

Early works typically focused on reverse engineering the
message formats and their syntax, and did not put much
emphasis on inferring field semantics (that is, what each
of the fields means). Even those that tried did not achieve
significant results – Discoverer admits to achieving between
30-40% accuracy [9], and not even Netzob exceeds 50% [14].
FieldHunter [15] from 2015 was the first to achieve over 80%
accuracy on semantics.

Methods relying on reversing implementations appeared
under the names of Polyglot [16], AutoFormat [17], and
ReFormat [18]. These generally work on the principles of
dynamic taint analysis, marking pieces of code in the memory
area of a running executable that are run in response to a given
message, then making assumptions about the message formats
based on what and how was marked. It has been proven
[4] that binary analysis based approaches can achieve better
results, however, purely traffic analysis based approaches are
also important as binaries may not always be at our disposal
and legal agreements may prevent us from analysing or reverse
engineering these.

Solutions to reverse the protocol grammar (the state machine
of the protocol) have also been proposed in the form of
ScriptGen [19], Prospex [20], Veritas [21], and MACE [22].
However, they are not in scope of this paper as we currently
do not aim to reconstruct the state machine of the protocol.

In this paper, we aim to compete with Discoverer,
Biprominer, and ProDecoder, three different approaches for
reversing the message formats of binary protocols; as well
as Netzob and FieldHunter that aim at extracting semantic
information. The performance statistics of these solutions, as
given by their authors (or calculated based on their respective
papers), are shown in Table I.

We believe that no prior protocol message format reversing
method exists that is based on graph operations.

III. OUR APPROACH

Our approach consists of five distinguishable phases. The
first phase is a preparation phase, in which data is gathered
and transformed such that it can be processed in the second
phase. The second phase is the core algorithm that constructs
directed acyclic connected graphs (rooted trees) based on the
input. Next, in the third phase, we merge the trees from phase
two, following a set of rules. In the fourth phase, (optional)
optimizations may be run on the trees. These optimizations
generally improve a certain metric at a possible cost of
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these networks as end-devices, as well. The almost untapped
resources to be provided by 5G are likely to be utilized by
machines [7]. Therefore, it is worth separating services based
on customer types, as users can be humans or machines [8].
In interpersonal communication, biorhythm has to be one of
the important aspects of the network design. Human users’
data consumption is related to their biorhythm, which defines
the concept of busy-hour on traditional mobile networks. In
contrast, machine communication is based on predefined
scheduled programs, and the behavior is more
determinable [9]. Human data consumption is more
stochastic by nature. The current interpretation of busy-hour
will probably disappear in the near future or at least
significantly alter due to the nature of machine type
communication [10]. This should have an impact on both
network and service design. 5G network slicing is designed
to handle efficiently these kind of network traffic profiles
[11]. Networks should be designed [12], scaled, and tuned
differently for humans and differently for
machine-communication types of services. Machine type of
use-cases can include not only the simplest household
appliances or vehicles but also complex industrial
robots [13]. Hard real-time connectivity – when a
sensor-to-machine latency is less than 1 ms – will be utilized
by several use-cases, however mostly by non-human
applications [14]. With 5G, we will be able to achieve a
real-time production monitoring [15], knowing the current
state of equipment we are ordering, or the time when it is
expected to be manufactured, with proper access rights from
anywhere around the globe. It also facilitates the
development of real-time business and the advancement of
services where precision has immense business importance.
All in all, this means that the economy as a whole will
benefit from the spread of 5G [16].

To understand the exact economic effects, we have to
examine which parts of the industry are affected and to what
extent [17] [18] [19], [20]. According to a study published
by Ericsson, it is estimated that the 5G-enabled industry
digitization revenue for Information Communications
Technology (ICT) players will reach $ 1.3 trillion in 2026
[21]. When examining the most prominent domains, energy
and utilities account for 19%, industrial production is there
for 18%, and it is worth highlighting the automotive
industry, which accounts for 8% [21]. In terms of industrial
networks, naturally, the factories are the main stakeholders.
The short term industrial impact of 5G and Internet of
Things (IoT) [22] is expected to be around 619 billion USD.
Of course, this includes other high-impact domains utilizing
5G, such as connected cities and vehicles.

The 5G standards [23] and architectures provide an
opportunity to build highly flexible private industrial
networks [24]. Some services can run on a small portion of
network elements. Therefore, we can utilize merely a small
percentage of network resources to provide elementary
service needs. This allows for designing services and
implementations based on individual customer needs. With
the interoperability of standards and interfaces [25], systems
will be able to co-operate and provide a high-quality

experience. 3GPP [3] will develop various solutions for the
Non-Public Network [5], providing more options in terms of
industrial network architecture. The most facile option is to
install all the Core and Radio Access Network (RAN)
elements required for service in the industrial area
completely separated from any public mobile network
(standalone isolated NPN – see Figure 1) [5]. The
independence between this NPN and a public mobile
network manifests in the use of a unique network identifier,
the assignment of private spectrum to the NPN, and the full
deployment of a 5G system (including RAN and Control
Network) within the logical perimeter of the factory. There
are several hybrid solutions where some Core elements are
on-site adjacent to the dedicated RAN or shared RAN while
others are located at the service provider (Public Network
Integrated NPN – see Figure 2). The deployment of a public
and private network in a Hybrid NPN solution can vary
depending on the considered use-case and customer
requirements.

Fig. 1. Deployment as dedicated network

Fig. 2. Deployment with shared RAN and control plane
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Things (IoT) [22] is expected to be around 619 billion USD.
Of course, this includes other high-impact domains utilizing
5G, such as connected cities and vehicles.

The 5G standards [23] and architectures provide an
opportunity to build highly flexible private industrial
networks [24]. Some services can run on a small portion of
network elements. Therefore, we can utilize merely a small
percentage of network resources to provide elementary
service needs. This allows for designing services and
implementations based on individual customer needs. With
the interoperability of standards and interfaces [25], systems
will be able to co-operate and provide a high-quality

experience. 3GPP [3] will develop various solutions for the
Non-Public Network [5], providing more options in terms of
industrial network architecture. The most facile option is to
install all the Core and Radio Access Network (RAN)
elements required for service in the industrial area
completely separated from any public mobile network
(standalone isolated NPN – see Figure 1) [5]. The
independence between this NPN and a public mobile
network manifests in the use of a unique network identifier,
the assignment of private spectrum to the NPN, and the full
deployment of a 5G system (including RAN and Control
Network) within the logical perimeter of the factory. There
are several hybrid solutions where some Core elements are
on-site adjacent to the dedicated RAN or shared RAN while
others are located at the service provider (Public Network
Integrated NPN – see Figure 2). The deployment of a public
and private network in a Hybrid NPN solution can vary
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III. UNDERSTANDING INDUSTRIAL PLAYERS’ NETWORK
NEEDS

It is crucial to identify the target groups involved in
telecommunications. New technology can be successful if all
the target groups are motivated for the new service, product,

or technology. New investments are function-oriented: as
long as there is no advanced function that the user needs –
even if a new technology emerges –, they will not buy new
assets, nor will vendors and operators invest in it. The idea
of industrial Campus Networks and 5G itself appeared years
ago, but now we have reached the point where each group
has the motivation and the technical background to
implement these types of networks cost-effectively. Taking
advantage of these changes, there will be much more
communication and feedback between participants in
Industry 4.0.

In the case of industrial Campus Networks, we can identify
the groups of contributors.

The first stakeholders are the Vendors – suppliers who
manufacture the devices directly to the factory or for the
MNOs. Examples include Ericsson, Cisco, Nokia, Huawei
and so on. They need continuous technological innovations
because otherwise, they would not have enough revenue
from operation only. Their goal is constant innovation and
constant generational change. For them, 5G becomes a
”matter of existence”. In the case of vendors, the issue of
greenfield or replacement investment also arises. In the case
of a greenfield investment, a new industrial competitor jumps
into the development of the latest technology much more
efficiently because this is the only way for them. Start-ups
would not be able to compete with the prominent vendors in
the existing markets anyway. It is easier for a new
competitor to start investing in new technology as they do
not have any existing infrastructure or network from which
they would expect any Return of Investment (ROI). On the
other hand, existing prominent vendors find it harder to
invest in new technologies too early because they do not
want to cannibalize their existing solutions. However, over
time, they will have to, as potential competitors’ pressure
continues to grow. If they do not start investing in new
technologies and succeed, they will definitely lose their
market position in the future.

The second significant group is the Telecommunication
Service Providers (TSP) or MNOs. With the rise of 2G, telco
companies had not yet reached the customer limit; there was
still a great potential user market that had not been
exploited. With 3G, they were still able to grow in terms of
revenue, due to the spread of the internet, and the spread of
multimedia content. However, the market for 4G has not
evolved and grown. Despite that, operators were forced to
invest in it to avoid the reduction of their market share.
However, they could not significantly increase their user
base. It was just a matter of protecting existing markets and
retaining revenue at 4G. For MNOs, sales may be stagnant at
the moment, but the margin is melting, which results in
downsizing and austerity – thus, they definitely need to find
a new market. The greenfield and replacement investment
phenomena mentioned at the vendors are also notable here.

Finally, in the case of industrial customers, there is a
competitive situation. Industrial players can only produce
cost-effectively and efficiently if they find a long term
network solution that satisfies their needs.

IV. FACTORS INFLUENCING THE PRICING AND DESIGNING
INDUSTRIAL CAMPUS NETWORKS

A. Network scaling

Telco equipment suppliers are interested in creating a kind
of oligopoly market for the MNOs. They often use a flexible
interpretation of standards and apply proprietary solutions
and protocols. Operators can design and build a network
infrastructure more efficiently with a single-supplier solution,
where spare parts management, troubleshooting and backup
logistics are also much simpler. However, at the same time,
vendors can abuse their monopoly position, which can result
in price inflexibility and dependence. A multi-vendor
environment makes operators less dependent, forces suppliers
to compete on price, but in most cases raises interoperability
issues and requires a more well-trained team of
professionals. As a consequence, a continually increasing
product portfolio will be available to the enterprise sector,
where they can use separate, private mobile network
solutions. Separation may also cover the exclusive use of the
radio transmission medium or – similarly to edge-computing
– the Core network can be located at the industrial site [26].
The benefits can come from the availability of dedicated
resources such as pre-determined bandwidth, reduced
latency, higher availability, and complete isolation of
sensitive information even from the Telco operator.

Of course, such complex solutions cannot be designed,
deployed, and operated without MNO’s nearly 30 years of
experience. The introduction of new features, implementation
of software upgrades, possible troubleshooting, or capacity
expansion cannot be solved without the know-how of MNOs.
NPN or Campus Network solution is offered to business
customers with higher service level requirements than what
is possible on the public access cellular network service. As
the operator cannot provide personalized service quality on
public mobile data networks, there is no guaranteed
bandwidth and availability. With NPN solutions, dedicated
radio resources, customizable availability, and bandwidth can
be provided to business customers for specific user groups at
a given geographical location, according to the required
services. The operator offers a solution that is separated from
the regular Public network service according to the particular
business needs using dedicated and redundant network
elements to ensure the highest possible availability. It is only
possible to access the customer’s own internal Local Area
Network (LAN) or even access the customer’s private
cloud-based data centers either via an Internet Virtual Private
Network (VPN) or via leased line.

In response to different customer needs, several different
NPN solutions can be defined, primarily in terms of the
order of magnitude of the required customer terminal
equipment and bandwidth. Besides, different architectures
determine availability, the degree of on-site redundancy, the
number of connection points between the operator and the
customer, the number of hardware components that must be
installed at the customer’s site, and influence the technical
solution and so on.
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industry, which accounts for 8% [21]. In terms of industrial
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The short term industrial impact of 5G and Internet of
Things (IoT) [22] is expected to be around 619 billion USD.
Of course, this includes other high-impact domains utilizing
5G, such as connected cities and vehicles.

The 5G standards [23] and architectures provide an
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networks [24]. Some services can run on a small portion of
network elements. Therefore, we can utilize merely a small
percentage of network resources to provide elementary
service needs. This allows for designing services and
implementations based on individual customer needs. With
the interoperability of standards and interfaces [25], systems
will be able to co-operate and provide a high-quality
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Non-Public Network [5], providing more options in terms of
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install all the Core and Radio Access Network (RAN)
elements required for service in the industrial area
completely separated from any public mobile network
(standalone isolated NPN – see Figure 1) [5]. The
independence between this NPN and a public mobile
network manifests in the use of a unique network identifier,
the assignment of private spectrum to the NPN, and the full
deployment of a 5G system (including RAN and Control
Network) within the logical perimeter of the factory. There
are several hybrid solutions where some Core elements are
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the target groups are motivated for the new service, product,
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B. Pricing parameters for 5G NPNs

The pricing strategy of a given solution can be influenced by
the parameters of the included devices, services, and different
operator tasks. Such factors are as follows:

• Traffic-based pricing – based on the amount of data
included;

• Creation of a closed and secure system (VPN) and only
the subscriptions fixed in the contract can access the
service;

• Different IP address assignment methods;
• Various authentication solutions;
• Central green number for handling error reports;
• Service charges at endpoints (SIM cards).

The service shall include the continuous operation,
provision, installation, maintenance, and, if necessary, repair
of the equipment and related components. After a certain
period of time, it is possible to pay the monthly fee by the
customer. Pricing is based on the total investment cost (Asset
Cost and Construction Cost) plus annual upgrade fee,
maintenance fee, data center costs, business and overhead
costs, and margin.

Table I summarizes – from the perspective of MNOs – what
the main Capital expenditure (CAPEX) items are during the
investment. The Table presents the RAN, Cellular Core, and IP
transport parts following Figure 1 and 2. In the case of RAN,
the most important aspect is the size of the physical area. The
fact that the covered area is a hall or an entire part of the
city or an outdoor multi-km motorway test track section can
influence several technical parameters. The first and maybe
the most critical parameter is the used frequency, which can
be considered the MNO capability and must be paid for on
behalf of the national regulatory organization. The density and
the number of transmitter towers and antennas will be greatly
influenced by the required user number, data rate per user, and
overall data consumption.

The Cellular Core part is influenced by the number of
connected eNBs and gNBs, but an equally important factor
is the number of connected users at the same time. In the
case of machines, it can be assumed that most of them will
be connected continuously, while humans will have peak and
unused periods due to their biorhythm. Thus, in the case of
machines, the focus should be on traffic service to be served
in a continuous and uniform quality instead of occasional
peak loads. In addition, as we showed in Section II, the
architecture can specify which Core elements should be
placed redundantly to the macro network.

The IP transport part seems easy at first, as “only” data
transmission is required here; however, physical size and
architectural solutions can have serious Capex consequences.
It is challenging from the transmission technology’s point of
view when the architecture consists of long-distance installed
radio transcievers (eNBs/gNBs), and different core network
functions in different locations.

TABLE I
KEY PARAMETERS FOR DIMENSIONING CAPEX OF INDUSTRIAL

CELLULAR TECHNOLOGIES

Radio Access Network Cellular Core IP - Transport

Physical size of network,
Freq. band, max. data
throughput/(user or
area), max. subscriber
number/(square meter or
area)

# of eNB or
gNB, # of
customer, total
data throughput,
architecture

# of customer,
architecture, total
data throughput

C. The key players in the frequency trading of NPNs

In the case of mobile network services, it is essential to
decide who provides the service medium, at what price, and
what commitments are needed from the user. In terms of
frequency management, 3GPP [27] defines three stakeholders
that have played a crucial role in the market since the advent
of mobile networks: the state, service providers, and
customers. The state is the owner, and also the regulator of
the reusable frequency bands. MNOs purchase (trade)
frequencies from the state over the long term and create
suitable services for the customers based on standards. While
the customers/users use the service for typically as a form of
voice calls or data services developed by the MNOs.

Fig. 3. New ecosystem on MNO market

We suppose there will be five players in the new Industry
4.0-MNO ecosystem. The relationships between them are
shown in Figure 3. Traditionally the MNO pays money to
the state in exchange for the frequency. On the other hand,
they are contractually obliged to launch certain territorial
coverage, population coverage or integrate several new base
stations using the dedicated frequency bands. In the service
providers’ prices, the cost of the frequency will play a role
as a distributed expenditure cost. In return, the MNO
receives dedicated frequency bands from the state for a fixed
period, where the usable frequency band is guaranteed, and
the transmitter’s power is typically regulated. Still, there is
only a recommendation for the 3GPP standard to be used,
MNO decides which technology to use on the frequencies.
However, in recent years, companies requiring
private/industrial mobile networks have emerged as third
party frequency owners, also called micro Operators (µO).
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architectural solutions can have serious Capex consequences.
It is challenging from the transmission technology’s point of
view when the architecture consists of long-distance installed
radio transcievers (eNBs/gNBs), and different core network
functions in different locations.

TABLE I
KEY PARAMETERS FOR DIMENSIONING CAPEX OF INDUSTRIAL

CELLULAR TECHNOLOGIES

Radio Access Network Cellular Core IP - Transport

Physical size of network,
Freq. band, max. data
throughput/(user or
area), max. subscriber
number/(square meter or
area)

# of eNB or
gNB, # of
customer, total
data throughput,
architecture

# of customer,
architecture, total
data throughput

C. The key players in the frequency trading of NPNs

In the case of mobile network services, it is essential to
decide who provides the service medium, at what price, and
what commitments are needed from the user. In terms of
frequency management, 3GPP [27] defines three stakeholders
that have played a crucial role in the market since the advent
of mobile networks: the state, service providers, and
customers. The state is the owner, and also the regulator of
the reusable frequency bands. MNOs purchase (trade)
frequencies from the state over the long term and create
suitable services for the customers based on standards. While
the customers/users use the service for typically as a form of
voice calls or data services developed by the MNOs.

Fig. 3. New ecosystem on MNO market

We suppose there will be five players in the new Industry
4.0-MNO ecosystem. The relationships between them are
shown in Figure 3. Traditionally the MNO pays money to
the state in exchange for the frequency. On the other hand,
they are contractually obliged to launch certain territorial
coverage, population coverage or integrate several new base
stations using the dedicated frequency bands. In the service
providers’ prices, the cost of the frequency will play a role
as a distributed expenditure cost. In return, the MNO
receives dedicated frequency bands from the state for a fixed
period, where the usable frequency band is guaranteed, and
the transmitter’s power is typically regulated. Still, there is
only a recommendation for the 3GPP standard to be used,
MNO decides which technology to use on the frequencies.
However, in recent years, companies requiring
private/industrial mobile networks have emerged as third
party frequency owners, also called micro Operators (µO).

B. Pricing parameters for 5G NPNs

The pricing strategy of a given solution can be influenced by
the parameters of the included devices, services, and different
operator tasks. Such factors are as follows:

• Traffic-based pricing – based on the amount of data
included;

• Creation of a closed and secure system (VPN) and only
the subscriptions fixed in the contract can access the
service;

• Different IP address assignment methods;
• Various authentication solutions;
• Central green number for handling error reports;
• Service charges at endpoints (SIM cards).

The service shall include the continuous operation,
provision, installation, maintenance, and, if necessary, repair
of the equipment and related components. After a certain
period of time, it is possible to pay the monthly fee by the
customer. Pricing is based on the total investment cost (Asset
Cost and Construction Cost) plus annual upgrade fee,
maintenance fee, data center costs, business and overhead
costs, and margin.

Table I summarizes – from the perspective of MNOs – what
the main Capital expenditure (CAPEX) items are during the
investment. The Table presents the RAN, Cellular Core, and IP
transport parts following Figure 1 and 2. In the case of RAN,
the most important aspect is the size of the physical area. The
fact that the covered area is a hall or an entire part of the
city or an outdoor multi-km motorway test track section can
influence several technical parameters. The first and maybe
the most critical parameter is the used frequency, which can
be considered the MNO capability and must be paid for on
behalf of the national regulatory organization. The density and
the number of transmitter towers and antennas will be greatly
influenced by the required user number, data rate per user, and
overall data consumption.

The Cellular Core part is influenced by the number of
connected eNBs and gNBs, but an equally important factor
is the number of connected users at the same time. In the
case of machines, it can be assumed that most of them will
be connected continuously, while humans will have peak and
unused periods due to their biorhythm. Thus, in the case of
machines, the focus should be on traffic service to be served
in a continuous and uniform quality instead of occasional
peak loads. In addition, as we showed in Section II, the
architecture can specify which Core elements should be
placed redundantly to the macro network.

The IP transport part seems easy at first, as “only” data
transmission is required here; however, physical size and
architectural solutions can have serious Capex consequences.
It is challenging from the transmission technology’s point of
view when the architecture consists of long-distance installed
radio transcievers (eNBs/gNBs), and different core network
functions in different locations.

TABLE I
KEY PARAMETERS FOR DIMENSIONING CAPEX OF INDUSTRIAL

CELLULAR TECHNOLOGIES

Radio Access Network Cellular Core IP - Transport

Physical size of network,
Freq. band, max. data
throughput/(user or
area), max. subscriber
number/(square meter or
area)

# of eNB or
gNB, # of
customer, total
data throughput,
architecture

# of customer,
architecture, total
data throughput

C. The key players in the frequency trading of NPNs

In the case of mobile network services, it is essential to
decide who provides the service medium, at what price, and
what commitments are needed from the user. In terms of
frequency management, 3GPP [27] defines three stakeholders
that have played a crucial role in the market since the advent
of mobile networks: the state, service providers, and
customers. The state is the owner, and also the regulator of
the reusable frequency bands. MNOs purchase (trade)
frequencies from the state over the long term and create
suitable services for the customers based on standards. While
the customers/users use the service for typically as a form of
voice calls or data services developed by the MNOs.

Fig. 3. New ecosystem on MNO market

We suppose there will be five players in the new Industry
4.0-MNO ecosystem. The relationships between them are
shown in Figure 3. Traditionally the MNO pays money to
the state in exchange for the frequency. On the other hand,
they are contractually obliged to launch certain territorial
coverage, population coverage or integrate several new base
stations using the dedicated frequency bands. In the service
providers’ prices, the cost of the frequency will play a role
as a distributed expenditure cost. In return, the MNO
receives dedicated frequency bands from the state for a fixed
period, where the usable frequency band is guaranteed, and
the transmitter’s power is typically regulated. Still, there is
only a recommendation for the 3GPP standard to be used,
MNO decides which technology to use on the frequencies.
However, in recent years, companies requiring
private/industrial mobile networks have emerged as third
party frequency owners, also called micro Operators (µO).

B. Pricing parameters for 5G NPNs

The pricing strategy of a given solution can be influenced by
the parameters of the included devices, services, and different
operator tasks. Such factors are as follows:

• Traffic-based pricing – based on the amount of data
included;

• Creation of a closed and secure system (VPN) and only
the subscriptions fixed in the contract can access the
service;

• Different IP address assignment methods;
• Various authentication solutions;
• Central green number for handling error reports;
• Service charges at endpoints (SIM cards).

The service shall include the continuous operation,
provision, installation, maintenance, and, if necessary, repair
of the equipment and related components. After a certain
period of time, it is possible to pay the monthly fee by the
customer. Pricing is based on the total investment cost (Asset
Cost and Construction Cost) plus annual upgrade fee,
maintenance fee, data center costs, business and overhead
costs, and margin.

Table I summarizes – from the perspective of MNOs – what
the main Capital expenditure (CAPEX) items are during the
investment. The Table presents the RAN, Cellular Core, and IP
transport parts following Figure 1 and 2. In the case of RAN,
the most important aspect is the size of the physical area. The
fact that the covered area is a hall or an entire part of the
city or an outdoor multi-km motorway test track section can
influence several technical parameters. The first and maybe
the most critical parameter is the used frequency, which can
be considered the MNO capability and must be paid for on
behalf of the national regulatory organization. The density and
the number of transmitter towers and antennas will be greatly
influenced by the required user number, data rate per user, and
overall data consumption.

The Cellular Core part is influenced by the number of
connected eNBs and gNBs, but an equally important factor
is the number of connected users at the same time. In the
case of machines, it can be assumed that most of them will
be connected continuously, while humans will have peak and
unused periods due to their biorhythm. Thus, in the case of
machines, the focus should be on traffic service to be served
in a continuous and uniform quality instead of occasional
peak loads. In addition, as we showed in Section II, the
architecture can specify which Core elements should be
placed redundantly to the macro network.

The IP transport part seems easy at first, as “only” data
transmission is required here; however, physical size and
architectural solutions can have serious Capex consequences.
It is challenging from the transmission technology’s point of
view when the architecture consists of long-distance installed
radio transcievers (eNBs/gNBs), and different core network
functions in different locations.

TABLE I
KEY PARAMETERS FOR DIMENSIONING CAPEX OF INDUSTRIAL

CELLULAR TECHNOLOGIES

Radio Access Network Cellular Core IP - Transport

Physical size of network,
Freq. band, max. data
throughput/(user or
area), max. subscriber
number/(square meter or
area)

# of eNB or
gNB, # of
customer, total
data throughput,
architecture

# of customer,
architecture, total
data throughput

C. The key players in the frequency trading of NPNs

In the case of mobile network services, it is essential to
decide who provides the service medium, at what price, and
what commitments are needed from the user. In terms of
frequency management, 3GPP [27] defines three stakeholders
that have played a crucial role in the market since the advent
of mobile networks: the state, service providers, and
customers. The state is the owner, and also the regulator of
the reusable frequency bands. MNOs purchase (trade)
frequencies from the state over the long term and create
suitable services for the customers based on standards. While
the customers/users use the service for typically as a form of
voice calls or data services developed by the MNOs.

Fig. 3. New ecosystem on MNO market

We suppose there will be five players in the new Industry
4.0-MNO ecosystem. The relationships between them are
shown in Figure 3. Traditionally the MNO pays money to
the state in exchange for the frequency. On the other hand,
they are contractually obliged to launch certain territorial
coverage, population coverage or integrate several new base
stations using the dedicated frequency bands. In the service
providers’ prices, the cost of the frequency will play a role
as a distributed expenditure cost. In return, the MNO
receives dedicated frequency bands from the state for a fixed
period, where the usable frequency band is guaranteed, and
the transmitter’s power is typically regulated. Still, there is
only a recommendation for the 3GPP standard to be used,
MNO decides which technology to use on the frequencies.
However, in recent years, companies requiring
private/industrial mobile networks have emerged as third
party frequency owners, also called micro Operators (µO).



Business opportunities and evaluation of  
non-public 5G cellular networks – a survey

INFOCOMMUNICATIONS JOURNAL

SEPTEMBER 2020 • VOLUME XII • NUMBER 3 35

µO receive a long-term dedicated frequency band from the
state, but for a limited area. This way, new types of
customers who take advantage of their use-cases will be able
to connect directly to the µOs, eliminating the MNOs from
the process. As this is an unknown area for all key players,
the regulatory state has not defined any other frequency
usage criteria. µOs are experienced typically in generating
new ideas and Industry 4.0 use-cases for MNOs. This new
type of operation/connection is also unique for the µOs and
for the Industry 4.0 use-case customers. They have neither
3GPP-based network development nor operational
experience. The operation of a 3GPP based cellular network
can be a challenging task. Therefore MNOs cannot be
eliminated entirely from the Industry 4.0 ecosystem. Even if
the µO can provide dedicated frequency and some
off-the-shelf NPN solution to the customer, MNOs still have
the advantage that they can offer much more flexible NPN
solutions customized to the customer unique needs. µOs
opportunities will be limited by the manufacturer of their
off-the-shelf NPN solution. Furthermore, in some countries,
µOs cannot buy frequency directly nor from the MNO as
national authorities can limit frequency purchase and usage
conditions. For instance, in Hungary, these kinds of µO
activities are not possible with the current regulation
environment; only the big MNOs can buy frequencies. To
increase complexity, the network-slicing feature that emerges
with the development and integration of 5G standards will
allow the MNOs to sell a time or frequency slice to a µO in
the network, or vice versa, to offer a slice used by a µO to
the MNOs. This will allow further transactions between each
other and can threaten the existing relations among the MNO
market.

V. BUSINESS DEVELOPEMENT FOR 5G

A. Defining the potential customers and network types

In Table II, different types of networks are presented,
differentiated by architectural and Service Level Agreement
(SLA) features. The four different types of network solutions
are not created arbitrarily; they are determined based on the
customer needs, our system integrator observations, and TSP
experience. However, to understand each type of network
and service feature, we still need to specify a few concepts,
as the significant part of our target audience has more of the
business approach. In explaining these concepts, we try to
provide simple comprehensibility and an interpretation that is
relevant in the present situation, rather than an entirely
correct and standardized technological explanation.

Firstly SLA agreement is required, which is a commitment
between a service provider and a client. Particular aspects of
the service – Quality of Service (QoS), availability,
responsibilities – are agreed between the TSP and the service
user. The QoS is the description or measurement of the
overall performance of a service or network. Perhaps one of
the most crucial QoS features is that certain types of
network traffic can be prioritized over other network traffic
types. On public networks, voice traffic is treated that way.
This feature will be vital in industrial cases, where industrial

partners want to prioritize the network traffic of certain types
of machines over the others. Still, there are several additional
QoS parameters, such as delay, coverage, bandwidth, etc.
Another critical concept is network availability, which
defines the amount of time period – in percentage – when
the network is fully operational. It is a crucial parameter for
industrial scenarios. By network control, we mean resource
management and customization, network separation from the
public network, network security management, and
dependency on the public network, and the TSP.

The four network types can be interpreted quickly based on
the previously overviewed concepts. In the Type I network, the
network still completely depends on the TSP and the public
network. There are very limited customization options, but
a private Access Point Name (APN) can be provided to the
customer. A private APN can be used to create a logically
independent network for the client’s devices and users. In this
case, unique authentication mechanisms and arbitrary firewall
rules can be applied. A typical scenario is the private network
of banks, where only authenticated users can connect to the
network, such as bank employees, ATMs, store terminals.

Network Type II provides a dedicated radio resource in
the form of radio repeaters in addition to the logical network
separation. This can be useful in cases where the particular
customer does not need a special QoS or high data rate, but
the radio conditions are not satisfying in the given
geographical area.

Network Type III provides some dedicated RAN and Core
services, which means the network still depends on the
public network, but it offers a high level of control and QoS
customization. It can be suitable for private office networks.
The main advantage here is the RAN and Core separation
from the public network, thus the network parameters can be
fully customizable, and a different SLA can be designed.

Finally, network Type IV is entirely independent of the
public network. It is able to operate without any problems in
case of failure or degradation of certain public network
services. It offers full QoS customization and complete
control of the network services. For industrial applications
and factory sites, such networks will be deployed where very
low latency, high bandwidth, dedicated resources will be
crucial. A minor disadvantage is that there is no standard
agreed-upon 5G stand-alone NPN according to 3GPP yet,
and even the solutions of large mobile network vendors are
not uniform.

The presented four options are similar to the NPN
deployment scenarios of [5], primarily Type II and IV, but it
is not equivalent to these cases. [5] examines the topic from
the MNO point of view where the NPN RAN can be shared
with the public network RAN or the whole network
completely isolated. However, there are use-cases where
complete network isolation is not possible or would be too
expensive, but in contrast, simple RAN sharing would not
provide the QoS requirements of the customer. Therefore, as
we suggest, there are several use-cases where extended RAN
solution would be the optimal choice, which means
additional radio equipment e.g., Radio Dot, or Distributed
Antenna System besides the public network’s RAN. Our
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TABLE II
CAMPUS NETWORK MAIN TYPES OF SOLUTIONS

Network architecture Potential customer use cases Main features Limitations

Type I
Requiring advanced user management

and logically separated network with

possible closed network connection

Private APN

No QoS customization

Very limited control

Completely dependent on public network

SLA can be similar to the public network’s SLA

Type II
Sites with poor radio coverage, or

special use-cases requiring

more bandwidth, redundancy or less latency

Extended RAN

Partial QoS customization

Limited control

Some resources as on public network

except the advanced radio coverage but

it can not be considered as dedicated resources

Type III
Advanced user management

and advanced radio coverage

Dedicated RAN +

Shared Core services

High QoS customization

High level of control

Still depends on public network

Extra resources and features can be used

on the dedicated radio interface

Type IV
Industrial use-cases with

strict SLA requirements

low-latency, high availability

Stand-alone network,

Dedicated RAN + Core services

Full QoS customization

Full control

Standardization is still in progress

network differentiation does not specify all options.
Individual cases may vary according to individual customer
needs, as they can be expanded with certain services or even
simplified. An additional aspect of network design can be
the degree of redundancy, which is typically determined by
the particular SLA. Similar features are network monitoring
and support by the TSP, which also affects the network
design and implementation. Currently, there are no real
guarantees for the network services in contractual form for
public networks. In the case of corporate networks, there are
more strict guarantees and penalties, but mostly it only
covers data consumption. In the future, this will change
drastically for Campus Networks, where additional
parameters, such as latency, throughput, jitter, and other key
features will be included in SLAs.

B. Infrastructural investment

The range of potential customers can be divided into three
groups from an infrastructure point of view, which
significantly determines the possible development guidelines.

In the case of a greenfield investment, the industrial
customer has not yet implemented the production processes.
They have the opportunity to adapt them to meet the
expectations of the desired industrial network. Unfortunately,
in some cases, the industrial customer is unwilling to adapt
its production workflows to the needs of the industrial
network or is more expensive to redesign the workflows
rather than the telecommunication network. In most cases,
the TSP has to design the network according to their
concepts and workflow. If there is no other way, and the TSP
can not implement the appropriate telecommunication
network for the workflow, then the industrial customer is
willing to adapt. Still, the role of adaptation is usually the
task of the TSP.

Another essential feature of greenfield investments is that
all assets are bought at the same time. At that time – at the
beginning of the investment – the industrial players react
differently to the expenses of the telecommunication
network. It is much easier for companies to spend more

Capex than later when services are already in operation, and
the infrastructure is ready. The telecommunication network is
a relatively small expenditure, in contrast to other elements
of industrial investment. When the installation is already
done and the network is not fulfilling the requirements, the
rebuild of the network or the replacement of certain elements
could lead to a substantial expenditure compared to the
initial situation. It can significantly affect the ROI, one of the
most fundamental performance measures (also Key
Performance Indicator) of an investment.

When there is some existing network solutions already
built, most of the time, the industrial player does not want to
replace their network infrastructure, as the costs of
construction are high and have not yet returned. Therefore,
the customer is more inclined to complementary solutions
than to replace the entire network. This is a significant
difference between TSPs and green-field investments. Thus,
it is necessary to adapt to the needs of the existing network
architecture and equipment. In general, these additional
installments represent a significantly more substantial
investment than if the same telecommunications network
were to be implemented as a green-field investment. The
TSP can not offer and install the optimal, cheapest, and most
efficient implementation due to the existing network
dependencies. Furthermore, it is not possible to finish these
network installations quickly, as in many cases, production
processes can not be interrupted at any time. There will be
predefined time windows for these kinds of tasks.

Finally, there are cases where the industrial player has an
existing network solution, but it is obsolete and needs to be
replaced. So it can now be considered as an almost green-field
investment in terms of the telecommunications network. But
it differs from a green-field investment as it can be considered
what might be worth keeping and using from the previous
network infrastructure.

C. Business and technological risks

When planning a new investment, in addition to revenue,
it is worth paying attention to the risks that threaten income.
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The range of potential customers can be divided into three
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its production workflows to the needs of the industrial
network or is more expensive to redesign the workflows
rather than the telecommunication network. In most cases,
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concepts and workflow. If there is no other way, and the TSP
can not implement the appropriate telecommunication
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willing to adapt. Still, the role of adaptation is usually the
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beginning of the investment – the industrial players react
differently to the expenses of the telecommunication
network. It is much easier for companies to spend more

Capex than later when services are already in operation, and
the infrastructure is ready. The telecommunication network is
a relatively small expenditure, in contrast to other elements
of industrial investment. When the installation is already
done and the network is not fulfilling the requirements, the
rebuild of the network or the replacement of certain elements
could lead to a substantial expenditure compared to the
initial situation. It can significantly affect the ROI, one of the
most fundamental performance measures (also Key
Performance Indicator) of an investment.

When there is some existing network solutions already
built, most of the time, the industrial player does not want to
replace their network infrastructure, as the costs of
construction are high and have not yet returned. Therefore,
the customer is more inclined to complementary solutions
than to replace the entire network. This is a significant
difference between TSPs and green-field investments. Thus,
it is necessary to adapt to the needs of the existing network
architecture and equipment. In general, these additional
installments represent a significantly more substantial
investment than if the same telecommunications network
were to be implemented as a green-field investment. The
TSP can not offer and install the optimal, cheapest, and most
efficient implementation due to the existing network
dependencies. Furthermore, it is not possible to finish these
network installations quickly, as in many cases, production
processes can not be interrupted at any time. There will be
predefined time windows for these kinds of tasks.

Finally, there are cases where the industrial player has an
existing network solution, but it is obsolete and needs to be
replaced. So it can now be considered as an almost green-field
investment in terms of the telecommunications network. But
it differs from a green-field investment as it can be considered
what might be worth keeping and using from the previous
network infrastructure.

C. Business and technological risks

When planning a new investment, in addition to revenue,
it is worth paying attention to the risks that threaten income.

These can be natural disasters or unforeseen events such as
war, rebellion, or the fall of governments or pandemics.
These events are usually associated with a risk when a
network or service failure is not caused by the TSP nor by
the equipment. In such cases, the TSP can not influence the
events, and they are also a passive endurer. It is necessary to
consider the dependencies of a new service and network, and
those activities that can make the industrial network
vulnerable.

1) Service failure or degradation: As none of the
networks operate without errors and service degradation, it is
worth considering the various external and internal risks
when determining the price of the service during business
negotiation and planning. The given service must be
examined from the following aspects:

• What is the size of the system and what type of services it
provides. Further, the expected damage in case of failure
must be examined;

• What type of alternative solutions can be provided in case
of failures? Is it enough to offer some modest-quality
solution, a fully redundant option, or nothing at all?

From these two concepts above, it is possible to calculate the
amount of damage in the event of a certain period of network
failure.

2) The importance of redundancy and backup solutions:
The cost of built-in backup systems is always extremely high,
and hopefully, it will never be in use. Also, the clear return of
its investment is quite unlikely. On the other hand, installing
a backup system is still recommended in the case of critical
services. If human life depends directly on the system, it is
absolutely obligatory to design a backup system, to minimize
the possible damage. However, this raises several additional
questions, which are sometimes philosophical:

• What happens if the machine loses communication with
the server? Does it have a default program/state to return
to? Or does it execute the last instruction?

• How does the machine/executable program notice the
incorrect instruction? Simple counter, logic, or security
algorithms can be used, but how do we detect an
instruction that the controller issues incorrectly? There
may be an instruction that the controller knows about
and will be harmful to either a human or to another
unit.

• If a robot does not receive instructions for a given time,
how to react? Does the executing robot need a
self-defense function, i.e., do you notice that it executes
the same command indefinitely and has gone into an
infinite loop? Does the robot need a self-stop or
self-defense function then?

• Should a machine have an emergency mode where
self-defense limits can be overridden? Will the
executing device know whether the execution of the
operation will significantly reduce its own life cycle, or
even in reaching its operating limit, should the machine
execute this instruction?

These questions are quite crucial as in the first phase of
Industry 4.0 mixed environment will be typical. It means that

machines and the human workforce will be operating in the
same industrial area, where machines can not threaten
human life in any circumstances. Another simple example is
automated driving, which includes road accident liability as
one of the most fundamental aspects of technological
integration.
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VI. CONCLUSION

In this paper, after a brief historical overview, we
summarized existing studies on the business effects of 5G. In
addition to the short technology analysis, our focus has
shifted mainly to changes in Industry 4.0 business
opportunities. We identified the major players involved in
Industry 4.0 and presented their function and possible future
role in Section III. An important finding is that, with the
arrival of 5G, µOperator and industrial manufacturers will
also have a crucial role in the mobile network ecosystem. On
the other hand, MNO will enter the industry as an operator
expanding their market. We highlighted the advantages and
drawbacks of a green-field investment in terms of business
development and presented what factors and parameters need
to be considered during the pricing of Campus Networks,
including the key players of trading frequencies for NPN.
Four different types of network solutions are distinguished,
focusing on the key features, potential customer use-cases,
and limitations of these networks. The main contribution of
Section IV is not an architectural definition of the different
NPN deployments, rather, we are highlighting these network
options, limitations and motivations; moreover, the paper
presents some typical use-cases for every scenario. Finally,
we analyzed the business and technological risks of
industrial 5G networks, presented research questions and
concepts, and mentioned some ethical issues.

This paper analyzed the state of 5G NPN, primarily the
business opportunities and key players was presented, while
from the technical side only high-level evaluation was
performed. In the future, we prefer to make further
examinations in both domains. From a business point of
view, MNOs and µOs benefits would be examined, including
the business motivations of cloud solutions, frequency
allocation issues, network slicing potentials and
energy-efficient networks. Furthermore, it would be
interesting to describe how these new features change the
network architecture of MNOs, highlighting the main effects
on the Core and Radio elements from the business- and also
the technical-side.
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Modeling the near-field of extremely large aperture
arrays in massive MIMO systems
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Abstract—Massive multiple-input multiple-output (MIMO) is
a key technology in modern cellular wireless communication
systems to attain a very high system throughput in a dynamic
multi-user environment. Massive MIMO relies on deploying base
stations equipped with a large number of antenna elements. One
possible way to deploy base stations equipped with hundreds
or thousands of antennas is creating extremely large aperture
arrays. In this paper, we investigate channel modeling aspects
of massive MIMO systems with large aperture arrays, in which
many users are located in the near-field of the aperture. One-
and two-dimensional antenna geometries, different propagation
models, and antenna element patterns are compared in terms
of inter-user correlation, condition number of the multi-user
channel matrix, and spectral efficiency to identify key design
parameters and essential modeling assumptions. As our analysis
reveals by choosing spectral-efficiency as a design objective, the
size of the aperture is the critical design parameter.

Index Terms—massive MIMO, extremely large aperture ar-
rays, near-field, channel modeling

I. INTRODUCTION

Massive multiple-input multiple-output (MIMO) is a state of
the art physical layer technology, which is of key importance
in modern wireless communication, moreover, an ingredient
of 5G. In a massive MIMO system, the base station serves the
mobile stations (MS) in the same time-frequency resource,
while users are separated in the spatial domain. The core
concept of massive MIMO is to have at least an order of
magnitude higher number of antennas at the base station
than the number of simultaneously transmitting mobile station
antennas [1]. A mobile station can have an arbitrary number of
antennas, although the number of antennas is limited due to the
physical constraints of a handheld device. The large number
of antennas at the BS will result in a significant number of
different channels between an MS and the BS, which brings
the benefits of the technology. It has been shown in [2], that
by utilizing more antennas, the spectral efficiency (SE) will
always increase. Therefore, the development of base stations
with hundreds or thousands of antennas is expected. Interest-
ingly, the increasing SE holds even with measured channel
state information (CSI), linear precoding, and decoding [1].

The work of Björnson [3] considers extremely large aperture
arrays (ELAA) [4] as a promising concept of massive MIMO.
ELAA is one way of increasing the number of antennas, thus
increasing the spectral efficiency. An essential property of the
large aperture that its radiating near-field can stretch multiple
kilometers. Therefore, some users are located in a region
where the radiated electromagnetic (EM) waves cannot be

The authors are with the Budapest University of Technology and Economics
Department of Broadband Infocommunications and Electromagnetic Theory.
Email: bcsatho@evt.bme.hu, horvath.balint@hvt.bme.hu, hp@hvt.bme.hu

approximated by plane-waves as in the far-field. Consequently,
classical lobe-based channel models do not hold. Investigation
of practical channel models, as well as the acquisition of the
channel features in a particular deployment scenario are of
current research interest [3].

There are existing works about the properties of large aper-
tures, for example [5], [6] and [7]. Nevertheless, the authors
in these papers focus on one-dimensional antenna arrays,
with antenna element spacing less than two wavelengths.
Although these assumptions are common in the literature, if an
ELAA system will be built, it is likely to be two-dimensional.
Furthermore, if considering frequencies higher than 1GHz,
the spacing between the antenna elements can easily be orders
of magnitude larger than the wavelength. As a demonstrative
example, one can consider an office block, where antenna
elements are affixed to the windows of the building, resulting
in inter-element spacing in the order of a few meters. In [5]
and [6], line of sight (LoS) propagation is assumed. On the
contrary, in a realistic scenario, there is at least one significant
reflection from the ground, as it is assumed in [7].

Our work will focus on the effect of modeling accuracy in
the near-field of an ELAA. One- and two-dimensional arrays
will be compared, and the effect of ground reflection will
also be taken into account. Inter-element spacing is considered
to be an order of magnitude larger than the wavelength.
Consequently, mutual coupling between antenna elements can
be neglected. Furthermore, different models of each antenna
element and different array geometries will be compared. The
metrics of the analysis are the inter-user correlation (IUC),
condition number (CN) of the multi-user channel matrix, and
spectral efficiency. The first goal is to analyze the effect of
modeling accuracy of a realistic ELAA scenario. Furthermore,
we aim to identify fundamental parameters that significantly
influence the performance of such a system.

Let us summarize the mathematical notations. Vectors,
matrices, their transpose, conjugate, conjugate transpose and
inverse are denoted as a, A, .T , .∗, .H and .−1 respectively.
Absolute value and the second norm are denoted by |.| and
‖.‖. Ib represents the b× b identity matrix. [A]k,j denotes the
entry of the kth row, and the jth column of matrix A.

The rest of the paper is organized as follows. In Section II,
the difference between near- and far-field will be described in
details. Afterward, further properties of ELAA are summarized
in Section III. Then, the used model is introduced in Section
IV. Subsequently, the results are presented in Section V.
Finally, the conclusion is given in Section VI.
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contrary, in a realistic scenario, there is at least one significant
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be neglected. Furthermore, different models of each antenna
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modeling accuracy of a realistic ELAA scenario. Furthermore,
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in Section III. Then, the used model is introduced in Section
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of 5G. In a massive MIMO system, the base station serves the
mobile stations (MS) in the same time-frequency resource,
while users are separated in the spatial domain. The core
concept of massive MIMO is to have at least an order of
magnitude higher number of antennas at the base station
than the number of simultaneously transmitting mobile station
antennas [1]. A mobile station can have an arbitrary number of
antennas, although the number of antennas is limited due to the
physical constraints of a handheld device. The large number
of antennas at the BS will result in a significant number of
different channels between an MS and the BS, which brings
the benefits of the technology. It has been shown in [2], that
by utilizing more antennas, the spectral efficiency (SE) will
always increase. Therefore, the development of base stations
with hundreds or thousands of antennas is expected. Interest-
ingly, the increasing SE holds even with measured channel
state information (CSI), linear precoding, and decoding [1].

The work of Björnson [3] considers extremely large aperture
arrays (ELAA) [4] as a promising concept of massive MIMO.
ELAA is one way of increasing the number of antennas, thus
increasing the spectral efficiency. An essential property of the
large aperture that its radiating near-field can stretch multiple
kilometers. Therefore, some users are located in a region
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approximated by plane-waves as in the far-field. Consequently,
classical lobe-based channel models do not hold. Investigation
of practical channel models, as well as the acquisition of the
channel features in a particular deployment scenario are of
current research interest [3].

There are existing works about the properties of large aper-
tures, for example [5], [6] and [7]. Nevertheless, the authors
in these papers focus on one-dimensional antenna arrays,
with antenna element spacing less than two wavelengths.
Although these assumptions are common in the literature, if an
ELAA system will be built, it is likely to be two-dimensional.
Furthermore, if considering frequencies higher than 1GHz,
the spacing between the antenna elements can easily be orders
of magnitude larger than the wavelength. As a demonstrative
example, one can consider an office block, where antenna
elements are affixed to the windows of the building, resulting
in inter-element spacing in the order of a few meters. In [5]
and [6], line of sight (LoS) propagation is assumed. On the
contrary, in a realistic scenario, there is at least one significant
reflection from the ground, as it is assumed in [7].

Our work will focus on the effect of modeling accuracy in
the near-field of an ELAA. One- and two-dimensional arrays
will be compared, and the effect of ground reflection will
also be taken into account. Inter-element spacing is considered
to be an order of magnitude larger than the wavelength.
Consequently, mutual coupling between antenna elements can
be neglected. Furthermore, different models of each antenna
element and different array geometries will be compared. The
metrics of the analysis are the inter-user correlation (IUC),
condition number (CN) of the multi-user channel matrix, and
spectral efficiency. The first goal is to analyze the effect of
modeling accuracy of a realistic ELAA scenario. Furthermore,
we aim to identify fundamental parameters that significantly
influence the performance of such a system.

Let us summarize the mathematical notations. Vectors,
matrices, their transpose, conjugate, conjugate transpose and
inverse are denoted as a, A, .T , .∗, .H and .−1 respectively.
Absolute value and the second norm are denoted by |.| and
‖.‖. Ib represents the b× b identity matrix. [A]k,j denotes the
entry of the kth row, and the jth column of matrix A.

The rest of the paper is organized as follows. In Section II,
the difference between near- and far-field will be described in
details. Afterward, further properties of ELAA are summarized
in Section III. Then, the used model is introduced in Section
IV. Subsequently, the results are presented in Section V.
Finally, the conclusion is given in Section VI.

1

Modeling the near-field of extremely large aperture
arrays in massive MIMO systems
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Abstract—Massive multiple-input multiple-output (MIMO) is
a key technology in modern cellular wireless communication
systems to attain a very high system throughput in a dynamic
multi-user environment. Massive MIMO relies on deploying base
stations equipped with a large number of antenna elements. One
possible way to deploy base stations equipped with hundreds
or thousands of antennas is creating extremely large aperture
arrays. In this paper, we investigate channel modeling aspects
of massive MIMO systems with large aperture arrays, in which
many users are located in the near-field of the aperture. One-
and two-dimensional antenna geometries, different propagation
models, and antenna element patterns are compared in terms
of inter-user correlation, condition number of the multi-user
channel matrix, and spectral efficiency to identify key design
parameters and essential modeling assumptions. As our analysis
reveals by choosing spectral-efficiency as a design objective, the
size of the aperture is the critical design parameter.

Index Terms—massive MIMO, extremely large aperture ar-
rays, near-field, channel modeling

I. INTRODUCTION

Massive multiple-input multiple-output (MIMO) is a state of
the art physical layer technology, which is of key importance
in modern wireless communication, moreover, an ingredient
of 5G. In a massive MIMO system, the base station serves the
mobile stations (MS) in the same time-frequency resource,
while users are separated in the spatial domain. The core
concept of massive MIMO is to have at least an order of
magnitude higher number of antennas at the base station
than the number of simultaneously transmitting mobile station
antennas [1]. A mobile station can have an arbitrary number of
antennas, although the number of antennas is limited due to the
physical constraints of a handheld device. The large number
of antennas at the BS will result in a significant number of
different channels between an MS and the BS, which brings
the benefits of the technology. It has been shown in [2], that
by utilizing more antennas, the spectral efficiency (SE) will
always increase. Therefore, the development of base stations
with hundreds or thousands of antennas is expected. Interest-
ingly, the increasing SE holds even with measured channel
state information (CSI), linear precoding, and decoding [1].

The work of Björnson [3] considers extremely large aperture
arrays (ELAA) [4] as a promising concept of massive MIMO.
ELAA is one way of increasing the number of antennas, thus
increasing the spectral efficiency. An essential property of the
large aperture that its radiating near-field can stretch multiple
kilometers. Therefore, some users are located in a region
where the radiated electromagnetic (EM) waves cannot be

The authors are with the Budapest University of Technology and Economics
Department of Broadband Infocommunications and Electromagnetic Theory.
Email: bcsatho@evt.bme.hu, horvath.balint@hvt.bme.hu, hp@hvt.bme.hu

approximated by plane-waves as in the far-field. Consequently,
classical lobe-based channel models do not hold. Investigation
of practical channel models, as well as the acquisition of the
channel features in a particular deployment scenario are of
current research interest [3].

There are existing works about the properties of large aper-
tures, for example [5], [6] and [7]. Nevertheless, the authors
in these papers focus on one-dimensional antenna arrays,
with antenna element spacing less than two wavelengths.
Although these assumptions are common in the literature, if an
ELAA system will be built, it is likely to be two-dimensional.
Furthermore, if considering frequencies higher than 1GHz,
the spacing between the antenna elements can easily be orders
of magnitude larger than the wavelength. As a demonstrative
example, one can consider an office block, where antenna
elements are affixed to the windows of the building, resulting
in inter-element spacing in the order of a few meters. In [5]
and [6], line of sight (LoS) propagation is assumed. On the
contrary, in a realistic scenario, there is at least one significant
reflection from the ground, as it is assumed in [7].

Our work will focus on the effect of modeling accuracy in
the near-field of an ELAA. One- and two-dimensional arrays
will be compared, and the effect of ground reflection will
also be taken into account. Inter-element spacing is considered
to be an order of magnitude larger than the wavelength.
Consequently, mutual coupling between antenna elements can
be neglected. Furthermore, different models of each antenna
element and different array geometries will be compared. The
metrics of the analysis are the inter-user correlation (IUC),
condition number (CN) of the multi-user channel matrix, and
spectral efficiency. The first goal is to analyze the effect of
modeling accuracy of a realistic ELAA scenario. Furthermore,
we aim to identify fundamental parameters that significantly
influence the performance of such a system.

Let us summarize the mathematical notations. Vectors,
matrices, their transpose, conjugate, conjugate transpose and
inverse are denoted as a, A, .T , .∗, .H and .−1 respectively.
Absolute value and the second norm are denoted by |.| and
‖.‖. Ib represents the b× b identity matrix. [A]k,j denotes the
entry of the kth row, and the jth column of matrix A.

The rest of the paper is organized as follows. In Section II,
the difference between near- and far-field will be described in
details. Afterward, further properties of ELAA are summarized
in Section III. Then, the used model is introduced in Section
IV. Subsequently, the results are presented in Section V.
Finally, the conclusion is given in Section VI.

1

Modeling the near-field of extremely large aperture
arrays in massive MIMO systems
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Figure 1. Scenario of 8 antenna element in the x− z plane, Ds = 1m. The
EM field is evaluated on the S plane for different R.

II. COMPARISON OF THE NEAR- AND FAR-FIELD

Since our investigation principally assumes a radiating near-
field scenario, first let us point out the difference between
radiating near-field and far-field. A well-defined boundary
does not exist between the two regions, whereas there are
distinct differences among them. For the sake of completeness,
three different field regions can be identified surrounding
an antenna: reactive near-field, radiating near-field (Fresnel
region, also referred to as near-field), and far-field (Fraunhofer
region) [8]. In the following parts, these regions will be
discussed in detail.

For the sake of simplicity, the widely used criteria for each
region are summarized first:

• reactive near-field: 0 ≤ R < 0.62
√
D3/λ,

• radiating near-field (Fresnel region or simply near-field
in the following): 0.62

√
D3/λ ≤ R < RF = 2D2/λ,

• far-field (Fraunhofer region): RF ≤ R < ∞,
where R is the distance from the surface of the antenna, D is

the largest dimension of the aperture and λ is the wavelength.
The closest one to the antenna is the reactive near-field,

which is defined as ”that portion of the near-field region
immediately surrounding the antenna wherein the reactive field
predominates” [8].

If D is large compared to the wavelength, the Fresnel zone
exists; otherwise, it does not. According to a definition in this
region, ”radiating field predominates, and the angular field
distribution is dependent upon the distance from the antenna”
[8]. Therefore, in the radiating near-field, spherical waves
are utilized to describe the radiated electromagnetic field. In
practical terms, even a small change in position might result
in a significant change in the electromagnetic field.

In the far-field, ”the field mainly has transverse component,
and the angular field distribution is independent of the distance
(R) from the antenna” [8]. In the Fraunhofer region plane-
waves are utilized as a local approximation of the propagating
field. Consequently, the EM field must not vary significantly
on a surface element of a plane perpendicular to R in the far-
field. A rule of thumb for the size of this surface element is

Figure 2. Illustrating the change in arg{Ez}. In the near-field (Y =
0.01RF ), there is an abrupt change in the phase and arg{Ez} ∈ [−π, π]. In
the transition zone (Y = RF ), there is rather continuous change in the phase
and arg{Ez} ∈ [−0.918π,−0.307π]. In the far-field (Y = 100RF ), the
change in phase can be neglected compared to the change in the transition
zone.

∆Rm � λ. Where ∆Rm is the largest difference from R in
the distance from the antenna along with the surface element.

As an illustration, consider a scenario depicted in Figure 1.
In this scenario, there are 8 × 8 antenna elements deployed
on the x − z plane in the nodes of an equidistant mesh, the
spacing between the antenna elements is denoted by Ds, which
is choosen to 1m. The size of the near-field is denoted in
Table I. Half-wavelength dipoles (also referred to as dipoles)
model each antenna element, for which electromagnetic field
is known in closed form [8]. Free-space parameters have been
used for the numerical evaluation, the phasor of the excitation
of each dipole is I0 = 1A, with the frequency f = 2GHz.
For visualizing the difference between near-field and far-field,
the complex amplitude of the z component of the electric field
(Ez) is evaluated for a finite surface (S). At the distance R =
RF the largest difference from R in the distance along S is
∆Rm = 0.001λ. Since |Ez| evaluated on S does not vary
significantly as R increases, it is beneficial to focus on the
phase of Ez denoted as arg{Ez}. Figure 2 depicts the phase
for different Y coordinates of the S plane for a cross-section.
Under near-field conditions (Y � RF ), there is an abrupt
change in arg{Ez}, which indicates that the S plane is in the
Fresnel region. In the transition region (Y = RF ), there is a
small and smooth change in the phase. Lastly, in the far-field,
it is of key importance that in the far-field the phase almost
constant, which falls in line with our expectation.

As has been shown, there are differences between the
radiating near-field and far-field of an aperture. If we are
considering large antenna apertures, RF can easily be in the
order of kilometers. Therefore users are located in the radiating
near-field, which is a novel scenario compared to conventional
MIMO systems.

III. EXTREMELY LARGE APERTURE ARRAYS

A conventional method to increase the number of antennas
is to develop compact arrays that, for example, can be installed
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Table I
NUMERICAL EXAMPLES OF THE SIZE OF THE

FRESNEL ZONE.

λ Nrow ×Ncol Ds RF

0.15m 8× 8 1m 1307m

0.05m 20× 20 3m 259.92 km

0.1m 20× 20 0.1m 144.4m

0.1m 20× 20 1m 14.44 km

0.1m 20× 20 3m 129.96 km

on a rooftop. Such a massive MIMO array has become
available on the market in recent years [9]. As going more
massive, weight, and the wind load of the array are going
to act as limiting factors. Extremely large aperture arrays
are promising candidates to overcome these limitations. In
such a scenario, the antenna elements are spread over a large
area, fixed to existing physical structures, such as windows
of a building. Thus, the aperture size of the antenna array is
increased significantly.

Furthermore, ELAAs are beneficial from other aspects as
well. If an antenna array has more than one main lobes,
spatial aliasing appears. These main lobes, which appear
because of spatial undersampling, are called grating lobes.
Spatial undersampling happens if the antennas are more than
a half wavelength apart. Despite introducing grating lobes,
increasing the distance between the antenna elements further
than half wavelength will result in better performance, as
this has been shown by simulations [6], [5] and validated
by measurements [10]. There are two main underlying effects
behind the growing performance: finer spatial resolution and
larger aperture near-field.

Spatial resolution is the measure of user separation capabil-
ities. It depicts how closely placed users can be distinguished
based on their channels. Interestingly, the spatial resolution
depends on the size of the aperture, not the number of
antennas [11]. As a demonstrative example, let us consider
an equidistant antenna row. If the number of antennas gets
doubled while the length of the array stays the same, the res-
ulting spatial resolution would be identical. Spatial resolution
is proportional to the width of the main lobe. Although the
width of the main lobe is measured based on the far-field
radiation pattern, it is also relevant in the near-field. Since
as the size of the aperture increases, the width of the main
lobe decreases, and users placed closer to each other can be
differentiated.

The other main effect is that the radiating near-field of the
aperture expands rapidly along with the size of the aperture.
As can be concluded from a numerical example presented
in Table I, in an ELAA scenario, the majority of the users
fall into the radiating near-field. In the Fresnel region, there
can be abrupt changes in both the amplitude and phase of
the electromagnetic field. Constructive interferences in distinct
points in space characterize the structure of the EM field. Near-
field effects will make user separation easier, this will result
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IV. MODEL DESCRIPTION

In this paper, we are focusing on a single cell of a cellular
network. The cell consists of an M -antenna base station
and K single-antenna mobile stations. In such a scenario,
there is a radio channel between each BS and MS antenna.
Flat fading channels are assumed, i.e., the channel gains are
described by a single complex number [12]. Consequently,
hk ∈ CM , k = 0, 1, . . . ,K − 1 describes the channel of
one terminal. By utilizing the channel vectors, the multi-user
channel matrix can be built as

H = [h0,h1, . . . ,hK−1] ∈ CM×K . (1)

Based on the models introduced in Section IV-A, IV-B and
IV-C, the multi-user channel matrix corresponding to a particu-
lar scenario can be calculated. A well-accepted convention that
the dimension of H is the number of receive antennas times
the number of transmit antennas. Thus the above constructed
H can also be referred to as the uplink (UL) channel matrix,
whereas HT is the downlink (DL) channel matrix. H is
of crucial importance in the following parts. The multi-user
channel matrix will be simulated in realistic scenarios and
with different approximations.

A. Propagation models
Three different propagation models will be comapred. The

first is a spherical-wave model, as in [5] and [7]

hm,k =
1

rm,k
e−jβrm,k ∈ C, (2)

where rm,k is the distance between the mth MS and kth BS
antenna and β = 2π

λ is the wave number. The channel vector
is constructed as

hk =
[
h0,k, h1,k, h2,k, . . . , hM−1,k

]T ∈ CM . (3)
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Table I
NUMERICAL EXAMPLES OF THE SIZE OF THE

FRESNEL ZONE.

λ Nrow ×Ncol Ds RF

0.15m 8× 8 1m 1307m

0.05m 20× 20 3m 259.92 km

0.1m 20× 20 0.1m 144.4m

0.1m 20× 20 1m 14.44 km

0.1m 20× 20 3m 129.96 km

on a rooftop. Such a massive MIMO array has become
available on the market in recent years [9]. As going more
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width of the main lobe is measured based on the far-field
radiation pattern, it is also relevant in the near-field. Since
as the size of the aperture increases, the width of the main
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The other main effect is that the radiating near-field of the
aperture expands rapidly along with the size of the aperture.
As can be concluded from a numerical example presented
in Table I, in an ELAA scenario, the majority of the users
fall into the radiating near-field. In the Fresnel region, there
can be abrupt changes in both the amplitude and phase of
the electromagnetic field. Constructive interferences in distinct
points in space characterize the structure of the EM field. Near-
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in better conditioned wireless channels, as it will be pointed
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IV-C, the multi-user channel matrix corresponding to a particu-
lar scenario can be calculated. A well-accepted convention that
the dimension of H is the number of receive antennas times
the number of transmit antennas. Thus the above constructed
H can also be referred to as the uplink (UL) channel matrix,
whereas HT is the downlink (DL) channel matrix. H is
of crucial importance in the following parts. The multi-user
channel matrix will be simulated in realistic scenarios and
with different approximations.
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Three different propagation models will be comapred. The
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1

rm,k
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λ is the wave number. The channel vector
is constructed as

hk =
[
h0,k, h1,k, h2,k, . . . , hM−1,k

]T ∈ CM . (3)



Modeling the near-field of extremely large  
aperture arrays in massive MIMO systems

SEPTEMBER 2020 • VOLUME XII • NUMBER 342

INFOCOMMUNICATIONS JOURNAL

4

xx
xx

xx
x

(a)

XX
XX

XX

XX
X
XX

XX
XX

XX
X
XX

XX
XX

XX
X

XX
XX

XX

XX
X
XX

XX
XX

XX
X
XX

XX
XX

XX
X

XX
XX

XX

XX
X
XX

XX
XX

XX
X
XX

XX
XX

XX
X

XX
XX

XX

XX
X
XX

XX
XX

XX
X
XX

XX
XX

XX
X

XX
XX

XX

XX
X
XX

XX
XX

XX
X
XX

XX
XX

XX
X

XX
XX

XX

XX
X
XX

XX
XX

XX
X
XX

XX
XX

XX
X

(b)

XX
XX

XX

XX
X
XX

XX
XX

XX
X
XX

XX
XX

XX
X

XX
XX

XX

XX
X
XX

XX
XX

XX
X
XX

XX
XX

XX
X

XX
XX

XX

XX
X
XX

XX
XX

XX
X
XX

XX
XX

XX
X

XX
XX

XX

XX
X
XX

XX
XX

XX
X
XX

XX
XX

XX
X

XX
XX

XX

XX
X
XX

XX
XX

XX
X
XX

XX
XX

XX
X

XX
XX

XX

XX
X
XX

XX
XX

XX
X
XX

XX
XX

XX
X

(c)

Figure 4. Different model scenarios. (a) depicts the one-dimensional case, whereas in (b), the two-dimensional case was drawn, with the mirror image antenna
array utilized to model perfect reflection. In (c), uniformly distributed users are presented in a hexagonal cell.

Second, each antenna element is modeled by a half-
wavelength dipole. At a given point in space, the field compon-
ents of every dipole can be evaluated [8]. We assume that the
dipoles are pointing toward the z axis, just as the antennas of
the terminals. Therefore, the received signal is proportional to
the z component of the electric field. As a result, the channel
can be modeled as

hm,k =
Em

z (�rk)

Im0
, (4)

where Em
z ∈ C is a phasor which represents the z component

of the electric field created by the mth BS antenna, �rk is the
position of the kth terminal. Im0 ∈ C is a phasor – with the
same frequency as Em

z – representing the excitation of the
mth BS antenna. Let Im0 = 1A for arbitrary m. Again, the
channel vector is constructed as (3).

Third, as the most realistic model, simple directional an-
tenna elements were employed. A straightforward way to
achieve directivity is to use two half-wavelength dipoles and
a perfect reflector behind them. Both dipoles should point
toward the z axis. In spite of the fact that the distance
between them is in the order of magnitude of wavelength,
coupling effects will be neglected. This assumption will be
supported by results that will be presented in Section V-B.
The perfect reflector must be placed λ

2 from the dipoles
to obtain the directivity. Subsequently, with an electrostatic
analogy, the perfect reflector’s effect can be modeled in terms
of mirror image dipoles. Therefore, the resulting EM field will
be identical if two other dipoles are placed behind the original
ones at the distance of λ. As a result, each antenna is modeled
by four half-wavelength dipoles. Since, the electromaganetic
field of the dipoles are known analytically, h can be obtained
similarly to (4) and (3) [8].

After the above-described models, a natural question might
follow whether these models include the polarization of elec-
tromagnetic waves. The spherical-wave model neglects this ef-

fect. However, if the field of the antenna elements is evaluated
analytically, the polarization is also included. However, this
only holds if the EM field is evaluated analytically. Therefore,
from the evaluated electromagnetic field, a more accurate
channel model can be derived.

B. One- and two-dimensional arrays

Two different model assumptions will be compared. The
first approach is when only a one-dimensional array is con-
sidered. Thus, the mobile stations and the base station are in
the same plane, as in Figure 4a.

In the second, novel approach, the antenna array is two
dimensional, located in the x− z plane, while users are in the
x − y plane. Mobile stations are assumed to be at a height
of zMS above the ground. Furthermore, if we neglect the
reflection from other buildings and obstacles, there is at least
one significant reflection from the ground. Let us consider
a perfect reflection. Thus, the utilization of a mirror image
antenna array will result in an identical electromagnetic, as
we did to obtain a directional pattern. Therefore, the channel
model must be modified as follow

hm,k = hreal
m,k + himag

m,k , (5)

where hreal
m,k corresponds to the channel between the mth

antenna of the MS and kth antenna of the real BS, whereas
himag
m,k represents the channel between the mth antenna of

the MS and kth antenna of the mirror image BS. Figure 4b
depicts this above described assumption. Modeling the ground
reflection by means of a mirror image antenna array also
includes the effect of polarization change, since boundary
conditions are fulfilled on the ground.
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Figure 5. Comparing one- and two-dimensional models in terms of IUC (∆α).

C. Array geometry

Three different two-dimensional array geometries will be
considered. The first one is an equidistant array, with para-
meters Nrow ×Ncol and Ds.

Secondly, if we add random displacement to the x and
z coordinates of each element of the equidistant case, a
randomized array will be obtained. The displacements in both
x and z directions are characterized by a normal distribution
with standard deviation σDs

.
Lastly, we consider a scenario where the antenna elements

are placed on a logarithmic spiral pattern. An analogy from
acoustics inspired this scenario, where sensors are occasionally
located on a spiral. The parameters of the spiral array are
the distance of the closest and the farthest antenna element
from the center of the array, the number of turns in the
spiral and the number of antennas, denoted by Rmin, Rmax,
Nturn and M , respectively. In polar coordinates (r, φ), the
equation of the logarithmic spiral is r = Rmine

kφ, where
k is a constant parameter, which calculated from Rmax and
Nturn. The antennas are positioned along with the pattern of
the spiral, equal distance apart.

V. SIMULATION RESULTS AND DISCUSSION

A simulation framework has been developed in Python
based on the models in Section IV. The metrics of the analysis
will be introduced before the presentation of the results. Let us
note here that a narrowband analysis is presented in this paper.
However, the presented models hold in a wide frequency band.
Investigating the behavior of the system for wideband signal
excitation is left for further studies.

A. Comparing one- and two-dimensional array models

In order to compare the approaches mentioned in Section
IV-B, the inter-user correlation will be evaluated between two
users. The IUC is calculated as the inner product of the channel
vectors of the two users

IUC =

∣∣hH
1 h2

∣∣2
‖h1‖2‖h2‖2

. (6)

This quantity is a standard measure of the correlation of
MIMO channels. The two users are located at the same
distance from the BS ( denoted by rxy), and the angle
between them (denoted by ∆α) is varied, see Figure 4a. As
it is expected from (6), IUC ∈ [0, 1]. Higher IUC indicates
stronger interference between users. Therefore, lower IUC
is desired, thus the inter-user interference is smaller, which
results in higher spectral efficiency. Besides, the appearance
of grating lobes (Ds ≥ λ/2) or side lobes will introduce inter-
user correlation peaks.

A one-dimensional equidistant array with 20 antennas is
simulated for the first modeling approach, only with the
assumption of LoS propagation. For analyzing the second
approach, a 20×20 equidistant array is utilized, and the ground
reflection is accounted as well. In both cases spherical-wave
propagation model is employed, Ds is 3m and f = 6GHz.
In the two-dimensional model, the center of the antenna array
is at a height of zMS = 40m above ground and the terminals
are located at a height of zMS = 1.5m above the ground. In
such a scenario, the size of the near-field is RF ≈ 260 km,
as shown in Table I. The two users were located at the
distances rxy = {100m, 1 km, 10 km}. The results of the
IUC analyses are shown in Figure 5. The employed antenna
spacing (Ds = 3m) gave rise to multiple peaks in the
IUC (∆α) graphs. As has been mentioned, this is due to the
appearance of grating and side lobes. Closer to the array, the
peaks correspond to smaller values, since the near-field effects
mitigate the effect of grating lobes. As going farther from the
array, peaks are becoming higher. Taking the reflection and
real physical dimension into account results in lower IUC.
Therefore if the simulation of a near-field scenario is required,
the two-dimensional model is more accurate. Consequently,
in the following simulations, the two-dimensional model will
be utilized. On the contrary, the results of the two models
converge to the same graph as the distance from the array
increases, which is in line with our expectation. Thus, for far-
field analysis, the simple model can be accurate enough.
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Figure 5. Comparing one- and two-dimensional models in terms of IUC (∆α).

C. Array geometry

Three different two-dimensional array geometries will be
considered. The first one is an equidistant array, with para-
meters Nrow ×Ncol and Ds.

Secondly, if we add random displacement to the x and
z coordinates of each element of the equidistant case, a
randomized array will be obtained. The displacements in both
x and z directions are characterized by a normal distribution
with standard deviation σDs

.
Lastly, we consider a scenario where the antenna elements

are placed on a logarithmic spiral pattern. An analogy from
acoustics inspired this scenario, where sensors are occasionally
located on a spiral. The parameters of the spiral array are
the distance of the closest and the farthest antenna element
from the center of the array, the number of turns in the
spiral and the number of antennas, denoted by Rmin, Rmax,
Nturn and M , respectively. In polar coordinates (r, φ), the
equation of the logarithmic spiral is r = Rmine

kφ, where
k is a constant parameter, which calculated from Rmax and
Nturn. The antennas are positioned along with the pattern of
the spiral, equal distance apart.

V. SIMULATION RESULTS AND DISCUSSION

A simulation framework has been developed in Python
based on the models in Section IV. The metrics of the analysis
will be introduced before the presentation of the results. Let us
note here that a narrowband analysis is presented in this paper.
However, the presented models hold in a wide frequency band.
Investigating the behavior of the system for wideband signal
excitation is left for further studies.

A. Comparing one- and two-dimensional array models

In order to compare the approaches mentioned in Section
IV-B, the inter-user correlation will be evaluated between two
users. The IUC is calculated as the inner product of the channel
vectors of the two users

IUC =

∣∣hH
1 h2

∣∣2
‖h1‖2‖h2‖2

. (6)

This quantity is a standard measure of the correlation of
MIMO channels. The two users are located at the same
distance from the BS ( denoted by rxy), and the angle
between them (denoted by ∆α) is varied, see Figure 4a. As
it is expected from (6), IUC ∈ [0, 1]. Higher IUC indicates
stronger interference between users. Therefore, lower IUC
is desired, thus the inter-user interference is smaller, which
results in higher spectral efficiency. Besides, the appearance
of grating lobes (Ds ≥ λ/2) or side lobes will introduce inter-
user correlation peaks.

A one-dimensional equidistant array with 20 antennas is
simulated for the first modeling approach, only with the
assumption of LoS propagation. For analyzing the second
approach, a 20×20 equidistant array is utilized, and the ground
reflection is accounted as well. In both cases spherical-wave
propagation model is employed, Ds is 3m and f = 6GHz.
In the two-dimensional model, the center of the antenna array
is at a height of zMS = 40m above ground and the terminals
are located at a height of zMS = 1.5m above the ground. In
such a scenario, the size of the near-field is RF ≈ 260 km,
as shown in Table I. The two users were located at the
distances rxy = {100m, 1 km, 10 km}. The results of the
IUC analyses are shown in Figure 5. The employed antenna
spacing (Ds = 3m) gave rise to multiple peaks in the
IUC (∆α) graphs. As has been mentioned, this is due to the
appearance of grating and side lobes. Closer to the array, the
peaks correspond to smaller values, since the near-field effects
mitigate the effect of grating lobes. As going farther from the
array, peaks are becoming higher. Taking the reflection and
real physical dimension into account results in lower IUC.
Therefore if the simulation of a near-field scenario is required,
the two-dimensional model is more accurate. Consequently,
in the following simulations, the two-dimensional model will
be utilized. On the contrary, the results of the two models
converge to the same graph as the distance from the array
increases, which is in line with our expectation. Thus, for far-
field analysis, the simple model can be accurate enough.
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Figure 6. Condition number along with the element spacing of equidistant
arrays for comparing propagation models.

B. Comparison of antenna element models

As has been described in Section IV-A, three different mod-
eling approaches is considered: spherical-wave model, half-
wavelength dipole, and a simple directional antenna element.
The comparison is made in terms of the condition number of
the multi-user channel matrix. The varying parameter is the
spacing between the antenna elements (Ds). An equidistant
antenna array with 20×20 elements is simulated, f = 3GHz,
zMS = 40m and the users are located in a hexagonal cell
right in front of the array, at a height of zMS = 1.5m above
ground, as depicted in Figure 4c. The cell radius is 250m, and
the users were uniformly distributed within the cell.

If the distance of the users from the BS differ significantly,
power control will be required to provide the same service
quality in the cell. There are multiple power control strategies
[13]. In the following, an ideal power control technique will
be used, thus the power of the received signal is identical for
every user. Similarly to Normalization 1 in [14]

Hnorm =

[
h0

‖h0‖
,
h1

‖h1‖
, . . . ,

hK−1

‖hK−1‖

]
∈ CM×K . (7)

s (7) sets the channel of each user to the same norm. The
condition number is evaluated based on Hnorm and defined as
[5]

CNdB = 20 log10

(
σg

σs

)
, (8)

where σg and σs are the largest and smallest singular values
of the normalized multi-user channel matrix (Hnorm). The
condition number strongly related to the orthogonality of the
columns of the channel matrix. The evaluation of the inverse
of (H) is required for many massive MIMO transmission
schemes. Positively, condition number also indicates the sta-
bility of the inversion [5]. In practical terms lower condition
number indicates easier inversion and less correlated columns,
for example, CNdB = 0 for an identity matrix, since its inverse
is trivial and its columns are orthogonal.

The condition number has been evaluated in 1000 different
realizations, with varying MS positions as described above.

Figure 7. Cumulative spectral efficiency along with the number of users
for different array geometries and precoding strategies. Dotted curves used
for ZF precoding and dashed for MR, identical array settings are denoted
with the same markers. The abbreviations EA, RA, SA stand for equidistant,
randomized and spiral array, respectively.

In Figure 6 the average CN is plotted along Ds. The first
observation is that the condition number shows a decreasing
tendency as Ds increases, independent of the used antenna
model or the number of users. Therefore, increasing the size
of the aperture is beneficial, as mentioned in Section III.
Interesting observation, that in the first part (DS ∈ [λ,≈10λ])
of the investigated Ds range, the condition number decreases
rapidly. In the second part (DS ∈ [≈10λ,≈100λ]), it becomes
approximately constant, it even increases a little, for particular
antenna models. Consequently, based on the scenario, an
element spacing range can be specified, where the system can
provide a well-conditioned channel.

One might question the periodic peaks in the CN(Ds)
curves. This occurs because of the contribution of two effects.
First, the reduction of the width of the main lobe and the
correlation between the users are decreasing functions of Ds,
whereas, grating lobes appear at discrete Ds values, thus
introducing peaks [5].

A relatively straightforward observation, that service quality
will degrade if more users are transmitting simultaneously.
Since for more terminals the mean of the CNdB (Ds) curves
are clearly larger.

Finally, there is no significant difference between the used
models in terms of condition number. Therefore, using the
spherical-wave model is enough to acquire channel features.
Besides, by using a more accurate model, a sightly higher
condition number is obtained, which indicates that an upper
boundary of the system performance will result from the
spherical-wave model. Based on these results, including the
polarization of the electromagnetic waves seems to have minor
effects.

C. Comparing different array geometries

In Section IV-C two different array geometries have been
defined. In the following, these two will be compared in

7

terms of spectral efficiency. SE also gives an insight into the
performance of the extremely large aperture array. The eval-
uation of the inter-user correlation and the condition number
of the multi-user channel matrix are the same for uplink and
downlink systems. On the contrary, spectral efficiency must
be evaluated based on the direction of the data transmission.
In the simulation, a downlink scenario is considered. In this
case the received signal vector y ∈ CK is given by

y = HTWPx+w, (9)

where W ∈ CM×K is the precoding matrix, P ∈ CK×K is
a diagonal matrix capturing the effects of the power control,
x ∈ CK is the transmit signal vector and w ∈ CK represents
the additive white Gaussian noise, w ∼ CN

(
0, σ2

DLIK
)
. For

the transmit signal vector E
{
xxH

}
= IK holds. Each column

wk ∈ CM of W corresponds to the coefficients which are used
to precode the data xk dedicated to the kth MS.

Similarly to (7), the power control can be expressed by a
diagonal matrix, constructed as

P = diag

[
ρ0

‖h0‖
,

ρ1
‖h1‖

, . . . ,
ρK−1

‖hK−1‖

]
∈ CK×K , (10)

where the square of ρk, k = 0, 1, . . . ,K − 1 represents the
target transmit power for user k. For the simulation, we
consider ρk = ρDL, ∀k. Consequently, P = ρDLIK . Two
different precoding strategies are considered. The first one is
the maximum ratio (MR) processing, in this case

WMR = (Hnorm)
∗
, (11)

where Hnorm is obtained as (7). The underlying idea of the
MR processing is to amplify the signal of interest maximally
and neglect the effect of interference [13]. The second is zero-
forcing (ZF) processing which aims to mitigate interference
among users, by the utilization of (7)

WZF = (Hnorm)
∗
(
(Hnorm)

T
(Hnorm)

∗
)−1

. (12)

In (12) the requirement of the inversion is fulfilled if the
user channels are orthogonal, which holds if the base station
is equipped with a sufficient number of antennas [15]. (11)
and (12) are almost identical to (3.57) and (3.49) in [13], the
multiplicative constants is removed because of the used power
control strategy.

It can be concluded from (9) that in order to transmit data
xk which is dedicated to the kth MS, xk is multiplied by
[W]m,k before it is being transmitted at the mth BS antenna.
As a consequence, in a distributed system with one antenna,
it is enough to store a single row of W. The maximum ratio
precoding has a considerable advantage that it can be deployed
in a distributed system because each row of WMR can be
obtained by knowing the corresponding row of Hnorm. In
contrast, ZF processing requires centralized control because
of the calculation of WZF . On the other hand, zero-forcing
will deliver higher SE than maximum ratio processing.

The evaluation of the downlink spectral efficiency simplifies
owing to the simulated H, which provides a perfect channel
state information. Therefore, the expectations in (4.26) from

[11] simplifies and the signal-to-interference-noise can be
expressed as

SINRk =

∣∣∣[HTWρDL

]
k,k

∣∣∣
2

∑K−1
j=0,j �=k

∣∣∣[HTWρDL

]
k,k

∣∣∣
2

+ σ2
DL

, (13)

where P = ρDLIK and continuous downlink transmission is
assumed. Thus, the lower bound of the sum ergodic downlink
spectral efficiency is

SE =
K−1∑
k=0

log2 (1 + SINRk) . (14)

In the simulation, H is known explicitly based on a particular
realization. Therefore in (13) and (14) all the variables can be
considered as deterministic. In order to simulate the random
behavior of the users, spectral efficiency is calculated in
1000 different scenarios, with equally distributed random user
positions within the cell. The average SE is visible in Figure 7.
The parameters of the simulation are considered as for the
evaluation of condition number, described in Section V-B. The
only differences are the array geometry and postprocessing,
since spectral efficiency is calculated, with ρDL = σDL = 1.
The changing parameters σDs

, Rmin, Rmax are denoted on
the obtained cruves, whereas Nturn = 4 is constant.

The first observation is that the ZF precoding significantly
outperforms the MR precoding, independent of array geometry
and aperture size. Therefore, the core concept of ZF precoding
is realized here, since it has successfully suppressed all the
interference between the users. Thus the curves correspond-
ing to ZF precoding overlap. Also, ZF is more complex to
implement because of its centralized fashion. Therefore, the
comparison based on MR precoding is more relevant from
practical perspectives.

It is important to note that in Figure 7 the cumulative
spectral efficiency is plotted, thus in case of the MR precoding,
spectral efficiency of a single user is a decreasing function of
K. Therefore, the size of the system is limited by the target
spectral efficiency of a single user. If higher SE is required for
a single user, the number of BS antennas must be increased.
However, it is essential to keep it at least an order of magnitude
higher than the number of concurrently transmitting terminals.

As it was expected, increasing the size of the aperture
resulted in a higher spectral efficiency, if we are considering
MR precoding. This increment is significant if Ds = 0.1m and
Ds = 1m are compared. However, the difference between the
Ds = 1m and Ds = 10m is negligible. Furthermore, in case
of the spiral array, rmin = 10m array is outperformed by the
rmin = 1m array. The results corresponds with the CN(Ds)
curves in Figure 6, since the condition number does not vary
significantly for Ds >≈ 1m.

Finally, if large apertures are considered, there is no signi-
ficant difference between the different array geometries. Even
though the random and equidistant arrays outperform the spiral
array for small apertures, as increasing the distance between
the antennas, this difference diminishes. Consequently, the
positions of the array elements of a realized ELAA can almost
be arbitrary, which is beneficial from a practical perspective.
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terms of spectral efficiency. SE also gives an insight into the
performance of the extremely large aperture array. The eval-
uation of the inter-user correlation and the condition number
of the multi-user channel matrix are the same for uplink and
downlink systems. On the contrary, spectral efficiency must
be evaluated based on the direction of the data transmission.
In the simulation, a downlink scenario is considered. In this
case the received signal vector y ∈ CK is given by

y = HTWPx+w, (9)

where W ∈ CM×K is the precoding matrix, P ∈ CK×K is
a diagonal matrix capturing the effects of the power control,
x ∈ CK is the transmit signal vector and w ∈ CK represents
the additive white Gaussian noise, w ∼ CN

(
0, σ2

DLIK
)
. For

the transmit signal vector E
{
xxH

}
= IK holds. Each column

wk ∈ CM of W corresponds to the coefficients which are used
to precode the data xk dedicated to the kth MS.

Similarly to (7), the power control can be expressed by a
diagonal matrix, constructed as

P = diag

[
ρ0

‖h0‖
,

ρ1
‖h1‖

, . . . ,
ρK−1

‖hK−1‖

]
∈ CK×K , (10)

where the square of ρk, k = 0, 1, . . . ,K − 1 represents the
target transmit power for user k. For the simulation, we
consider ρk = ρDL, ∀k. Consequently, P = ρDLIK . Two
different precoding strategies are considered. The first one is
the maximum ratio (MR) processing, in this case

WMR = (Hnorm)
∗
, (11)

where Hnorm is obtained as (7). The underlying idea of the
MR processing is to amplify the signal of interest maximally
and neglect the effect of interference [13]. The second is zero-
forcing (ZF) processing which aims to mitigate interference
among users, by the utilization of (7)

WZF = (Hnorm)
∗
(
(Hnorm)

T
(Hnorm)

∗
)−1

. (12)

In (12) the requirement of the inversion is fulfilled if the
user channels are orthogonal, which holds if the base station
is equipped with a sufficient number of antennas [15]. (11)
and (12) are almost identical to (3.57) and (3.49) in [13], the
multiplicative constants is removed because of the used power
control strategy.

It can be concluded from (9) that in order to transmit data
xk which is dedicated to the kth MS, xk is multiplied by
[W]m,k before it is being transmitted at the mth BS antenna.
As a consequence, in a distributed system with one antenna,
it is enough to store a single row of W. The maximum ratio
precoding has a considerable advantage that it can be deployed
in a distributed system because each row of WMR can be
obtained by knowing the corresponding row of Hnorm. In
contrast, ZF processing requires centralized control because
of the calculation of WZF . On the other hand, zero-forcing
will deliver higher SE than maximum ratio processing.

The evaluation of the downlink spectral efficiency simplifies
owing to the simulated H, which provides a perfect channel
state information. Therefore, the expectations in (4.26) from

[11] simplifies and the signal-to-interference-noise can be
expressed as

SINRk =

∣∣∣[HTWρDL

]
k,k

∣∣∣
2

∑K−1
j=0,j �=k

∣∣∣[HTWρDL

]
k,k

∣∣∣
2

+ σ2
DL

, (13)

where P = ρDLIK and continuous downlink transmission is
assumed. Thus, the lower bound of the sum ergodic downlink
spectral efficiency is

SE =
K−1∑
k=0

log2 (1 + SINRk) . (14)

In the simulation, H is known explicitly based on a particular
realization. Therefore in (13) and (14) all the variables can be
considered as deterministic. In order to simulate the random
behavior of the users, spectral efficiency is calculated in
1000 different scenarios, with equally distributed random user
positions within the cell. The average SE is visible in Figure 7.
The parameters of the simulation are considered as for the
evaluation of condition number, described in Section V-B. The
only differences are the array geometry and postprocessing,
since spectral efficiency is calculated, with ρDL = σDL = 1.
The changing parameters σDs

, Rmin, Rmax are denoted on
the obtained cruves, whereas Nturn = 4 is constant.

The first observation is that the ZF precoding significantly
outperforms the MR precoding, independent of array geometry
and aperture size. Therefore, the core concept of ZF precoding
is realized here, since it has successfully suppressed all the
interference between the users. Thus the curves correspond-
ing to ZF precoding overlap. Also, ZF is more complex to
implement because of its centralized fashion. Therefore, the
comparison based on MR precoding is more relevant from
practical perspectives.

It is important to note that in Figure 7 the cumulative
spectral efficiency is plotted, thus in case of the MR precoding,
spectral efficiency of a single user is a decreasing function of
K. Therefore, the size of the system is limited by the target
spectral efficiency of a single user. If higher SE is required for
a single user, the number of BS antennas must be increased.
However, it is essential to keep it at least an order of magnitude
higher than the number of concurrently transmitting terminals.

As it was expected, increasing the size of the aperture
resulted in a higher spectral efficiency, if we are considering
MR precoding. This increment is significant if Ds = 0.1m and
Ds = 1m are compared. However, the difference between the
Ds = 1m and Ds = 10m is negligible. Furthermore, in case
of the spiral array, rmin = 10m array is outperformed by the
rmin = 1m array. The results corresponds with the CN(Ds)
curves in Figure 6, since the condition number does not vary
significantly for Ds >≈ 1m.

Finally, if large apertures are considered, there is no signi-
ficant difference between the different array geometries. Even
though the random and equidistant arrays outperform the spiral
array for small apertures, as increasing the distance between
the antennas, this difference diminishes. Consequently, the
positions of the array elements of a realized ELAA can almost
be arbitrary, which is beneficial from a practical perspective.
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VI. CONCLUSION

In the presented work, we analyzed the effect of modeling
accuracy, aperture geometry and different antenna implement-
ations in typical near-field ELAA scenarios. We demonstrated
that simple line-of-sight propagation models overestimate
inter-user correlation, whereas a more accurate model that
considers ground reflections yields improved user separation
capability, thus emphasizing the need for more detailed, phys-
ically motivated channel modeling approaches. Furthermore,
it has been shown that the performance of the system only
weakly depends on the actual implementation of the antenna
elements. The condition number of the multi-user channel
matrix will show similar statistics irrespective of the accur-
acy of the field strength calculation (simple ray-based vs.
analytical calculation of the electromagnetic field). Finally,
we demonstrated that increasing the size of the aperture, at
least to some extent, while keeping the number of antennas
identical, will yield higher spectral efficiency. On the other
hand, the results are relatively independent on the actual array
geometry. Therefore, antenna elements can be placed almost
arbitrarily, which is beneficial from a practical implementation
perspective. In conclusion, the size of the aperture can be
identified as a key design parameter, with spectral efficiency
being the design objective.
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• Social and Societal Impacts 
• Systems Engineering, Integration Methods,  and Operation Technologies
• Theoretical foundations, design methods, and architectural considerations

In addition, the World Forum is also seeking proposals for: (1) Special Sessions consisting of peer reviewed papers 
focused on research topics of importance to IoT; (2) Workshops consisting of peer reviewed papers, discussions, and 
summary results about advanced topics relevant to IoT. The summary results will be edited and published as part of 
the WFIoT2021 Proceedings; and (3) Industry Panels aimed at research topics important to industrial IoT issues. Each, 
Special Session, Workshop, and Industry Panel, once selected will issue an individual call for papers. 

CALL FOR PAPERS

For more information, visit wfiot2021.iot.ieee.org

Sponsored by the IEEE Multi-Society IoT Initiative

Hosted by The University of Louisiana at Lafayette

Held in conjunction with the IoT Community Slam

IMORTANT DEADLINES

Paper Submission Due Date:
15 January 2021

Acceptance Notification:
15 March 2021

Camera-Ready Submission:
19 April 2021

The 7th IEEE World Forum on the 
Internet of Things - WFIoT2021
20-24 June 2021 // Hilton Riverside Hotel, New Orleans, Louisiana, USA



SCIENTIFIC ASSOCIATION FOR INFOCOMMUNICATIONS

Who we are
Founded in 1949, the Scientific Association for Info-
communications (formerly known as Scientific Society 
for Telecommunications) is a voluntary and autono-
mous professional society of engineers and econo-
mists, researchers and businessmen, managers and 
educational, regulatory and other professionals work-
ing in the fields of telecommunications, broadcast-
ing, electronics, information and media technologies 
in Hungary.

Besides its 1000 individual members, the Scientific 
Association for Infocommunications (in Hungarian:  
HÍRKÖZLÉSI ÉS INFORMATIKAI TUDOMÁNYOS EGYESÜLET, HTE) 
has more than 60 corporate members as well. Among 
them there are large companies and small-and-medi-
um enterprises with industrial, trade, service-providing, 
research and development activities, as well as educa-
tional institutions and research centers.

HTE is a Sister Society of the Institute of Electrical and
Electronics Engineers, Inc. (IEEE) and the IEEE Communi-
cations Society.

What we do
HTE has a broad range of activities that aim to pro-
mote the convergence of information and communi-
cation technologies and the deployment of synergic
applications and services, to broaden the knowledge
and skills of our members, to facilitate the exchange
of ideas and experiences, as well as to integrate and

harmonize the professional opinions and standpoints
derived from various group interests and market dy-
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To achieve these goals, we…

•	 contribute to the analysis of technical, economic, 
and social questions related to our field of compe-
tence, and forward the synthesized opinion of our 
experts to scientific, legislative, industrial and edu-
cational organizations and institutions;

•	 follow the national and international trends and 
results related to our field of competence, foster 
the professional and business relations between 
foreign and Hungarian companies and institutes;

•	 organize an extensive range of lectures, seminars, 
debates, conferences, exhibitions, company pres-
entations, and club events in order to transfer and 
deploy scientific, technical and economic knowl-
edge and skills;

•	 promote professional secondary and higher edu-
cation and take active part in the development of 
professional education, teaching and training;

•	 establish and maintain relations with other domes-
tic and foreign fellow associations, IEEE sister soci-
eties;

•	 award prizes for outstanding scientific, education-
al, managerial, commercial and/or societal activities 
and achievements in the fields of infocommunica-
tion.
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