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Abstract— This paper proposes a new optimization strategy for 
resource distribution management based on a quantum algorithm, 
as a way to reduce the computational complexity in finding the 
optimum deployment scenario, taking into consideration the 
required conditions and constraints of the resource distribution 
system. We show that the quantum method computes the results 
in minimum time and outperforms on the other classical 
algorithms in terms of computational complexity. 

Index Terms —quantum computing; resource distribution 
management; quantum extreme value searching algorithm; 
quantum existence testing; computational complexity. 

I. INTRODUCTION 

A. Motivation 
The first question that comes to the mind of the reader is how 

the quantum optimization methods may increase the 
performance system of resource distribution management 
process and how it will be used in resource management as a 
way to reduce the computational complexity in finding the 
optimum deployment scenario. What are the fundamental 
differences between a classical computer and quantum computer 
which can lead to choosing the quantum strategy as a future 
alternative solution for the resource distribution management 
model? 

B.    Quantum Computing Overview 
In fact, quantum computer’s functionality and conception 

work based on the laws of quantum mechanics. There is a large 
list of differences between the quantum computer and classical 
computer. First of all, classical computer functionality works 
based on the laws of classical mechanics, it performs 
calculations relying on the basic unit of information zeros and 
ones (0 and 1), while quantum computer uses qubits which can 
take superposition of states at the same time [1], furthermore, 
quantum computer outperforms with high speed than the binary 
computer, as well as it can solve computational problems with 
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low computational complexity, maximum accuracy, and short 
circumstance).  

If we assume that a large number of binary computers can 
combine their efforts and overcome this gap, they cannot reach 
the performance level of a quantum computer. Quantum 
computing and information have important quantum algorithms 
that solve important computational problems which do not seem 
to be possibly solved by a classical method, for example, the 
most known actually are the quantum Fourier transform which 
is used to solve factoring and discrete logarithm problems, and 
its fascinating advantage to make the communication over a 
quantum channel more secure, and the quantum search 
algorithm [1][2] the so-called Grover’s algorithm [3][4] which 
uses fewer steps than its classical counterpart to find a certain 
entry in an unsorted data with more accuracy, speed and less 
time. 

C. Establishing context and the importance of the research 
topic 
Resource distribution management must be designed to be 

highly reacting fast with maximum accuracy performance to any 
unpredictable task workload, as it is known, for tasks with fixed 
running time require more computation in a real-time system, 
since they are executed at a constant rate. In order to rationally 
use resource computing as a way to reduce the computational 
complexity in finding the best optimum deployment scenarios 
under the imposed constraints, we resorted to handling this 
problem by using an approach based on the quantum method. 
This study provides an important opportunity to improve the 
efficiency of using system resources by exploiting quantum 
computing methods and concepts. 

Suppose all classical machines that are working on classical 
laws of classical physics will disappear from our world and be 
replaced by quantum computers, so there will be an intensive 
need for developing new adaptive models. From a resource 
distribution management point of view, if the real-time decision-
maker will be replaced by a quantum method, so, the way 
becomes open to think how to implement a resource distribution 
management model with the new device since new hardware 
technique requires a new resource distribution process 
modeling.  

D. A Brief Synopsis of the Relevant Literature 
It is difficult to relate the proposed strategy to other work in 

the literature because the proposed resource distribution 
management based on quantum optimization is a new 
contribution. So, we will try to give approximately and generally 
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the recent works that have been proposed in this field. Periodic 
activities have the major computational demand in many real-
time applications since they provide a simple way to enforce 
timing constraints through rate control [5], there has been a 
greater interest in proposing new techniques appropriate in using 
system resources of fixed real-time tasks. In [6], the Quality of 
service-based resource distribution which addresses the problem 
of distributing a bandwidth portion among services merged with 
the distribution algorithm in order to decrease computational 
complexity. In [7], a proposed solution for finding the optimal 
task periods for practical problems with a remarkable speedup 
by exploiting the concept of the exact feasibility region of the 
space. In [5]-[8], the elastic task model (ETM) was taken as an 
efficient mechanism for controlling the quality of service of the 
system as a function of the current load, the ETM is extremely 
useful for supporting both multimedia systems and control 
applications in which the execution rate of some computational 
activities have to be tuned as a function of the current system 
state. On the other hand, some recent works were using the 
Hungarian combinatorial algorithm as a tool for assigning tasks, 
for example, in [9] for multi-task to multi-worker allocation 
based on the demand distribution model, or, in [10], a 
decentralized task allocation algorithm based on the Hungarian 
approach. In [11], for channel allocation problem over a 
frequency-selective channel. Moreover, for a multicasting 
problem, two heuristics algorithms [12], Farthest First and 
Nearest First based were applied to minimize the number of used 
wavelengths. In [13], the orchestration algorithm was used in a 
heterogonous cloud environment to minimize the usage of 
computing resources. 

This study is an extension of the previously published work, 
in [14] we have been started from a simple resource distribution 
management model, for one task generator: (a) demonstrating 
analytically that the quantum solution is more efficient by 
comparing the computational complexity and distribution 
uniformity of the quantum solution with the randomized, 
exhaustive and sequence methods, (b)  showing the importance 
of the quantum solution, a simulation environment of the 
proposed optimization of distribution system was constructed 
and compared to two reference distribution systems which 
follow the randomized and sequence strategies. In [15], we have 
set up carefully the system parameters of the quantum algorithm 
with respect to the proposed resource distribution model (it 
contains one task generator). Furthermore, we discussed the 
most important parameters and derived the appropriate 
approximation formulas if different computation units are 
allowed in the system. 

E. Contribution  
This paper provides a new and comprehensive study on 

reducing the computational complexity of a distribution 
problem, using a system of multiple task generators which 
dissociate each task to several subtasks, integrating resource 
distribution model in the quantum system-level framework is not 
straight-forward and may need to a careful configuration of its 
parameters. The quantum approach will improve the speed of 
computation as well as the accuracy in selecting the best result, 
allowing the movement from an O(𝑑𝑑) computational complexity 
to 𝑂𝑂 (𝑙𝑙𝑙𝑙𝑙𝑙2(𝑇𝑇)𝑙𝑙𝑙𝑙𝑙𝑙23(√𝑑𝑑)). 

The main questions addressed in this paper are: 

 From a computational complexity point of view, how can we 
use the quantum searching method in resource distribution 
management? And how much is it efficient? 

 From an engineering point of view, how can we set up the 
stochastic parameters of the quantum logarithm search 
according to the given resource distribution model? 

F. Organization 
The remaining part of this paper is organized as follows: 

Section II begins by describing a resource distribution 
management model with multi-task and multi-subtasks handling 
with one optimization metric. Then we will discuss how can we 
apply the quantum optimization algorithm to improve the 
efficiency of system resources from a computational complexity 
point of view, after that, we will demonstrate how the quantum 
approach is an efficient computational infrastructure tool by 
comparing it with the classical approach method, finally we will 
set up the system parameters of the quantum algorithm of the 
resource distribution management model. Section III concludes 
the paper. 

II. QUANTUM RESOURCE DISTRIBUTION MANAGEMENT 
OPTIMIZATION IN MULTI-TASK AND MULTI-SUBTASKS 

In the resource distribution model, the uniformity distribution 
metric is a perfect standard measurement for checking whether 
resource utilization is balanced or not, in our study, we will rely 
fundamentally on the relative load variance of the system for 
measuring the uniformity distribution degree. For a large 
number of resources, it is difficult to compute classically the 
overall possible deployments which fit the optimum 
distribution, the solution is to exploit the power of quantum 
approach which will guarantee a high result in computational 
complexity reduction as well as accuracy performance. 
In order to not confuse the reader, before explaining how the 
quantum method works in the resource distribution 
management model, first, we will give an overview of the 
quantum algorithm. 

A. Quantum Extreme Value Searching Algorithm 
Optimization 

The quantum extreme value searching algorithm QEVSA [16] 
combines the well-known logarithmic binary search algorithm 
which is originally intended for searching a given item in a 
sorted database [17] with the quantum existence testing, it is 
represented in the algorithm as QET [18]-[19]. Quantum 
existence testing is a special case of quantum counting, it 
focuses on checking the existence of a given entry in the 
database rather than in determining the number of existent 
entries. The QEVSA aims to find the extreme value (minimum 
or maximum point) of a point called cost function or database. 
Moreover, the power of quantum existence testing is derived 
from the quantum phase estimation which makes it outperforms 
better than the other algorithms, this technique produces an 
algorithm which keeps the efficiency of the binary search while 
processing an unsorted database. The proposed algorithm is 
introduced in [16]. 



Quantum Optimization of Resource Distribution  
Management for Multi-Task, Multi-Subtasks

INFOCOMMUNICATIONS JOURNAL

DECEMBER 2019 • VOLUME XI • NUMBER 4 49

B. Resource Distribution Management Model with multi-task 
and multi-subtasks 

 
For a fixed reservation requirement, i.e., the contracted 

capacity amount used for the task, any available capacity left 
unreserved cannot be reused by other tasks. maximizing and 
improving the resource utilization requires using multi-subtask 
model, i.e., any task has subtasks. As aforementioned, the high 
utilization of computing resources and huge demand for 
computation leads to a search for efficient and less operational 
costs with respect to the required quality of service, for this 
purpose, we proposed a resource allocation model for running 
the workload. In order to model the general resource 
distribution management system, we divided the functionalities 
into three main blocks: 
Multiple task generator: Let u denote the number of task type 
generators, each task generator has its own task arrival time 
distribution and produce identical tasks, let the number of 
subtasks generated by the 𝑙𝑙𝑡𝑡ℎ task generator be denoted by 𝑔𝑔𝑙𝑙 
and the total number of subtasks type generated by all the task 
generators is denoted by 𝑊𝑊. Note that every subtask type 𝑣𝑣 has 
a fixed running time 𝑝𝑝𝑣𝑣 and the memory requirement for the 
subtask type 𝑣𝑣 is ∆𝑣𝑣. 
Decision maker: It is responsible for the deployment of the 
subtasks among the computing units, later we will explain the 
role of the quantum approach in reducing the computational 
complexity of the task deployment. 
Computing units: Let 𝑐𝑐 be the number of computing units used 
to serve the subtasks, the computing units may have different 
theoretical capacities, such as the 𝑖𝑖𝑡𝑡ℎ unit which has 𝑠𝑠𝑖𝑖 as a 
theoretical capacity, let the number of running subtasks from 
type 𝑣𝑣 on-the 𝑖𝑖𝑡𝑡ℎ unit is denoted by 𝑁𝑁𝑖𝑖𝑣𝑣

𝑏𝑏 . Fig.1 represents the 
resource distribution management structure. 

In compliance with what has been already discussed, we 
have chosen to distribute uniformly the tasks among the 
computing units, the variance of the relative load in the system 
is used as a measurement metric for uniformity performance. In 
the case of optimal task distribution, if the variance of the 
relative load tends to zero, then the resources are distributed 
uniformly, otherwise, they are not, the formula of the relative 
variance is as follows, 

 𝜎𝜎2 = 1
𝑐𝑐 ∑ (�̅�𝑏 −

∑ 𝑁𝑁𝑖𝑖𝑖𝑖∆𝑖𝑖
𝑊𝑊
𝑖𝑖=1

𝑠𝑠𝑖𝑖
)

2𝑐𝑐

𝑖𝑖=1
, (1) 

 
Where �̅�𝑏 is the average of the relative load of the system. Later, 
we will see how the variance is employed in the quantum 
algorithm for searching the optimum deployment scenario. 

C. How to Use Quantum Extreme Value Searching in 
Resource Distribution Management 
The reader should bear in mind that for the proposed 

distribution model, this study did not discuss the resource 
requirement scheme implementation because the quantum 
existing testing is a special form of quantum phase estimation 
and quantum gate circuit structure is well known, in this paper, 

the modification will be only in the quantum extreme value 
searching algorithm.  

Fig.1: Resource distribution management architecture 
Conserving the uniformity load of the system implies finding 

the optimum scenario that corresponds to the minimum 
variance, thus, in this case, we use the quantum extreme value 
searching algorithm as a minimum searching algorithm. What 
makes this proposed quantum approach special, is that it handles 
the database as a function, i.e., variance. The corresponding 
quantum algorithm according to the desired resource 
distribution model is given as follows, 

1.   We start with S = 0 : 𝜎𝜎2
𝑚𝑚𝑖𝑖𝑚𝑚 1 = 𝜎𝜎2

𝑚𝑚𝑖𝑖𝑚𝑚 0 , 𝜎𝜎2
𝑚𝑚𝑚𝑚𝑚𝑚 1 =

𝜎𝜎2
𝑚𝑚𝑚𝑚𝑚𝑚 0, and ∆𝜎𝜎2 = 𝜎𝜎2

𝑚𝑚𝑚𝑚𝑚𝑚 0 − 𝜎𝜎2
𝑚𝑚𝑖𝑖𝑚𝑚 0 

 
2.    S = S + 1 
 

3.    𝜎𝜎2
𝑚𝑚𝑚𝑚𝑚𝑚 𝑆𝑆 = 𝜎𝜎2

𝑚𝑚𝑖𝑖𝑚𝑚 𝑆𝑆 + [𝜎𝜎2𝑚𝑚𝑚𝑚𝑚𝑚 𝑆𝑆 −𝜎𝜎2𝑚𝑚𝑚𝑚𝑚𝑚 𝑆𝑆
2 ] 

 
4.   𝑓𝑓𝑙𝑙𝑓𝑓𝑔𝑔 = 𝑄𝑄𝑄𝑄𝑄𝑄 (𝜎𝜎2

𝑚𝑚𝑚𝑚𝑚𝑚 𝑆𝑆): 
 

 If  𝑓𝑓𝑙𝑙𝑓𝑓𝑔𝑔 = 𝑌𝑌𝑌𝑌𝑠𝑠, then 𝜎𝜎2
𝑚𝑚𝑚𝑚𝑚𝑚 𝑆𝑆+1 = 𝜎𝜎2

𝑚𝑚𝑚𝑚𝑚𝑚 𝑆𝑆, 𝜎𝜎2
𝑚𝑚𝑖𝑖𝑚𝑚 𝑆𝑆+1 = 𝜎𝜎2

𝑚𝑚𝑖𝑖𝑚𝑚 𝑆𝑆 
 Else   𝜎𝜎2

𝑚𝑚𝑚𝑚𝑚𝑚 𝑆𝑆+1 = 𝜎𝜎2
𝑚𝑚𝑚𝑚𝑚𝑚 𝑆𝑆 , 𝜎𝜎2

𝑚𝑚𝑖𝑖𝑚𝑚 𝑆𝑆+1 = 𝜎𝜎2
𝑚𝑚𝑚𝑚𝑚𝑚 𝑆𝑆 

 
5. If S < 𝑙𝑙𝑙𝑙𝑔𝑔2 (𝑄𝑄), then go to 2, else stop and 𝑦𝑦𝑜𝑜𝑜𝑜𝑜𝑜 = 𝜎𝜎2

𝑚𝑚𝑚𝑚𝑚𝑚 𝑆𝑆 
 

The maximum number of the necessary steps to run the 
logarithm search 𝑄𝑄 depends on two parameters which are the 
step size of the search which is according to the proposed 
distribution model is the minimum distance between variances 
of two scenarios 𝛼𝛼 as presented in (2) and the size of the region 
of the variance’s values ∆𝜎𝜎2 = 𝜎𝜎2

𝑚𝑚𝑚𝑚𝑚𝑚 − 𝜎𝜎2
𝑚𝑚𝑖𝑖𝑚𝑚 , the expression 

of T is illustrated in (3),  

 

 
𝛼𝛼 = min

∀ 𝑽𝑽𝒊𝒊,𝑽𝑽𝒋𝒋
|(𝝈𝝈𝑽𝑽𝒊𝒊

𝟐𝟐 − 𝝈𝝈𝑽𝑽𝒋𝒋
𝟐𝟐 )| , (2) 

 

 
𝑄𝑄 = 𝜎𝜎2

𝑚𝑚𝑚𝑚𝑚𝑚 − 𝜎𝜎2
𝑚𝑚𝑖𝑖𝑚𝑚

𝛼𝛼 , (3) 
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Where 𝑉𝑉𝑖𝑖 and 𝑉𝑉𝑗𝑗 referred to two different assignment 
scenarios. Note that the stochastic variable 𝛼𝛼 depends on many 
parameters such as the number of presented subtasks, processing 
time of each arrival task type distribution, the number of 
presented computing resources, etc. 

Note that, integrating the resource distribution model in the 
framework of quantum system-level is not straight-forward and 
may need a careful configuration to its parameters.  We are 
interested in providing a rigorous mathematical demonstration 
for bounding 𝛼𝛼 based on the performance specifications of the 
proposed resource distribution model, as it is required in real 
physical implementation. 

In the current subsection, we answered the fundamental 
question on how to apply the quantum method in the resource 
deployment system. In the next subsection, we will present an 
analytical comparison between the proposed quantum strategy 
and the classical counterpart.  

D. Analytical comparison between the computational 
complexity of the quantum and the classical strategy. 
The quantum minimum searching algorithm is used as a 

tool to reduce the computational complexity for selecting the
optimum deployment scenario, the time complexity of the 
quantum method of the entire system is 𝑂𝑂 (𝑙𝑙𝑙𝑙𝑙𝑙2(𝑇𝑇)𝑙𝑙𝑙𝑙𝑙𝑙2

3(√𝑑𝑑)), 
it depends on the computational complexity of the quantum 
existence testing function 𝑙𝑙𝑙𝑙𝑙𝑙2

3(√𝑑𝑑) and the logarithm search 
of the quantum algorithm 𝑙𝑙𝑙𝑙𝑙𝑙2(𝑇𝑇), where d refers to the number 
of possible deployment scenarios, this quantum technique uses 
fewer steps than the other searching methods like heuristic and 
randomized algorithms [20][21], etc. 

To calculate the maximum number of steps 𝑇𝑇 which are 
necessary to run the logarithm search of the quantum algorithm 
for every bunch of new coming subtasks to the system, the real 
problem lies in calculating properly the value 𝛼𝛼 at every task 
arrival (which means that the value of 𝛼𝛼 changes for every new 
coming task), so in order to not confuse the reader we will 
denote this repeatedly computed value of 𝛼𝛼 by 𝛼𝛼𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 . Finding 
the value of 𝛼𝛼𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎  requires determining the minimum distance 
for any two different load distributions, mathematically 
expressed as 𝛼𝛼𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎(𝑉𝑉𝑖𝑖, 𝑉𝑉𝑗𝑗) = min

∀ 𝑽𝑽𝒊𝒊,𝑽𝑽𝒋𝒋
|(𝝈𝝈𝑽𝑽𝒊𝒊

𝟐𝟐 − 𝝈𝝈𝑽𝑽𝒋𝒋
𝟐𝟐 )|. The 

computational complexity for finding 𝛼𝛼𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎  is 𝑂𝑂 (𝑑𝑑(𝑑𝑑−1)
2 ), in the 

worst case, 𝑑𝑑 = 𝑐𝑐𝑔𝑔𝑙𝑙 , where g is the number of subtasks in the 
arrived task from type l, it is noticeable that computing the value 
of 𝛼𝛼𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎  is computationally hard. 

Instead of calculating 𝛼𝛼𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎  at each arrival task, the 
alternative solution is to compute in advance the global non-
zero minimum of 𝛼𝛼, denoted by 𝛼𝛼𝑔𝑔𝑎𝑎𝑔𝑔𝑔𝑔𝑎𝑎𝑎𝑎, before starting the 
operation of the system, such that 𝛼𝛼𝑔𝑔𝑎𝑎𝑔𝑔𝑔𝑔𝑎𝑎𝑎𝑎 =

min
∀ 𝑆𝑆𝑐𝑐ℎ

𝑖𝑖 ,𝑆𝑆𝑐𝑐ℎ
𝑗𝑗

 𝛼𝛼𝑎𝑎𝑔𝑔𝑎𝑎𝑎𝑎𝑎𝑎(𝑆𝑆𝑎𝑎ℎ
𝑖𝑖 , 𝑆𝑆𝑎𝑎ℎ

𝑗𝑗 ), where 𝛼𝛼𝑎𝑎𝑔𝑔𝑎𝑎𝑎𝑎𝑎𝑎  means  minimization 

over all possible load configurations of changed unit sets 𝑆𝑆𝑐𝑐ℎ
𝑖𝑖  

and 𝑆𝑆𝑐𝑐ℎ
𝑗𝑗   belonging to the distributions 𝑉𝑉𝑖𝑖 and 𝑉𝑉𝑗𝑗. Because a 

certainly changed unit set fits many distributions, it is enough 
to define the previous formula with i and j. The expression of 
the value of 𝛼𝛼𝑎𝑎𝑔𝑔𝑎𝑎𝑎𝑎𝑎𝑎  is influenced only by a load of changed 

computing units, as we will see the proof later in the next 
subsection E, while unchanged computing units have no effects 
on  𝛼𝛼𝑎𝑎𝑔𝑔𝑎𝑎𝑎𝑎𝑎𝑎 .  

Investigating all unit set pairs to calculate 𝛼𝛼𝑙𝑙𝑙𝑙𝑙𝑙𝑔𝑔𝑔𝑔𝑙𝑙 we need 
to compute all 𝛼𝛼𝑙𝑙𝑙𝑙𝑐𝑐𝑔𝑔𝑙𝑙 which are related to unit sets, assuming 
that the number of computing unit types is 𝜃𝜃, taking advantage 
of the previous statement of 𝛼𝛼𝑙𝑙𝑙𝑙𝑙𝑙𝑔𝑔𝑔𝑔𝑙𝑙, we conclude that the 
number of possible distributions 𝑑𝑑′ is less or equal than 
𝜃𝜃𝑙𝑙𝑚𝑚𝑔𝑔𝑚𝑚 where 𝑙𝑙𝑚𝑚𝑔𝑔𝑚𝑚 is the number of arrival subtasks, which 
means that the computational complexity at this stage is 
𝑂𝑂 (𝑑𝑑′(𝑑𝑑′−1)

2 ), this computation complexity is significantly less than 
the computation complexity of 𝛼𝛼𝑙𝑙𝑙𝑙𝑐𝑐𝑔𝑔𝑙𝑙, the disadvantage of this 
minimization will create an increase in the maximum number of 
steps, but the quantum approach can handle the logarithm 
complexity of a large number of scale values because it will not 
increase significantly the complexity of the system. 

The present subsection covers a comparison between the 
classical and the quantum approach. The question was how to 
reduce the computational complexity for the setup of the 
repeated changing value of 𝛼𝛼 for any coming task, The 
alternative solution was to compute the global value 𝛼𝛼𝑙𝑙𝑙𝑙𝑙𝑙𝑔𝑔𝑔𝑔𝑙𝑙 by 
exploiting the value of 𝛼𝛼𝑙𝑙𝑙𝑙𝑐𝑐𝑔𝑔𝑙𝑙. The next subsection addresses the 
formulation of 𝛼𝛼𝑙𝑙𝑙𝑙𝑐𝑐𝑔𝑔𝑙𝑙 taking into consideration the resource 
distribution parameters. 

E. Setting up the system parameter of the resource 
distribution management model with multi-task and multi-
subtasks 
As already mentioned, in order to fully exploit the potential 

of the quantum minimum searching algorithm, it is necessary to 
configure properly the parameters of the quantum method 
according to the characteristics of the resource allocation 
model. As aforementioned, the parameter T depends on ∆𝜎𝜎2, in 
the worst case, the value of 𝜎𝜎𝑚𝑚𝑎𝑎𝑚𝑚

2 is 0.25 and the value of 𝜎𝜎𝑚𝑚𝑖𝑖𝑚𝑚
2 

will be always 0. Thus ∆𝜎𝜎2 = 𝜎𝜎𝑚𝑚𝑎𝑎𝑚𝑚
2. 

A more interesting approach addressed in this paper consist 
of providing concrete configuration of the quantum algorithm 
according to the mathematical formula given in (2), for the sake 
of the minimum distance between variances of two scenarios 
𝛼𝛼𝑙𝑙𝑙𝑙𝑐𝑐𝑔𝑔𝑙𝑙, so, it is necessary to find a manageable expression of 
(𝝈𝝈𝑽𝑽𝒊𝒊

𝟐𝟐 − 𝝈𝝈𝑽𝑽𝒋𝒋
𝟐𝟐 ). 

Let 𝑚𝑚𝑘𝑘, 𝑔𝑔𝑘𝑘 and �̅�𝑔 be respectively the total of the kth unit load 
before receiving new subtask types, the relative load of the kth 
unit, and relative load average as it is shown respectively in (4), 
(5) and (6), 
 

𝒙𝒙𝒌𝒌 = ∑ 𝑁𝑁𝑘𝑘𝑘𝑘
𝑔𝑔

𝑾𝑾

𝒗𝒗=𝟏𝟏
∆𝒗𝒗, 

 
(4) 

 
where 𝑁𝑁𝑘𝑘𝑘𝑘

𝑔𝑔  refers to the number of subtask type 𝑣𝑣 in the kth 
computing unit, 

 𝒃𝒃𝒌𝒌 = 𝒙𝒙𝒌𝒌
𝒔𝒔𝒌𝒌

, (5) 
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 �̅�𝒃 =  𝟏𝟏𝒄𝒄  ∑ 𝒃𝒃𝒌𝒌

𝒄𝒄

𝒌𝒌=𝟏𝟏
. (6) 

 
The problem was in formulating a general expression of the 
minimum distance between variances of two scenarios (𝝈𝝈𝑽𝑽𝒊𝒊

𝟐𝟐 −
𝝈𝝈𝑽𝑽𝒋𝒋

𝟐𝟐 ), i.e., for a given distribution scenario which fits to 
assigning only one subtask to a given unit. For this purpose, we 
considered that the load status of the computing units before 
and after the task deployment is given respectively by the 𝑉𝑉𝑏𝑏 
(7) and 𝑉𝑉𝑎𝑎 matrices, their rows represent the computing units 
and the columns denote the subtasks type (8). In order to find 
the expression of the minimum variance between two different 
scenarios, the load of the new subtasks type should be taken into 
account, let’s denote the set of computing units receiving the 
new subtasks by 𝑆𝑆𝑐𝑐ℎ and the remaining set of computing units 
by 𝑆𝑆𝑢𝑢𝑢𝑢, such that 𝑆𝑆𝑐𝑐ℎ ∪ 𝑆𝑆𝑢𝑢𝑢𝑢 = 𝑆𝑆𝑇𝑇. For the sake of a simple 
notation that describes all the possible deployment scenarios of 
the new subtasks, we use 𝑉𝑉𝑖𝑖 matrix, its rows represent the 
computing units and the columns denote the subtask types as it 
is expressed in (8), 

 𝑉𝑉𝑏𝑏 =

[
 
 
 
 
 𝑁𝑁11

𝑏𝑏 ⋯ ⋯
⋮ ⋱ ⋱
⋮ ⋱ ⋱

⋯ ⋯ 𝑁𝑁1𝑊𝑊
𝑏𝑏

⋯ ⋯ ⋮
⋱ ⋯ ⋮

⋮ ⋯ ⋱
⋮ ⋯ ⋯

𝑁𝑁𝑐𝑐1
𝑏𝑏 ⋯ ⋯

⋱ ⋱ ⋮
⋱ ⋱ ⋮
⋯ ⋯ 𝑁𝑁𝑐𝑐𝑊𝑊

𝑏𝑏 ]
 
 
 
 
 

, 

 

(7) 

 

 𝑉𝑉𝑖𝑖 =

[
 
 
 
 
 𝑁𝑁11

𝑉𝑉𝑖𝑖 ⋯ ⋯
⋮ ⋱ ⋱
⋮ ⋱ ⋱

⋯ ⋯ 𝑁𝑁1𝑊𝑊
𝑉𝑉𝑖𝑖

⋯ ⋯ ⋮
⋱ ⋯ ⋮

⋮ ⋯ ⋱
⋮ ⋯ ⋯

𝑁𝑁𝑐𝑐1
𝑉𝑉𝑖𝑖 ⋯ ⋯

⋱ ⋱ ⋮
⋱ ⋱ ⋮
⋯ ⋯ 𝑁𝑁𝑐𝑐𝑊𝑊

𝑉𝑉𝑖𝑖 ]
 
 
 
 
 

. (8) 

 
The relation between the load status of the computing units 
before and after the task deployment is 𝑉𝑉𝑏𝑏 + 𝑉𝑉𝑖𝑖 =  𝑉𝑉𝑎𝑎.  
The relative load of the set of computing units receiving the new 
subtasks 𝑆𝑆𝑐𝑐 is denoted by 𝒃𝒃𝑘𝑘∈𝑆𝑆𝑐𝑐ℎ

𝑽𝑽𝒊𝒊  and the relative load of the 
remaining computing units 𝒃𝒃𝑘𝑘∈𝑆𝑆𝑢𝑢𝑢𝑢  is formulated as follows, 
 

 {𝑏𝑏𝑘𝑘∈𝑆𝑆𝑐𝑐ℎ
𝑉𝑉𝑖𝑖 =  𝑏𝑏𝑘𝑘∈𝑆𝑆𝑐𝑐ℎ + 𝑽𝑽𝒊𝒊∆

𝑏𝑏𝑘𝑘∈𝑆𝑆𝑢𝑢𝑢𝑢 =  𝑏𝑏𝑘𝑘                  
 

Taking into consideration the new deployment subtasks, the 
average of the relative load of the resource model is expressed 
by the formula (10), note that 𝑷𝑷 = [𝑠𝑠1 … 𝑠𝑠𝑊𝑊] and ∆=
[∆1 … ∆𝑊𝑊]𝑡𝑡, 

 𝑏𝑏𝑉𝑉𝑖𝑖
̅̅̅̅ = 1

𝑐𝑐 ∑ 𝑏𝑏𝑘𝑘

𝑐𝑐

𝑘𝑘=1
+ 1

𝑐𝑐  𝑷𝑷𝑽𝑽𝒊𝒊∆.

 
 

 The relative load of the variance of the new deployment 
scenario is given as follows, 

 𝝈𝝈𝑽𝑽𝒊𝒊
𝟐𝟐 =  𝟏𝟏𝒄𝒄 ∑(𝒃𝒃𝑽𝑽𝒊𝒊

̅̅ ̅̅ − 𝒃𝒃𝒌𝒌
𝑽𝑽𝒊𝒊)𝟐𝟐

𝒄𝒄

𝒌𝒌=𝟏𝟏
.

In the end, we end up with the corresponding formula, 
which is expressed as follows,  

𝝈𝝈𝑽𝑽𝒊𝒊
𝟐𝟐 − 𝝈𝝈𝑽𝑽𝒋𝒋

𝟐𝟐

=  𝟏𝟏𝒄𝒄
[
 
 
 
 

∑ (
∑ 𝑁𝑁𝑘𝑘𝑘𝑘

𝑉𝑉𝑖𝑖𝑊𝑊𝑘𝑘
𝑆𝑆𝑘𝑘

)
2

𝑘𝑘∈𝑆𝑆𝑐𝑐ℎ
𝑉𝑉𝑖𝑖

− ∑ (
∑ 𝑁𝑁𝑘𝑘𝑘𝑘

𝑉𝑉𝑗𝑗𝑊𝑊𝑘𝑘
𝑆𝑆𝑘𝑘

)
2

𝑘𝑘∈𝑆𝑆𝑐𝑐ℎ
𝑉𝑉𝑗𝑗

+ 2

(

 
 ∑ (∑ 𝑁𝑁𝑘𝑘𝑘𝑘

𝑏𝑏
𝑊𝑊

𝑘𝑘=1
)

𝑘𝑘∈𝑆𝑆𝑐𝑐ℎ
𝑉𝑉𝑖𝑖

(
∑ 𝑁𝑁𝑘𝑘𝑘𝑘

𝑉𝑉𝑖𝑖𝑊𝑊𝑘𝑘
𝑆𝑆𝑘𝑘

2 )

− ∑ (∑ 𝑁𝑁𝑘𝑘𝑘𝑘
𝑏𝑏

𝑊𝑊

𝑘𝑘=1
)

𝑘𝑘∈𝑆𝑆𝑐𝑐ℎ
𝑉𝑉𝑗𝑗

(
∑ 𝑁𝑁𝑘𝑘𝑘𝑘

𝑉𝑉𝑗𝑗𝑊𝑊𝑘𝑘
𝑆𝑆𝑘𝑘

2 )

)

 
 

]
 
 
 
 
 

(12) 

The value of 𝛼𝛼 denotes the smallest distance between two 
different scenarios among all the possible scenarios in a 
database. 𝛼𝛼 is illustrated in Fig.2 

 

 
Fig.2: The horizontal axis presents all the possible deployment scenarios, while 
the vertical axis presents the borders of the variance square function (different 
results), each possible scenario corresponds to a variance value. Computing the 
value of 𝛼𝛼 requires selecting the minimum distance between variances of two 
deployment scenarios 𝑉𝑉𝑖𝑖 and 𝑉𝑉𝑗𝑗.  

It is important to mention that for any distribution, the 
difference between variances of two different scenarios 
depends only on the set of the computing units 𝑆𝑆𝑐𝑐ℎ that have 
been assigned a workload, not on all computing units. 

Note that we considered that the number of incoming 
subtasks for both scenarios 𝑉𝑉𝑖𝑖 and  𝑉𝑉𝑗𝑗 are considered as fixed 
parameters for the system distribution, another important 
remark that we want to investigate is the non-zero 𝛼𝛼. 
Furthermore, it is clearly noticeable that  (𝝈𝝈𝑽𝑽𝒊𝒊

𝟐𝟐 − 𝝈𝝈𝑽𝑽𝒋𝒋
𝟐𝟐 )2 ≥ 0, in 

order to find the minimum places, it is enough to investigate 
(𝝈𝝈𝑽𝑽𝒊𝒊

𝟐𝟐 − 𝝈𝝈𝑽𝑽𝒋𝒋
𝟐𝟐 )2 = 0, this expression derives an important 

property of the minimum points (i.e., the variables 𝑁𝑁𝑘𝑘𝑘𝑘
𝑏𝑏 , 𝑣𝑣 ∈

{1, … ,𝑊𝑊} are linearly dependent), in compliance with this 
result we conclude that the minimum places of the function 
(𝝈𝝈𝑽𝑽𝒊𝒊

𝟐𝟐 − 𝝈𝝈𝑽𝑽𝒋𝒋
𝟐𝟐 )2 are situated in a hyperplane. 

In the general case, to determine the desired α, it is needed to 
fulfill a certain number of restrictions determined by choosing 
the suitable range of the variables 𝑁𝑁𝑘𝑘𝑣𝑣

𝑏𝑏 , 𝑣𝑣 ∈ {1, … ,𝑊𝑊}. The 
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function (𝝈𝝈𝑽𝑽𝒊𝒊
𝟐𝟐 − 𝝈𝝈𝑽𝑽𝒋𝒋

𝟐𝟐 ) is continuous, however,  from resource 

distribution management point of view the variables 𝑁𝑁𝑘𝑘𝑘𝑘
𝑏𝑏 , 𝑘𝑘 ∈

{1, … , 𝑊𝑊} must be integers. The first step is to assign an integer 
number different than zero to all the variables except one value, 
which corresponds to the subtask 𝒗𝒗 = 𝜔𝜔, this value could be 
𝑁𝑁𝑘𝑘𝜔𝜔

𝑏𝑏  / 𝑘𝑘 ∈ 𝑆𝑆𝑐𝑐ℎ
𝑉𝑉𝑖𝑖 (or  𝑘𝑘 ∈ 𝑆𝑆𝑐𝑐ℎ

𝑉𝑉𝑗𝑗), then computing the value of 𝑁𝑁𝑘𝑘𝜔𝜔
𝑏𝑏  / 

𝑘𝑘 ∈ 𝑆𝑆𝑐𝑐ℎ
𝑉𝑉𝑖𝑖 (or  𝑘𝑘 ∈ 𝑆𝑆𝑐𝑐ℎ

𝑉𝑉𝑗𝑗), that corresponds to the remaining 
variables, here, at this stage, we have two options whether the 
value of 𝑁𝑁𝑘𝑘𝜔𝜔

𝑏𝑏  / 𝑘𝑘 ∈ 𝑆𝑆𝑐𝑐ℎ
𝑉𝑉𝑖𝑖 (or  𝑘𝑘 ∈ 𝑆𝑆𝑐𝑐ℎ

𝑉𝑉𝑗𝑗) is an integer or not. 

1st case: if 𝑁𝑁𝑘𝑘𝜔𝜔
𝑏𝑏  / 𝑅𝑅 ∈ 𝑆𝑆𝑐𝑐ℎ

𝑉𝑉𝑖𝑖 (or  𝑅𝑅 ∈ 𝑆𝑆𝑐𝑐ℎ
𝑉𝑉𝑗𝑗) is an integer 

The minimum distance between the variances of two 
scenarios α equals to zero and the values of the variables 𝑁𝑁𝑘𝑘𝜔𝜔

𝑏𝑏 , 
𝑘𝑘 ∈ {1, … , 𝑊𝑊} are not appropriate solutions for α, so, in this 
case, we can modify 𝑁𝑁𝑘𝑘𝜔𝜔

𝑏𝑏  / 𝑘𝑘 ∈ 𝑆𝑆𝑐𝑐ℎ
𝑉𝑉𝑖𝑖 (or  𝑅𝑅 ∈ 𝑆𝑆𝑐𝑐ℎ

𝑉𝑉𝑗𝑗), by increasing 
or decreasing 𝑁𝑁𝑘𝑘𝜔𝜔

𝑏𝑏 , and assigning the value of 𝑁𝑁𝑘𝑘𝜔𝜔
𝑏𝑏 + 𝟏𝟏  or 

𝑁𝑁𝑘𝑘𝜔𝜔
𝑏𝑏 − 𝟏𝟏  to 𝑁𝑁𝑘𝑘𝜔𝜔

𝑏𝑏  / 𝑘𝑘 ∈ 𝑆𝑆𝑐𝑐ℎ
𝑉𝑉𝑖𝑖

, (or assigning the value of 𝑁𝑁𝑘𝑘𝜔𝜔
𝑏𝑏 + 𝟏𝟏  

or 𝑁𝑁𝑘𝑘𝜔𝜔
𝑏𝑏 − 𝟏𝟏  to 𝑁𝑁𝑘𝑘𝜔𝜔

𝑏𝑏  / 𝑘𝑘 ∈ 𝑆𝑆𝑐𝑐ℎ
𝑉𝑉𝑗𝑗

).  
The most important thing is to choose only one assignment 

which results in the minimum value of 𝜶𝜶, let us investigate the 
value of 𝑓𝑓 = (𝝈𝝈𝑽𝑽𝒊𝒊

𝟐𝟐 − 𝝈𝝈𝑽𝑽𝒋𝒋
𝟐𝟐 )2 when we assign the value of 𝑁𝑁𝑘𝑘𝜔𝜔

𝑏𝑏 +
𝟏𝟏  or 𝑁𝑁𝑘𝑘𝜔𝜔

𝑏𝑏  − 𝟏𝟏  to 𝑁𝑁𝑘𝑘𝜔𝜔
𝑏𝑏  , (or assigning the value of 𝑁𝑁𝑘𝑘𝜔𝜔

𝑏𝑏 + 𝟏𝟏 or 
𝑁𝑁𝑘𝑘𝜔𝜔

𝑏𝑏 − 𝟏𝟏 𝐭𝐭𝐭𝐭 𝑁𝑁𝑘𝑘𝜔𝜔
𝑏𝑏  / 𝑘𝑘 ∈ 𝑆𝑆𝑐𝑐ℎ

𝑉𝑉𝑗𝑗), using the previous result which 
stated that (𝝈𝝈𝑽𝑽𝒊𝒊

𝟐𝟐 − 𝝈𝝈𝑽𝑽𝒋𝒋
𝟐𝟐 )2 ≥ 0, we get to the following result, 

𝑓𝑓𝑁𝑁𝑘𝑘𝑘𝑘
𝑏𝑏 +1 = 𝑓𝑓𝑁𝑁𝑘𝑘𝑘𝑘

𝑏𝑏 −1.

The above expression states that the cross-section of the 
hyperplane is symmetric on the minimum places of (𝜎𝜎𝑉𝑉𝑖𝑖

2 −
𝜎𝜎𝑉𝑉𝑗𝑗

2 )2 in its dimensional space. 

2nd case: if 𝑁𝑁𝑘𝑘𝜔𝜔
𝑏𝑏   / 𝑘𝑘 ∈ 𝑆𝑆𝑐𝑐ℎ

𝑉𝑉𝑖𝑖 (or  𝑅𝑅 ∈ 𝑆𝑆𝑐𝑐ℎ
𝑉𝑉𝑗𝑗) is not an integer 

The function (𝝈𝝈𝑽𝑽𝒊𝒊
𝟐𝟐 − 𝝈𝝈𝑽𝑽𝒋𝒋

𝟐𝟐 ) has monotonous nature, 
consequently, the solution is to assign to 𝑁𝑁𝑘𝑘𝑘𝑘

𝑏𝑏   / 𝑘𝑘 ∈ 𝑆𝑆𝑐𝑐ℎ
𝑉𝑉𝑖𝑖 (or  𝑘𝑘 ∈

𝑆𝑆𝑐𝑐ℎ
𝑉𝑉𝑗𝑗) the nearest integer, in this case, 𝛼𝛼 does not equal to zero. 

In this section, a mathematical framework was developed, 
which jointly determines the minimum distance between the 
variances of two scenarios 𝛼𝛼.  

F. Simulation 
We have developed a simulator to show the efficiency of the 

quantum method compared to the randomized method. We will 
apply the optimized strategy for two metrics independently, the 
resource distribution system contains three elements; they are 
defined as follows: 
One task generator: The tasks are exponentially generated, all 
the tasks have the same memory and energy requirement. 
Decision-Maker: This component is responsible for selecting 
the best placement of the task, so, we will have two simulations, 
the first one is to assign tasks randomly to the computing units 
and the second one is to use the quantum algorithm. 

Resources: The system contains 30 computing units, there are 
3 types of these computing units, the following table presents 
the initial energy consumption of every computing unit type and 
their theoretical capacity, i.e., the energy consumed from 
computing units when it is working and not serving any task. 
The service time of each task is fixed, it equals 5s and its 
memory requirement is also fixed, it equals 2 Kbit, the amount 
of the necessary power consumption to complete the serving of 
each task is 10 Watts.  

          Units type 
            

 Characteristics 
Type 1 Type 2 Type 3 

Initial Energy 150 300 450 
Theoretical 

capacity 10 20 30 

Number of 
computing units 30 40 30 

Table.1: the characteristics of computing units 

 
Fig.3: The overall energy consumption curves of the optimized (red line) and 
the randomized strategies (blue line), in case setting up the following 
parameters, the mean = 0.05.    

 
Fig.4: The variances curves of the optimized (red line) and the randomized 
strategies (blue line), in case setting up the following parameters, the mean = 
0.05.    

 
Fig.5: The average load curve of the optimized and the randomized strategies, 
in case setting up the following parameters, the mean = 0.05.    

According to Fig.3 and Fig.4, the curves representing the 
total power consumption of the randomized algorithm are larger 
than the optimized method. As a conclusion, the optimized 
strategy has better results in finding the minimum overall power 
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consumption and the best uniformity distribution than the 
randomized method during the whole simulation process. 

III. CONCLUSION 
This work addresses the problem of distributing task 

portions, i.e., subtasks, among different resource computing as a 
means to alleviate the computational complexity of selecting the 
optimum distribution scenarios, the main objective was to 
conserve the uniformity distribution load. The quantum 
minimum searching was our best choice for achieving optimal 
deployment results, which is dramatically influences in reducing 
the computational complexity of the system.  

Also, we handled a general case that handles multi-
optimization metrics, as well as testing the proposed quantum 
approach by the simulation environment. 

In the future work, the quantum algorithm will treat a model 
which handle more general case, multi-optimization metrics, as 
well as testing the proposed quantum approach by simulation 
environment, at the same time increasing the complexity 
problem by defining its nonlinear combination function, 
furthermore, we will try to implement constraints to our 
quantum algorithm.  
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