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Indexing current advances with DOI – at the  
Infocommunications Journal

Pal Varga

INFOCOMMUNICATIONS JOURNAL

SEPTEMBER 2019 • VOLUME XI • NUMBER 3 1

Welcome by the Editor

THE vast domain of Infocommunications reach from the 
physics of wireless and wired communication channels, 

through traversing the information – in a secure way – to its 
destination(s) to analyzing the characteristics of that transmission.

Since the area is huge, categorizing advances is hard. We 
operate with keywords – index terms –, text-mining of research 
papers, and creating clusters based on similar set of areas in- 
volved in these papers. The survey papers that keep appearing 
in our journal is useful in this sense as well: connecting and 
summarizing the current knowledge of a field – even if it has 
just emerged. In order to help indexing of our journal papers and 
the ones cited inside, we encourage our authors to reference the 
DOI – Document Object Identifier – of their cited articles, and 
we make sure these DOIs point to the source of the document, 
making it easier for the readers to reach it directly. This activity is 
animated by DOI commissioners such as the Hungarian Academy 
of Sciences, who helps us assigning DOIs through the original 
DOI provider, CrossRef.

The six papers of this issue includes an invited survey and five 
papers that arrived to the open call. Let us have a brief overview 
of these papers.

In their survey paper on cellular MIMO systems, Fodor, Pap 
and Telek discussed recent advances in the field of Channel 
State Information (CSI) acquisition and managing the inherent 
tradeoff between using time, frequency and power resources for 
CSI acquisition and transmitting data symbols. As they describe, 
managing this tradeoff has a large impact on the achievable 
spectral efficiency in cellular systems, in which the number of 
transmit and receive antennas grows large. They make the point 
that the joint allocation of frequency, time and power resources 
is subject to constraints that depend on the specific pilot pattern, 
described in the paper.

In their study, Çiftlikli et. al. considers the transceiver design 
for multi-user MIMO (MU-MIMO) communications, in which a 
single transmitter adopts beamforming to simultaneously transmit 
information at the first time-slot. beamforming to simultaneously 
transmit information at first During the second time-slot, receivers 
cooperate to share specific results of OSIC detection in each 
user. They propose the maximum-likelihood (ML) approach to 
estimate the received symbols, claiming that their solution does 
not increase the system complexity significantly.

In his paper, Roman Ipanov describes, sythesizes, and 
discusses the various characteristics of the polyphase (p-phase, 
where p is the prime integer number) radar signal. This signal 
has an area of zero side lobes in a vicinity of the central peak of 

autocorrelation function. He shows that this signal represents a 
train from p coherent phase-code-shift keyed pulses, which are 
coded by complementary sequences of the p-ary D-code.

Our distinguished author, Sergey M. Smolskiy teamed up 
with Dmitrii I. Popov in their recent article on non-recursive 
rejection filters (RF) in the transient mode. They achieved RF 
modernization by its structure adjustment according to results of 
clutter edge detection, which leads to its effectiveness increase in 
the transient mode sequentially from one pulse to another.

Alawadi, Zaher and Molnar introduce novel methods for 
predicting behavior of elephant flows in Data Center Networks. In 
their paper, they empirically designed, implemented, and analyzed 
a new performance evaluation model for flow scheduling and flow 
congestion control algorithms used in data center networks based 
on multiple stochastic workloads to predict the value at risk of the 
elephant flows loss rate.

In their paper, Li, Wu and Wang propose a Deep Web data 
source classification method based on text feature extension and 
extraction. The experimental results not only show that their 
model has significant advantages over the previous methods, but 
also prove that the use of the Attention mechanism can improve 
the precision without a huge increase in the cost of training time.

Let us again stop for awhile and think of the seventy years 
that has passed since our HTE, the Scientific Association for 
Infocommunications, has born. It must be hard for most of us, 
since we have not been involved in research those times – so let 
us remember the ten years for our Journal. In both cases, this is a 
year for celebration: remembering some legendary achievements, 
and aiming for new challenges.
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Abstract—In cellular multi-user multiple input multiple output
(MU-MIMO) systems the quality of the available channel state
information (CSI) has a large impact on the system performance.
Specifically, reliable CSI at the transmitter is required to deter-
mine the appropriate modulation and coding scheme, transmit
power and the precoder vector, while CSI at the receiver is needed
to decode the received data symbols. Therefore, cellular MU-
MIMO systems employ predefined pilot sequences and configure
associated time, frequency, code and power resources to facilitate
the acquisition of high quality CSI for data transmission and
reception. Although the trade-off between the resources used
for pilot and user data transmission has been known for long,
the near-optimal configuration of the available system resources
for pilot and data transmission is a topic of current research
efforts. Indeed, since the fifth generation of cellular systems utilizes
heterogeneous networks in which base stations are equipped with
a large number of transmit and receive antennas, the appropriate
configuration of pilot-data resources becomes a critical design
aspect. In this article, we review recent advances in system design
approaches that are designed for the acquisition of CSI and discuss
some of the recent results that help to dimension the pilot and
data resources specifically in cellular MU-MIMO systems.

Index Terms–Multi-antenna systems, channel state information,
estimation techniques, receiver algorithms.

I. INTRODUCTION

In the uplink of cellular MU-MIMO systems, the base
station (BS) typically acquires CSI of the uplink by means
of uplink pilot or reference signals that are orthogonal in the
code domain. Mobile stations (MSs) in long term evolution
(LTE) systems, for example, use cyclically shifted Zadoff-Chu
sequences to form demodulation reference signals allowing the
BS to acquire CSI at the receiver (CSIR), which is necessary
for uplink data reception [1]. By contrast, to acquire CSI at
the transmitter (CSIT), BSs rely either on downlink pilots and
quantized information fed back by MSs [2] or assume channel
reciprocity [3]. It has been pointed out by several related works
that in systems employing pilot aided channel estimation the
number of pilot symbols and the pilot-to-data power ratio
(PDPR) play a crucial role in optimizing the inherent trade-
off of sharing the available resources between pilot and data
symbols [3]–[6].

The early work in [4] determined lower and upper bounds
on the difference between the mutual information when the
receiver has an estimate of the CSI and when it has perfect
knowledge of the channel. It also determined upper and lower

G. Fodor is partially supported by the joint Ericsson-KTH project Ma-
chine Learning for Spectrum Sharing in Massive MIMO Networks (SPECS
II). M. Telek is partially supported by the OTKA K-123914 and the
TUDFO/51757/2019-ITM grants.

bounds – as functions of the variance of the channel measure-
ment error – on this difference. Subsequently, the results in [5]
showed how pilot-based channel estimation affects the capacity
of the fading channel, emphasizing that training imposes a
substantial information-theoretic penalty, especially when the
coherence interval T (expressed in terms of the number of
symbols available for pilot and data transmission) is only
slightly larger than the number of transmit antennas M , or when
the signal-to-noise ratio (SNR) is low. In these regimes, learning
the entire channel is highly suboptimal. Conversely, if the SNR
is high, and T is much larger than M , training-based schemes
can come very close to achieving capacity. Therefore, the power
that should be spent on training and data transmission depends
on the relation between T and M . Specifically in MIMO
orthogonal frequency division multiplexing (OFDM) systems
that employ minimum mean squared error (MMSE) channel
estimation, references [6] and [7] computed lower bounds. It
was also shown that the optimal PDPR that maximizes this
lower bound or minimizes the average symbol error rate can
significantly increase the capacity compared with a system that
uses a suboptimal PDPR setting. More recently, specifically
for MU-MIMO systems, the trade-off between pilot and data
symbols was analyzed in [8].

While the above references focused on a single cell sys-
tem, a series of other works developed models for multi-cell
MU-MIMO systems and proposed multi-cell pilot and/or data
power control schemes that aim to maximize suitable system-
wide utility functions [9]–[11]. In particular, the results in [9]
and [10] indicate that in multi-cell MU-MIMO systems con-
trolling the transmit power of both the pilot and data symbols
can drastically improve the spectral and energy efficiency of
the system. These papers assume the availability of a central
control entity, which is hardly feasible in practice. Likewise,
[10] demonstrates that multi-cell power control for the pilot
and data symbols is necessary to maximize the system sum-rate,
but it does not propose a decentralized algorithm that could be
used for this purpose in practice. Therefore, suitable multi-cell
schemes are actively researched by the academic and industrial
communities.

In this direction, the work by [11] proposes a multi-cell
game-theoretic approach for pilot contamination avoidance,
although it does not consider the power control problem and
that of setting the PDPR. The purpose of the present article is
to survey recent advances and to point at some open problems
in acquiring CSI in cellular MU-MIMO systems. Since under-
standing the inherent trade-offs of CSI acquisition is necessary
to appreciate recent system design approaches and results,
Section II provides a brief overview of the evolution of multi-
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some of the recent results that help to dimension the pilot and
data resources specifically in cellular MU-MIMO systems.

Index Terms–Multi-antenna systems, channel state information,
estimation techniques, receiver algorithms.

I. INTRODUCTION

In the uplink of cellular MU-MIMO systems, the base
station (BS) typically acquires CSI of the uplink by means
of uplink pilot or reference signals that are orthogonal in the
code domain. Mobile stations (MSs) in long term evolution
(LTE) systems, for example, use cyclically shifted Zadoff-Chu
sequences to form demodulation reference signals allowing the
BS to acquire CSI at the receiver (CSIR), which is necessary
for uplink data reception [1]. By contrast, to acquire CSI at
the transmitter (CSIT), BSs rely either on downlink pilots and
quantized information fed back by MSs [2] or assume channel
reciprocity [3]. It has been pointed out by several related works
that in systems employing pilot aided channel estimation the
number of pilot symbols and the pilot-to-data power ratio
(PDPR) play a crucial role in optimizing the inherent trade-
off of sharing the available resources between pilot and data
symbols [3]–[6].

The early work in [4] determined lower and upper bounds
on the difference between the mutual information when the
receiver has an estimate of the CSI and when it has perfect
knowledge of the channel. It also determined upper and lower
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bounds – as functions of the variance of the channel measure-
ment error – on this difference. Subsequently, the results in [5]
showed how pilot-based channel estimation affects the capacity
of the fading channel, emphasizing that training imposes a
substantial information-theoretic penalty, especially when the
coherence interval T (expressed in terms of the number of
symbols available for pilot and data transmission) is only
slightly larger than the number of transmit antennas M , or when
the signal-to-noise ratio (SNR) is low. In these regimes, learning
the entire channel is highly suboptimal. Conversely, if the SNR
is high, and T is much larger than M , training-based schemes
can come very close to achieving capacity. Therefore, the power
that should be spent on training and data transmission depends
on the relation between T and M . Specifically in MIMO
orthogonal frequency division multiplexing (OFDM) systems
that employ minimum mean squared error (MMSE) channel
estimation, references [6] and [7] computed lower bounds. It
was also shown that the optimal PDPR that maximizes this
lower bound or minimizes the average symbol error rate can
significantly increase the capacity compared with a system that
uses a suboptimal PDPR setting. More recently, specifically
for MU-MIMO systems, the trade-off between pilot and data
symbols was analyzed in [8].

While the above references focused on a single cell sys-
tem, a series of other works developed models for multi-cell
MU-MIMO systems and proposed multi-cell pilot and/or data
power control schemes that aim to maximize suitable system-
wide utility functions [9]–[11]. In particular, the results in [9]
and [10] indicate that in multi-cell MU-MIMO systems con-
trolling the transmit power of both the pilot and data symbols
can drastically improve the spectral and energy efficiency of
the system. These papers assume the availability of a central
control entity, which is hardly feasible in practice. Likewise,
[10] demonstrates that multi-cell power control for the pilot
and data symbols is necessary to maximize the system sum-rate,
but it does not propose a decentralized algorithm that could be
used for this purpose in practice. Therefore, suitable multi-cell
schemes are actively researched by the academic and industrial
communities.

In this direction, the work by [11] proposes a multi-cell
game-theoretic approach for pilot contamination avoidance,
although it does not consider the power control problem and
that of setting the PDPR. The purpose of the present article is
to survey recent advances and to point at some open problems
in acquiring CSI in cellular MU-MIMO systems. Since under-
standing the inherent trade-offs of CSI acquisition is necessary
to appreciate recent system design approaches and results,
Section II provides a brief overview of the evolution of multi-
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antenna systems specifically in cellular networks. Next, Section
III describes the two fundamental inherent trade-offs associated
with CSI acquisition (related to the number of pilot symbols
and the applied pilot power respectively). Section IV surveys
recent papers related to CSI at the transmitter acquisition,
that is of fundamental importance for downlink transmissions.
Section V discusses advancements in CSI acquisition at the
receiver, that is important for uplink reception and downlink
transmission when reciprocity between the uplink and downlink
channels holds. Reference signal design and channel estimation
are discussed in Section VI. Next, Section VII provides an
overview of recent papers that develop decentralized schemes
that ease the burden on the base station by involving the
mobile stations in the power control, resource allocation and
channel estimation tasks. Finally, Section VIII discusses recent
advances in mmWave systems, that are promising candidates
for accommodating large scale MIMO systems and for taking
advantage of underutilized spectrum resources. Section IX
offers concluding remarks and provides an outlook on CSI
acquisition in future cellular systems.

II. THE EVOLUTION OF MULTI-ANTENNA SYSTEMS: FROM
SINGLE USER TO MASSIVE MULTI-USER MULTIPLE INPUT

MULTIPLE OUTPUT SYSTEMS

Conventional communication systems equipped with a single
transmit antenna and a single receive antenna are called single
input single output (SISO) communication systems (Figure 1,
upper left). This intuitively clear terminology explicitly refers
to a signal model that involves the convolution of the complex
impulse response of the wireless channel (typically represented
as a random variable h) and the single input x to model the
single output y:

y = h � x+ n, (1)

where n is complex baseband additive white Gaussian noise
(AWGN). The above equation is for a single realization of the
complex single output y [12].

The value of multiple antenna systems as a means to im-
prove communications, including improving the overall system
capacity and transmission reliability, was recognized in the
early ages of wireless communications. Specifically, adaptive
transmit or receive beamforming by means of employing mul-
tiple antennas either at the transmitter or the receiver roots
back to classic papers that appeared in the 1960s and 1970s
[13]–[15]. In particular, Widrow et al. described a least mean
square (LMS) adaptive antenna array, which is a technique
to adaptively determine the weights that are derived from the
received signal to minimize the mean squared error (MSE)
between the received signal and a reference (pilot) signal [13],
[15]. Applebaum proposed a multiple antenna array structure
that adaptively suppresses sidelobe energy when the desired
signal’s angle of arrival (AoA) is known, such as in a radar
system.

Starting from the 1980’s, there has been a renewed and
increased interest in employing multiple antenna techniques in
commercial systems, particularly mobile and cellular systems,
where multipath and unintentional interference from simultane-
ously served users were the main concern [16]. However, it was

interference 
cooperation 

Single Cell SISO Single Cell SIMO and MISO Single Cell MIMO 

Single Cell MU MIMO Multi-Cell MU MIMO Network/Cooperative  
MU MIMO 

Figure 1. The evolution of multiple antenna systems from single cell single
input single output transmissions to cooperative network multiple input multiple
output transmissions.

not until the cost of digital signal processing was dramatically
reduced and commercial wireless systems matured in the late
1990s that adaptive beamforming became commercially feasi-
ble, and large scale industrial interest has started to take off.

While traditional SISO systems exploit time- or frequency-
domain processing and decoding of the transmitted and received
data [17], [18], the use of additional antenna elements at the
cellular BS or user equipment (UE) side opens up the extra
spatial dimension to signal precoding and detection. Depending
on the availability of multiple antennas at the transmitter and
the receiver, such techniques are classified as Single Input
Multiple Output (SIMO), Multiple Input Single Output (MISO)
or MIMO (Figure 1, upper middle and upper right). Specifically,
space-time and space-frequency processing methods in SIMO,
MISO and MIMO systems make use of the spatial dimension
with the aim of improving the link’s performance in terms of
error rate, data rate or spectral and energy efficiency [15].

In the context of cellular networks, for example, in the
scenario of a multi-antenna enabled BS communicating with
a single antenna UE, the uplink (UL) and downlink (DL)
are referred to as SIMO and MISO respectively. When a
multi-antenna terminal is involved, a full MIMO link may be
obtained, although the term MIMO is sometimes also used in
a collective sense including SIMO and MISO as special cases.

A MIMO system, in which the transmitter and receiver are
equipped with M and N antennas respectively, is conveniently
characterized by the multi-dimensional version of (1) as fol-
lows:

y = H︸︷︷︸
N×M

x︸︷︷︸
M×1

+ n︸︷︷︸
N×1

∈ CN×1, (2)

where x and y represent the complex M and N dimensional
input and output vectors of the MIMO system respectively and
n is complex baseband AWGN vector.

While a point-to-point multiple-antenna link between a BS
and a UE is referred to as Single-User Multiple Input Mul-
tiple Output (SU-MIMO), MU-MIMO features several UEs
communicating simultaneously using the same frequency- and
time-domain resources (Figure 1, lower left). By extension,
considering a multi-cell system, neighboring BSs sharing their
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antennas and forming a virtual MIMO system to communicate
with the same set of UEs in different cells are called cooperative
multi-point (CoMP) or network MIMO transmission/reception
(Figure 1, lower middle and lower right).

Multiple antenna techniques, as illustrated by Figure 1 offer
(the combinations of) three advantages over traditional SISO
systems:

• Diversity gain: The diversity gain corresponds to the
mitigation of the effect of multipath fading, by means
of transmitting and/or receiving over multiple wireless
channels created by the multiple antennas on the transmit
and/or receive sides of the communication link.

• Array gain: The array gain corresponds to a spatial version
of the well-known matched-filter gain achieved by time-
domain receivers.

• Spatial multiplexing gain: The spatial multiplexing gain
refers to the ability to send multiple data streams in
parallel and to separate them on the basis of their spatial
signature. The spatial multiplexing gain is a particularly
attractive gain of MIMO systems over SISO systems,
because MIMO data stream multiplexing does not come
at the cost of bandwidth expansion and can therefore yield
drastic spectral efficiency gains.

As we shall see, the gains associated with multi-antenna
systems strongly depend on the availability of CSI – the
matrix H in (2) – at the transmitter and the receiver, which
motivated the research and standardization communities to
develop resource efficient techniques that enable the acquisition
of CSIT and CSIR. Due to their great impact on the achievable
gains, these acquisition techniques form an important part of
MIMO systems, as discussed in more detail in the next section.

Due to the advances in digital signal processing, antenna
theory and the commercial success of MIMO, and in partic-
ular, MU-MIMO systems, the research community has been
investigating the characteristics of large scale antenna systems,
in which the cellular BS is equipped with a great number
of antennas. Indeed, evolving wireless standards are expected
to support the deployment of several tens or even hundreds
of transmit and receive antennas at infrastructure nodes and
over ten transmit and receive antennas at commercial UEs. It
is worth noting that in the asymptotic regime of such large
scale or massive MIMO systems, it turns out that the lack
of accurate CSI is the main cause of performance saturation,
besides hardware impairments. Therefore, scalable and resource
efficient CSI acquisition techniques have been and continues to
be in the focus of the MIMO community ever since the large
commercial deployments of such systems have started.

III. CHANNEL STATE INFORMATION ACQUISITION AND
TRANSCEIVER DESIGN: CHALLENGES AND TRADE-OFFS IN

MULTI-USER MULTIPLE INPUT MULTIPLE OUTPUT
SYSTEMS

As noted, the spectral and energy-efficient operation of
wireless systems in general, and multiple antenna systems in
particular, relies on the acquisition of accurate CSIT and CSIR
[19]. The main reasons for this are that (i) transmitters of
modern wireless systems adapt the transmitted signal charac-
teristics to the prevailing channel conditions and (ii) the effect

of the channel on the transmitted signal must be estimated
in order to recover the transmitted information. As long as
the receiver accurately estimates how the channel modifies the
transmitted signal, it can recover the signal from the impacts of
the wireless channel. In practice, pilot signal-based data-aided
techniques are used not only due to their superior performance
in fast fading environments, but also due to their cost efficiency
and inter-operability in commercial systems. Consequently,
channel estimation methods have been studied extensively and
a large number of schemes, including blind, data-aided, and
decision-directed non-blind techniques, have been evaluated
and proposed in the literature [20]–[22].

As the number of antennas at the BS and the simultaneously
served users grow large, it is desirable to have pilot based
schemes that are scalable in terms of the required pilot symbols
and provide high quality CSI for UL data detection and DL
precoding. To this end, MU-MIMO systems employing a large
number of antennas typically rely on channel reciprocity and
employ uplink pilots to acquire CSI at BSs. Although solu-
tions for non-reciprocal systems (such as systems operating
in frequency division duplexing (FDD) mode) are available
[23], it is generally assumed that massive MIMO systems can
advantageously operate in time division duplexing (TDD) mode
exploiting channel reciprocity [3], [24].

Pilot reuse generally causes contamination of the channel
estimates, which is known as pilot contamination (PC) or pilot
pollution. As there are a large number of channels to be esti-
mated in MU-MIMO and massive MIMO systems, accurate CSI
acquisition scaling with the number of BS antennas becomes
a significant challenge due to the potentially limited number
of pilots available. Indeed, PC limits the performance gains
of non-cooperative MU-MIMO systems [3], [25]. Specifically,
PC is known to cause a saturation effect in the signal-to-
interference-plus-noise ratio (SINR) as the number of BS
antennas increases to a very large value. This is in contrast
to the PC exempt scenario where the SINR increases almost
linearly with the number of antennas [25]. It is therefore clear
that the trade-offs associated with the resources used for pilot
signals and those reserved for data transmission is a key design
aspect of modern wireless communication systems.

Although pilot-based CSI acquisition is advantageous in
fast fading environments, its inherent trade-offs must be taken
into account when designing channel estimation techniques for
various purposes. These purposes include demodulation, pre-
coding or beamforming, spatial multiplexing and other channel-
dependent algorithms such as frequency selective scheduling or
adaptive modulation and coding scheme (MCS) selection [6]–
[8]. The inherent trade-offs between allocating resources to pilot
and data symbols include the following, as illustrated in Figure
2:

• Increasing the power, time, or frequency resources to
pilot signals improves the quality of the channel estimate,
but leaves fewer resources for uplink or downlink data
transmission [6]–[8].

• Constructing long pilot sequences (for example, employing
orthogonal symbol sequences such as those based on the
well-known Zadoff-Chu sequences in LTE systems) helps
to avoid tight pilot reuse in multi-cell systems), helps to
reduce or avoid inter-cell pilot interference. This is because
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Figure 2. Trade-offs associated with channel estimation, reference (pilot) signal
design in MU-MIMO systems

long pilot sequences enable to construct a great number
of orthogonal sequences and, consequently, help to avoid
pilot reuse in neighbor cells, and thereby address the root
cause of PC. On the other hand, spending a greater number
of symbols on pilots increases the pilot overhead and might
violate the coherence bandwidth [8], [26].

• Specifically in MU-MIMO systems, increasing the number
of orthogonal pilot sequences may increase the number
of spatially multiplexed users at the expense of spending
more symbols when creating the orthogonal sequences [6],
[7].

In particular, increasing the pilot power increases the SNR
of the received pilot signal, and thereby improves the quality of
channel estimation in terms of the MSE of the channel estimate
[27]. Unfortunately, increasing the pilot power may also lead
to the SNR degradation of the data signals, and may exacerbate
the PC problem in multi-cell scenarios [9]. In addition to these
inherent trade-offs, the arrangement of the pilot symbols in the
time, frequency, and spatial domains have been shown to have
a significant impact on the performance of MU-MIMO and
massive MIMO systems in practice, see for example [6], [7],
[28].

IV. RECENT ADVANCES IN CSIT ACQUISITION
TECHNIQUES

Recent research results and experiments with practical im-
plementations have identified the key challenges that must be
overcome in order to realize the potential benefits of massive
MIMO [29]. One of the real-world challenges is given by the
need of accurate CSI at the BS side. In principle, CSI may
be obtained through transmitting orthogonal reference signals
from each transmit antenna element, and then feeding back the
observed spatial channel at the UE to the BS. This approach
has the drawback that the reference signal overhead in terms
of required CSI grows linearly with the number of transmit
antennas. More specifically, CSIT at the transmitter in cellular
systems employing FDD requires a feedback channel to the
cellular BS, since reciprocity between the downlink and uplink
channels cannot be assumed. When the number of antennas
deployed at the BS is large, feedback-based CSIT acquisition
is a challenge, because the number of pilot sequences as well
as feeding back information about the entire vector channel

Figure 3. Massive MIMO deployments at the base station can support a large
number of (up to several hundred) of possibly cross-polarized antenna elements.
When high quality CSI is available at the BS, the system supports single and
multi-user transmissions.

increases linearly with the number of antennas. For this reason,
massive MU-MIMO systems are expected to be deployed in
TDD systems, although valuable spectrum resources are allo-
cated to FDD systems. Therefore, CSIT acquisition techniques
that do not rely on channel reciprocity is of large interest by
the research and standardization communities.

Indeed, one of the main technical goals of the 5th generation
of cellular systems is to provide a system concept that supports
1000 times higher system spectral efficiency as compared
with current LTE deployments but with a similar cost and
energy dissipation per area as in today’s cellular systems [30].
Historically, the 3rd Generation Partnership Project (3GPP)
standard for the LTE has been designed with MU-MIMO as a
goal to increase capacity. To this end, LTE has adopted various
MU-MIMO technologies. Specifically, in LTE Release 8, the
downlink transmission supports up to four antenna ports at
the BS. There is an option for performing antenna switching
with up to two transmit antennas. Furthermore, Release 10
(also known as LTE-Advanced or LTE-A) provides enhanced
MIMO technologies. A new codebook and feedback design
are implemented to support spatial multiplexing with up to
eight independent spatial streams and enhanced MU-MIMO
transmissions. The LTE Release 13 enables high-order MIMO
systems with up to 64 antenna ports at the BS, which enables
deployments in higher frequencies by supporting high-precision
beamforming solution.

In a similar manner, massive or large MIMO systems
are considered essential for meeting 5G capacity goals [24].
Massive MIMO systems generally have a large number of
antennas at the BS consisting of 100 or more multiple antenna
elements with associated large code books and scalable CSI
acquisition techniques. An example of massive MIMO at the BS
is shown in Figure 3. Clearly, these systems impose much more
demanding requirements on CSI acquisition, precoding and
receiver design in terms of scalability than the early release of
LTE. Therefore, massive MIMO provides a suitable solution for
substantially increasing the spectral efficiency and thereby the
capacity for a given spectrum allocation. Massive MU-MIMO
networks exploit the additional spatial degrees of freedom
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massive MU-MIMO systems are expected to be deployed in
TDD systems, although valuable spectrum resources are allo-
cated to FDD systems. Therefore, CSIT acquisition techniques
that do not rely on channel reciprocity is of large interest by
the research and standardization communities.

Indeed, one of the main technical goals of the 5th generation
of cellular systems is to provide a system concept that supports
1000 times higher system spectral efficiency as compared
with current LTE deployments but with a similar cost and
energy dissipation per area as in today’s cellular systems [30].
Historically, the 3rd Generation Partnership Project (3GPP)
standard for the LTE has been designed with MU-MIMO as a
goal to increase capacity. To this end, LTE has adopted various
MU-MIMO technologies. Specifically, in LTE Release 8, the
downlink transmission supports up to four antenna ports at
the BS. There is an option for performing antenna switching
with up to two transmit antennas. Furthermore, Release 10
(also known as LTE-Advanced or LTE-A) provides enhanced
MIMO technologies. A new codebook and feedback design
are implemented to support spatial multiplexing with up to
eight independent spatial streams and enhanced MU-MIMO
transmissions. The LTE Release 13 enables high-order MIMO
systems with up to 64 antenna ports at the BS, which enables
deployments in higher frequencies by supporting high-precision
beamforming solution.

In a similar manner, massive or large MIMO systems
are considered essential for meeting 5G capacity goals [24].
Massive MIMO systems generally have a large number of
antennas at the BS consisting of 100 or more multiple antenna
elements with associated large code books and scalable CSI
acquisition techniques. An example of massive MIMO at the BS
is shown in Figure 3. Clearly, these systems impose much more
demanding requirements on CSI acquisition, precoding and
receiver design in terms of scalability than the early release of
LTE. Therefore, massive MIMO provides a suitable solution for
substantially increasing the spectral efficiency and thereby the
capacity for a given spectrum allocation. Massive MU-MIMO
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long pilot sequences enable to construct a great number
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cause of PC. On the other hand, spending a greater number
of symbols on pilots increases the pilot overhead and might
violate the coherence bandwidth [8], [26].

• Specifically in MU-MIMO systems, increasing the number
of orthogonal pilot sequences may increase the number
of spatially multiplexed users at the expense of spending
more symbols when creating the orthogonal sequences [6],
[7].

In particular, increasing the pilot power increases the SNR
of the received pilot signal, and thereby improves the quality of
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massive MU-MIMO systems are expected to be deployed in
TDD systems, although valuable spectrum resources are allo-
cated to FDD systems. Therefore, CSIT acquisition techniques
that do not rely on channel reciprocity is of large interest by
the research and standardization communities.

Indeed, one of the main technical goals of the 5th generation
of cellular systems is to provide a system concept that supports
1000 times higher system spectral efficiency as compared
with current LTE deployments but with a similar cost and
energy dissipation per area as in today’s cellular systems [30].
Historically, the 3rd Generation Partnership Project (3GPP)
standard for the LTE has been designed with MU-MIMO as a
goal to increase capacity. To this end, LTE has adopted various
MU-MIMO technologies. Specifically, in LTE Release 8, the
downlink transmission supports up to four antenna ports at
the BS. There is an option for performing antenna switching
with up to two transmit antennas. Furthermore, Release 10
(also known as LTE-Advanced or LTE-A) provides enhanced
MIMO technologies. A new codebook and feedback design
are implemented to support spatial multiplexing with up to
eight independent spatial streams and enhanced MU-MIMO
transmissions. The LTE Release 13 enables high-order MIMO
systems with up to 64 antenna ports at the BS, which enables
deployments in higher frequencies by supporting high-precision
beamforming solution.

In a similar manner, massive or large MIMO systems
are considered essential for meeting 5G capacity goals [24].
Massive MIMO systems generally have a large number of
antennas at the BS consisting of 100 or more multiple antenna
elements with associated large code books and scalable CSI
acquisition techniques. An example of massive MIMO at the BS
is shown in Figure 3. Clearly, these systems impose much more
demanding requirements on CSI acquisition, precoding and
receiver design in terms of scalability than the early release of
LTE. Therefore, massive MIMO provides a suitable solution for
substantially increasing the spectral efficiency and thereby the
capacity for a given spectrum allocation. Massive MU-MIMO
networks exploit the additional spatial degrees of freedom
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Figure 3. Massive MIMO deployments at the base station can support a large
number of (up to several hundred) of possibly cross-polarized antenna elements.
When high quality CSI is available at the BS, the system supports single and
multi-user transmissions.
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MIMO technologies. A new codebook and feedback design
are implemented to support spatial multiplexing with up to
eight independent spatial streams and enhanced MU-MIMO
transmissions. The LTE Release 13 enables high-order MIMO
systems with up to 64 antenna ports at the BS, which enables
deployments in higher frequencies by supporting high-precision
beamforming solution.

In a similar manner, massive or large MIMO systems
are considered essential for meeting 5G capacity goals [24].
Massive MIMO systems generally have a large number of
antennas at the BS consisting of 100 or more multiple antenna
elements with associated large code books and scalable CSI
acquisition techniques. An example of massive MIMO at the BS
is shown in Figure 3. Clearly, these systems impose much more
demanding requirements on CSI acquisition, precoding and
receiver design in terms of scalability than the early release of
LTE. Therefore, massive MIMO provides a suitable solution for
substantially increasing the spectral efficiency and thereby the
capacity for a given spectrum allocation. Massive MU-MIMO
networks exploit the additional spatial degrees of freedom
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(DoF) to spatially multiplex the complex data symbols for
several UEs scheduled on the same time-frequency resources
in order to focus the radiated energy towards the intended
receivers and to minimize the intracell and intercell interference
[3], [24], [31].

As mentioned, the original massive MIMO downlink im-
plementation is based on TDD operation, which allows to
design near-optimal linear precoders, as CSIT for the downlink
channels can be acquired through orthogonal uplink sounding
exploiting channel reciprocity [32]. In contrast, in FDD operat-
ing mode, acquiring CSIT is more complex, since the channel
estimation has to be carried out through downlink reference
symbols (RSs) and subsequent uplink feedback. Therefore,
in FDD systems, there exists a one-to-one correspondence
between RSs and antenna elements. Consequently, in FDD
systems, training and feedback overhead are often associated
with unfeasibility in the massive MIMO regime, where a few
resource elements (REs) are left for data transmission [33].

Nevertheless, operating in FDD remains appealing to mobile
network operators for several reasons, including i) most radio
bands below 6 GHz are paired FDD bands, ii) the BSs have
higher transmit power available for RSs than the UEs, and,
as pointed out in [33], iii) overall deployment, operation and
maintenance costs are reduced as fewer BSs are required in
FDD networks. Moreover, as the number of UEs increases,
longer orthogonal RSs are needed to avoid the so-called pilot
contamination [32] – which increases power consumption at
the UEs and the overall resource overhead.

To facilitate CSIT acquisition, in a way that scales well with
the increasing number of antennas, the grid of beams (GoB)
approach has been proposed in evolving 5G specifications [33],
[34]. According to the GoB concept, a set of precoding vec-
tors (that is a set of possible beams) is predefined, and the
UEs see low-dimensional virtual (effective) channels instead
of the actual ones, where the effective channels incorporate
the precoding vectors. In particular, one orthogonal RS is
allocated to each beam in the GoB codebook. Thus, estimating
such effective channels reduces the overhead, as it becomes
proportional to the codebook size (the number of possible
beams) rather than to the number of antenna elements [35].
Unfortunately, the reduction in training overhead due to coarse
granularity of the codebook, typically incurs some performance
degradation [36], as the digital precoder for data transmission
is based on a reduced channel representation, rather than a per-
antenna complex channel coefficient.

Another option for CSIT acquisition consists of designing the
GoB with a large number of beams, and training a small subset
of the available beams, which contains the dominant channel
(multi-path) components of those beams [33], [37]. The number
of such components depends on several factors, including the
frequency band and the radio scattering environment, which are
in general beyond the designer’s control. Nevertheless, when
multi-antenna UEs are deployed, statistical beamforming at the
UE side can be exploited to let the UEs excite a suitable channel
subspace, with the aim to further reduce the number of relevant
components to be estimated [38], [39].

V. RECENT ADVANCES IN CSIR AND RECIPROCITY-BASED
CSIT ACQUISITION TECHNIQUES

In fact, in 5G systems MSs are expected to have multiple
antennas. Therefore, in 5G systems, the cost of utilizing reci-
procity is that CSI acquisition requires array calibration in order
to take the differences in the transmit/receive radio frequency
(RF) chains of the different antenna elements at the BS and
MS into account. In time varying channels, the delay between
training and data transmission also represents an effect that
should be further studied. For example, recent results indicate
that channel prediction techniques can be used to mitigate this
delay which would degrade the performance of massive MIMO
systems [30].

In multi-cell and multi-tier cellular networks operating in
TDD and utilizing channel reciprocity, reusing the pilot se-
quences leads to uplink pilot interference, often referred to as
pilot contamination [3], [40]. In multi-cell MU-MIMO systems,
the pilot-data resource allocation trade-off is intertwined with
the management of intercell interference (contamination) both
on the pilot and data signals and calls for rethinking the
reference signal design of classical systems such as the 3GPP
LTE system. Recent works provide valuable insights into the
joint design of pilot and data channels in multi-cell massive
MU-MIMO systems [41].

Some of the problems related to PDPR setting in MU-MIMO
systems have been addressed by [8], [9], [26], [42]–[46]. Ref-
erence [8] considers a MU-MIMO scenario with time-division
duplex operation, and a coherence interval of T symbols
spent for channel training, channel estimation, and precoder
computation for DL transmission. The optimum number of
pilot symbols is determined for maximizing the lower bound of
the sum-throughput. However, receiver design and the PDPR-
setting are out of the scope of that paper. The problem of
joint power loading of data and pilot symbols for the purpose
of maximizing sum spectral efficiency is addressed in [42],
but the impact of PDPR setting at the MU-MIMO receiver is
not considered. In contrast, the problem of optimal training
period and update interval for maximizing the UL sum-rate is
addressed in [44], whereas the receiver structure at the BS is
not considered. Reference [26] considers single-user wireless
fading channels, and optimizes the pilot overhead. That paper
also identifies that the pilot overhead, as well as the spectral
efficiency penalty, depends on the square root of the normalized
Doppler frequency. More recently, uplink power control and
the PDPR-setting problem in MU-MIMO systems have been
addressed in references [9], [43], [47], [48], assuming practical
(zero-forcing (ZF) and MMSE based) multi-antenna receiver
structures. However, the papers mentioned above focus on
centralized approaches, and may not scale well in multi-cell
multi-user systems in practice. Scalable decentralized schemes
with low complexity are appealing for PDPR setting in multi-
cell MU-MIMO systems, and have been proposed in [28], [49]–
[51].

VI. REFERENCE SIGNAL DESIGN AND CHANNEL
ESTIMATION IN CELLULAR MIMO SYSTEMS

Due to the importance of CSI acquisition for data transmis-
sion and reception, it is natural, that designing reference (pilot)
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signals and employing accurate channel estimation techniques
are of particular importance in cellular MIMO systems. The
design of the uplink demodulation reference signals (DMRS)
specifically in 3GPP Long Term Evolution Advanced (LTE-A)
systems is described in [52]. In the LTE uplink, DMRS are used
to facilitate channel estimation for the coherent demodulation
of the physical uplink shared and control channels. The LTE
DMRS occupies specific OFDM symbols within the uplink
subframe according to the block type arrangement and supports
a large number of user equipment utilizing cyclic extensions
of the well known Zadoff-Chu sequences [53]. Because of its
importance in practical systems, in this section we elaborate
on the interplay between reference signal design and channel
estimation in cellular MIMO systems, and refer to related works
for further details.

To illustrate the design of reference signals in cellular
MIMO systems, let us consider the uplink transmission of a
multi-antenna single cell wireless system, in which users are
scheduled on orthogonal frequency channels. In cellular MIMO
systems, each MS employs an orthogonal pilot sequence, so that
no interference between pilots within any given cell is present
in the system. (Note that due to pilot reuse across neighbor
cells, pilot contamination may still cause pilot interference.)
This is a common practice in massive MU-MIMO systems
in which a single MS may have a single antenna. The BS
estimates the channel h (column vector of dimension Nr, where
Nr is the number of receive antennas at the BS) by either
least squares (LS) or MMSE channel estimation to initialize an
MMSE equalizer for uplink data reception. Since we employ
orthogonal pilot sequences, the channel estimation process can
be assumed independent for each MS within any given cell of
the cellular system. Let us consider a time-frequency resource
of T time slots in the channel coherence time, and F subcarriers
in the coherence bandwidth, with a total number of symbols
τ = F · T . We denote by τp the number of symbols allocated
to pilots, and by τd the number of symbols allocated to data
(τp+τd = τ ). Moreover, we consider a transmission power level
Pp and P for each pilot and data symbol, respectively. With
this setup, we consider two pilot symbol allocation methods,
namely block type and comb type, which we discuss in the
following subsections. In practice, both of these schemes, and,
in fact, a combination of these are often used to construct uplink
and downlink reference signals [52].

A. Block Type Pilot Allocation

The block type pilot arrangement consists of allocating one or
more time slots for pilot transmission, by using all subcarriers
in those time slots. This approach is a suitable strategy for slow
time-varying channels. Given T slots, a fraction of Tp slots are
allocated to the pilot and Td = T −Tp slots are allocated to the
data symbols. Note that a maximum transmission power Ptot

is allowed in each time slot, among all F subcarriers. This
power constraint is then identical for both the pilot (Pp) and
data power (P ), i.e.,

FPp ≤ Ptot FP ≤ Ptot. (3)

The power cannot be traded between pilot and data, but the
energy budget can be distributed by tuning the number of time

slots Tp and Td, i.e., τp = FTp and τd = FTd.

B. Comb Type Pilot Allocation
In the comb type pilot arrangement a certain number of

subcarriers are allocated to pilot symbols, continuously in time.
This approach is a suitable strategy for non-frequency selective
channels. Given F subcarriers in the coherence bandwidth,
a fraction of Fp subcarriers are allocated to the pilot and
Fd = F − Fp subcarriers are allocated to the data symbols.

Each MS transmits at a constant power Ptot, however,
the transmission power can be distributed unequally in each
subcarrier. In particular, if we consider a transmitted power Pp

for each pilot symbol and P for each data symbol transmission,
the following constraint is enforced:

FpPp + FdP = Ptot. (4)

The total number of symbols for pilots is τp = TFp and for
data is τd = TFd. However, with comb type pilot arrangement,
the trade-off between pilot and data signals includes the trade-
offs between the number of frequency channels and between the
transmit power levels, which is an additional degree of freedom
compared with the block type arrangement.

C. Channel Estimation
Let us consider a MS that transmits an orthogonal pilot

sequence s = [s1, ..., sτp ]
T , where each symbol is scaled as

|si|2 = 1, for i = 1, .., τp, and T , ∗, and H denote the transpose,
the conjugate and the conjugate transpose, respectively. Thus,
the Nr × τp matrix of the received pilot signal at the BS from
the MS is:

Yp = α
√
Pphs

T +N, (5)

where we assume that h is a circular symmetric complex
normal distributed vector of r.v. with mean vector 0 and
covariance matrix C (of size Nr), denoted as h ∼ CN (0,C), α
accounts for the propagation loss, N ∈ CNr×τp is the spatially
and temporally AWGN with element-wise variance σ2.

In this paper, we consider two techniques, i.e., the LS and
the MMSE channel estimation.

1) LS Estimation: Conventional LS estimation relies on
correlating the received signal with the known pilot sequence.
The BS estimates the channel based on assuming

ĥLS = h+h̃LS =
1

α
√

Pp

Yps∗(sT s∗)−1= h+
1

α
√

Ppτp
Ns∗.

(6)

Note that Ns∗ =
[∑τp

i=1 s
∗
ini,1, ...,

∑τp
i=1 s

∗
ini,Nr

]T
, then

Ns∗ ∼ CN (0, τpσ
2INr

).
By considering h ∼ CN (0,C), it follows that the estimated

channel ĥLS is a circular symmetric complex normal distributed
vector ĥLS ∼ CN (0,RLS), with

RLS = E{ĥLSĥ
H
LS} = C+

σ2

α2Ppτp
INr

. (7)

The channel estimation error is defined as h̃LS = h− ĥLS ,
so that h̃LS ∼ CN (0,WLS) with

WLS =
σ2

α2Ppτp
INr
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and the estimation MSE is derived as

εLS = E{||h̃LS ||2F } = tr {WLS} =
Nrσ

2

α2Ppτp
, (8)

where || · ||2F is the Frobenius norm.

2) MMSE Estimation: We define a training matrix S = s⊗
INr

(of size τpNr ×Nr), so that SHS = τpINr
. The τpNr × 1

vector of received signal can be conveniently rewritten as

Ỹp = α
√
PpSh+ Ñ, (9)

where Ỹp, Ñ ∈ CτpNr×1. The MMSE equalizer aims at
minimizing the MSE between the estimate ĥMMSE = HỸp

and the actual channel realization h. More precisely,

H = argmin
H

E{||HỸp − h||2F }

= α
√
Pp(σ

2INr
+α2PpCSHS)−1CSH ; H ∈ CNr×τpNr .

(10)

The MMSE estimate is then expressed as

ĥMMSE = α
√
Pp(σ

2INr
+α2PpτpC)−1CSH(α

√
PpSh+Ñ)

=

(
σ2

α2Ppτp
INr

+C

)−1

C

(
h+

1

α
√

Ppτp
SHÑ

)
.

(11)

Notice that SHN ∼ CN (0, τpσ
2INr

), and therefore the esti-
mated channel ĥMMSE is also a circular symmetric complex
normal distributed vector ĥMMSE ∼ CN (0,RMMSE), that is

ĥMMSE = h+ h̃MMSE ,

and

RMMSE = C2

(
σ2

α2Ppτp
INr

+C

)−1

, (12)

where we considered C = CH and applied the commutativity
of C and INr

to substitute
(

σ2

α2Ppτp
INr

+C

)−1

C = C

(
σ2

α2Ppτp
INr

+C

)−1

.

The channel estimation error is h̃MMSE = h− ĥMMSE so
that h̃MMSE ∼ CN (0,WMMSE) with

WMMSE = C

(
INr +

α2Ppτp
σ2

C

)−1

(13)

and the estimation MSE simply follows as

εMMSE = tr

{
C

(
INr

+
α2Ppτp

σ2
C

)−1
}
. (14)

Notice that for both LS and MMSE channel estimation, the
estimation MSE is a monotonically decreasing function of the
pilot energy per antenna Ppτp. Building on the characteristics of
LS and MMSE channel estimation techniques, several research
contributions characterize the receiver and the uplink signal
MSE and spectral efficiency based on h̃, which is computed
for LS (ĥLS) and MMSE estimation (ĥMMSE) [54], [55].

VII. DECENTRALIZED APPROACHES TO CSI ACQUISITION

As the number of antennas and the number of simultaneously
served users by a single BS increase, decentralized algorithms
for MU-MIMO systems become important, because they help
to reduce the required processing power at a single entity such
as the cellular base station. Therefore, there is an increasing
interest in decentralized optimization schemes for MU-MIMO
systems, see for example [28], [49]–[51]. These papers either
assume the availability of perfect CSI, or incorporate CSI er-
rors, but do not address the joint optimization of setting the pilot
and the data power. A different line of work proposed a game
theoretic approach for decentralized power control and resource
allocation in multi-user (MU) systems in which some form of
"performance coupling" [56] exists among the users, as the
increase of one user’s performance degrades the performance of
others, e.g., [57] and [58]. These references suggest that game
theoretic approaches in MU systems are appealing, because
they naturally admit decentralized algorithms that can be easily
deployed by both network nodes and MSs. It is, however,
unclear whether a game theoretic treatment could be used for
designing low complexity decentralized algorithms for setting
the PDPR in MU cellular systems.

Due to its central role in the performance of MIMO systems,
many recent work investigated the performance impact of the
PDPR and proposed optimal or near-optimal schemes for set-
ting the PDPR. The MU-MIMO scenario is analyzed in [8], in
which the coherence interval of T symbols is spent for channel
training, channel estimation, and precoder computation for DL
transmission. Specifically, the optimum number of terminals in
terms of the DL spectral efficiency is determined for a given
coherence interval, number of base station antennas, and SINR.
There is no receiver design involved and the pilot-to-data power
trade-off is out of the scope of the considered optimization
problem. The joint power loading of data and pilot symbols
for the purpose of acquiring CSIT for precoding is considered
in [42], but the impact of setting the PDPR at the MU-MIMO
receiver is not considered. In contrast, the UL sum-rate maxi-
mization problem by tuning the training period in a frequency-
flat fading channel is considered in [44], without modeling the
receiver structure at the BS. Reference [45] proposes a pilot
design that maximizes the spectral efficiency of high mobility
wireless communication systems that use pilot-assisted MMSE
channel estimation. That work does not explicitly model the
impact of CSI errors on MU-MIMO receivers, such as an
MMSE receiver. Reference [26] investigated the optimization of
the pilot overhead for single-user wireless fading channels, and
the dependencies of this pilot overhead on various system pa-
rameters of interest (e.g. fading rate, SNR) were quantified. By
finding an expansion of the spectral efficiency for the overhead
optimization in terms of the fading rate around the perfect-CSI
point, the square root dependence of both the overhead and the
spectral efficiency penalty was clearly identified.

Another set of related papers develop decentralized opti-
mization schemes for MIMO systems, either assuming the
availability of perfect channel state information, or incorpo-
rating channel state information errors, but do not address
the joint optimization of pilot and data power setting, see for
example [28], [49]–[51].
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Also, a number of recent work proposed a game theoretic
approach for power control and resource allocation in MU
systems in which performance coupling exists among the
users, as the increase of one user’s performance degrades the
performance of others [56], [59], [57], [58], [60], [61] and [62].
The MU power control problem for the Gaussian frequency-
flat relay channel is modelled as a Gaussian interference relay
game (GIRG) in [56]. In the GIRG, instead of allocating the
power budget across the set of sub-channels, each player aims
to decide the optimal power control strategy across a set of
hops. For cooperative cognitive radio networks, a coalitional
game theoretic approach is proposed in [59]. The coalitional
game model captures a cooperative secondary spectrum access
scenario, and involves primary and secondary spectrum users
such that the secondary users can act as cooperative relays
for the primary users. A non-cooperative feedback-rate control
game with pricing is considered in [57], as a model of the
downlink transmission of a closed-loop wireless network, in
which a multi-antenna BS utilizes CSI feedback to properly
set linear precoders to communicate with multiple users. Ref-
erence [58] proposes a distributed power splitting scheme for
simultaneous wireless information and power transfer in relay
interference channels, where multiple source-destination pairs
communicate through energy harvesting relays. The authors
in [60] model power control as a non-cooperative game between
transmitter-receiver pairs and show the existence of equilibria
using quasi-variational inequality theory. Reference [61] formu-
lates the problem of downlink power control of small cell base
stations under a total power constraint as a generalized Nash
equilibrium problem and proves the existence of equilibria.
The authors in [62] consider a game theoretical formulation
of the improper graph multi-coloring problem as a model of
resource allocation between transmitter-receiver pairs, prove
the existence of equilibria and provide polynomial complexity
algorithms for computing equilibria.

A powerful game theoretic framework for the non-
cooperative maximization of mutual information assuming
Gaussian interference channels in MU-MIMO systems is de-
veloped in [63]. As it is pointed out by [63], the main difficulty
in the MIMO case as compared with SISO systems is that
the optimal transmit directions of each MS change with the
strategies of the other users, as opposed to the SISO case,
where only the power allocation depends on the strategies of the
other MSs. However, this framework assumes the availability
of perfect CSI and does not address the trade-off between
data transmission and channel estimation. In contrast, the
work reported in [64] develops a game theoretic approach to
maximizing the own information rates subject to transmit power
and robust interference constraints allowing for non-perfect
CSI availability at the transmitters and receivers specifically
in a cognitive radio environment. However, the aspect of
tuning the pilot and data power levels subject to a sum power
constraint is not considered. For the DL, reference [65] assumes
perfect CSIT at the BS and proposes a partially asynchronous
distributed algorithm based on a non-cooperative game to find
the DL precoders in MU-MIMO systems.

The MIMO scheme proposed in [46] considers the problem
of joint pilot and data power control for the MU-MIMO UL.
However, the model of [46] uses a receiver that minimizes the

MSE of the estimated data symbols only when perfect CSI is
available. As it has been shown in our previous work [47], the
performance of this naive receiver can be significantly improved
by regularizing the receiver with respect to the statistics of the
CSI estimation errors.

Recognizing the importance of scalable CSI acquisition
approaches, in our recent work we propose a game theoretic
approach to setting the PDPR in the UL of MU-MIMO systems
and proposed decentralized algorithms that can be implemented
in practice and converge to a unique Nash equilibrium [66],
[67]. The contribution of those papers is a decentralized MU
(pilot and data) power allocation algorithm, which we refer
to as Best PDPR Algorithm (BPA). The numerical results
obtained by testing BPA in a MU-MIMO system employing
an increasing number of receive antennas yield several unique
insights. Our results showed that BPA performs close to the
globally optimal solution, which minimizes the sum of MSEs
in MU-MIMO systems, and outperforms the traditional pilot
power setting scheme that uses a fixed, predefined PDPR [66].

VIII. TOWARDS MMWAVE FREQUENCY BANDS

As discussed in this paper, Large-scale MIMO (LS-MIMO)
systems involving an order of magnitude greater number of
antenna elements than in the early releases of wireless stan-
dards are key enablers of next generation cellular systems
and providing mobile broadband services [32]. Theoretically, a
fully digital LS-MIMO beamforming architecture employing a
large number of digital transmit and receiver chains, combined
with resource efficient CSI acquisition techniques, near-optimal
receiver design and employing decentralized power control
schemes can yield near-optimal performance in terms of energy
and spectral efficiency [68].

However, deploying LS-MIMO systems in traditional cellular
frequency bands is also problematic due to the large physical
size of the antenna arrays and related environmental concerns of
the general public. Therefore, higher frequency bands, including
the millimeter-wave (mmWave) bands have recently emerged
as an appealing alternative for the commercial deployment
of LS-MIMO systems [69]. Indeed, in mmWave bands, the
physical array size can be greatly reduced, and, as an additional
advantage, vast amount of unused spectrum can be utilized for
attractive and bandwidth-demanding services [70], [71].

Deploying a large number of antennas with the associated
fully digital beamforming architecture incurs high cost and
increased power consumption, due to the excessive demand for
a large number of transceiver chains. Therefore, LS-MIMO sys-
tems with hybrid analog and digital beamforming for mmWave
deployment have attracted much attention from the research and
engineering communities, and a great number of promising hy-
brid architectures and associated technologies such as training
sequence and codebook designs have been proposed and tested
in practice [72]–[76]. The results of the marriage of LS-MIMO
and hybrid beamforming include significant gains in terms of
spectral and energy efficiency, and a cost-efficient technology
for accessing large amount of unused spectrum [68], [75], [77].

Specifically, in the framework of mmWave communications,
[78]–[80] have studied the effect of hardware impairments
on the performance of MIMO systems. The results of [78]
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show that single-carrier frequency domain equalization is more
robust against impairments from nonlinear power amplifiers
than OFDM in typical mmWave system configurations. On
the other hand, the results reported in [79] show a slight bit
error rate performance advantage of OFDM over single-carrier
frequency domain equalization under nonlinear RF distortions,
and suggest that subcarrier spacing is a crucial parameter in
mmWave massive MIMO systems.

IX. CONCLUDING REMARKS

In this survey paper, we discussed recent advances in the
field of CSI acquisition and managing the inherent the trade-
off between using time, frequency and power resources for CSI
acquisition and transmitting data symbols. Managing this trade-
off has a large impact on the achievable spectral efficiency
in cellular systems, in which the number of transmit and
receive antennas grows large. We made the point that the joint
allocation of frequency, time and power resources is subject to
constraints that depend on the specific pilot pattern, such as the
pattern used by the block or comb type arrangements of pilot
(reference) symbols.

Recent research results suggest that with a large number of
antennas, exploiting the engineering freedom of tuning both
the number of pilot symbols and the pilot transmit power
levels become increasingly important, especially if the relatively
simple LS estimator is used at the base station. Also, the gain
of using MMSE estimation (preferably with optimized pilot
power allocation) increases over LS estimation. Interestingly,
the optimal amount of pilot and data resources is different
when using MMSE and LS estimators and the gain in terms of
spectral efficiency when optimizing both the number of pilot
symbols and the transmit power levels increases as the num-
ber of antennas increases. In practical systems, decentralized
schemes in which mobile stations and base stations participate
in finding near optimal resource allocations become important,
because decentralized schemes scale well with the number
of served users and the number of antennas. A new field of
research deals with resource allocation and CSI acquisition in
millimeter-wave systems.
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
Abstract— This study investigated the crucial—but not well-

discussed—issues involved in designing beamforming for all 
receivers, subject to leakage power constraints. Our assumption 
is that all users use ordered successive interference cancellation 
(OSIC) detection when the channel state information (CSI) is 
available. The problem of interest is to find beamforming that 
can improve OSIC performance of a multi-user scheme without 
significantly increasing the complexity. This study considers the 
transceiver design for multi-user MIMO (MU-MIMO) 
communications, in which a single transmitter adopts 
beamforming to simultaneously transmit information at first 
time-slot. During the second time-slot, receivers cooperate to 
share specific results of OSIC detection in each user. We propose 
the maximum-likelihood (ML) to estimate the received symbols. 
The estimated symbols will be used in OSIC detection to detect 
interference symbols. Promising results show that our 
cooperative OSIC scheme of the MU-MIMO beamforming 
system based on maximum signal-to-leakage ratio (SLR) realizes 
the diversity order of OSIC. Also, by utilizing leakage power as a 
useful power and not just as an interference power, the 
performance of the proposed scheme over Rayleigh and Rician 
channels is significantly better than the performance of classical 
MU-MIMO beamforming system based on SLR at a high signal-
to-noise ratio (SNR).

Index Terms — MU-MIMO, Beamforming, CSI, SLR, OSIC, 
ML.

I. INTRODUCTION
ommunication over MIMO channels has appealed to 
scientists because of its promising results and 

extraordinary performance. MIMO systems have the 
tremendous potential to achieve great throughput and high 
reliability in wireless communication systems [1]. Recently, 
especially since the discovery of the MIMO broadcast channel 
capacity, attention has shifted to the MU-MIMO wireless 
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system [2]-[4], which is emerging wireless communication 
technology. It is highly expected that future 5G networks 
should achieve a 10-fold increase in connection density, i.e., 
106 connections per square kilometers [5]. 
Beamforming scheme based on SLR technology enables the 
MU-MIMO system to provide good quality of service (QoS), 
thus absorbing more users and makes it promising to address 
the 5G requirement of massive connectivity. Specifically, in 
Internet of Things (IoT) scenario and massive machine-type 
communications (mMTC) scenario, which are considered as 
typical 5G application scenarios. In these scenarios, users may 
be low-cost sensors deployed in a small area, where both line-
of-sight (LOS) and non-line-of-sight (NLOS) exist, which can 
be better modeled by the Rician fading channel. 4G and 5G 
cellular systems rely on MU-MIMO transmitters, which use 
linear precoding [6]-[9]. Although linear precoding is 
incapable of achieving the channel capacity in regions of 
MIMO broadcasts, it is an attractive choice because of its 
simplicity. In MU-MIMO systems, several users with an 
antenna array employ identical frequency bands and time slots 
to communicate with the base station (BS). Therefore, these 
systems are susceptible to co-channel interference (CCI) [10], 
which can decline the overall capacity of MU-MIMO systems.
In [11], the system performance with regards to the Alamouti 
scheme undergoes both analysis and evaluation with block 
diagonalization precoding applied when there is the presence 
of CSI.
For optimized performance, it is extremely important to 
suppress CCI [12]. Although the transmitter can coordinate 
transmission from all of its antenna elements, users cannot 
coordinate with one another. Overcoming this inability of the 
user is the major challenge in MU-MIMO systems [13]. To 
ensure the complexity is lower at the receiving end, 
transmitter optimization must be addressed. The most 
commonly used techniques for transmission optimization 
include CSI at the transmission side to deal with the CCI. This 
technique will definitely reduce overhead due to channel 
feedback. 
Numerous works have suggested such schemes for perfectly 
cancelling the CCI for each receiver [14]-[17]. Although these 
schemes lead to excellent performance, they tend to restrict 
the system configuration because it requires using a specific 
number of antennas. This approach also results in obvious 
system capacity cutbacks as the useful power of the received 
signals is significantly reduced at a low SNR [18]. 
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system [2]-[4], which is emerging wireless communication 
technology. It is highly expected that future 5G networks 
should achieve a 10-fold increase in connection density, i.e., 
106 connections per square kilometers [5]. 
Beamforming scheme based on SLR technology enables the 
MU-MIMO system to provide good quality of service (QoS), 
thus absorbing more users and makes it promising to address 
the 5G requirement of massive connectivity. Specifically, in 
Internet of Things (IoT) scenario and massive machine-type 
communications (mMTC) scenario, which are considered as 
typical 5G application scenarios. In these scenarios, users may 
be low-cost sensors deployed in a small area, where both line-
of-sight (LOS) and non-line-of-sight (NLOS) exist, which can 
be better modeled by the Rician fading channel. 4G and 5G 
cellular systems rely on MU-MIMO transmitters, which use 
linear precoding [6]-[9]. Although linear precoding is 
incapable of achieving the channel capacity in regions of 
MIMO broadcasts, it is an attractive choice because of its 
simplicity. In MU-MIMO systems, several users with an 
antenna array employ identical frequency bands and time slots 
to communicate with the base station (BS). Therefore, these 
systems are susceptible to co-channel interference (CCI) [10], 
which can decline the overall capacity of MU-MIMO systems.
In [11], the system performance with regards to the Alamouti 
scheme undergoes both analysis and evaluation with block 
diagonalization precoding applied when there is the presence 
of CSI.
For optimized performance, it is extremely important to 
suppress CCI [12]. Although the transmitter can coordinate 
transmission from all of its antenna elements, users cannot 
coordinate with one another. Overcoming this inability of the 
user is the major challenge in MU-MIMO systems [13]. To 
ensure the complexity is lower at the receiving end, 
transmitter optimization must be addressed. The most 
commonly used techniques for transmission optimization 
include CSI at the transmission side to deal with the CCI. This 
technique will definitely reduce overhead due to channel 
feedback. 
Numerous works have suggested such schemes for perfectly 
cancelling the CCI for each receiver [14]-[17]. Although these 
schemes lead to excellent performance, they tend to restrict 
the system configuration because it requires using a specific 
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system capacity cutbacks as the useful power of the received 
signals is significantly reduced at a low SNR [18]. 
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system [2]-[4], which is emerging wireless communication 
technology. It is highly expected that future 5G networks 
should achieve a 10-fold increase in connection density, i.e., 
106 connections per square kilometers [5]. 
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Fig. 1. Block diagram of the MU-MIMO beamforming system.

Other approaches rely on using algorithms to boost or 
maximize the useful power of received signals. However, 
these algorithms do not attempt to reduce multi-user 
interference. Hence, the systems based on these algorithms are 
also not perfect owing to their susceptibility to interference at 
high SNRs [19]. Broadly, all these systems either attempt to 
maximize the output of signal-to-interference-plus-noise ratio 
(SINR) or minimize the transmission power while satisfying 
the SINR targets for all the users. Owing to the coupled nature 
of both signals and interference, most of the solutions are 
typically iterative. Algorithm-based systems also lose the 
same power to keep these systems simple and uncomplicated. 
We actually are crawling from simplicity to little complexity 
in the BS and, in some cases, shifting gradually from little 
complexity to clear complexity. 
This study proposes a novel MU-MIMO downlink scheme. 
This study considers an alternative approach based on the 
concept of SLR to design transmits beamforming vectors and 
uses OSIC [20] in each user to detect its own signal and then 
detect other users’ signals. Our suggested system encourages 
cooperation between users to share the interference signal so 
that the benefit of leakage power can be realized. In our 
proposed system, the complexity in the BS will be reduced by 
giving very few tasks to the users to support the desired signal 
by reusing the leakage signal. In the MU-MIMO beamforming 
system based on SLR, the design procedure for precoding 
weight needs to use constantly of proportionality, which is 
chosen to normalize the norm of the precoding to unity [10]. 
Comparing this solution to the proposed scheme; there is no 
need to do this step in BS. Also, in our proposed scheme, a 
cooperative SLR transmission scheme did not use coding in 
the transmission process and thus did not use the decoding and 
recoding in the user. Extensive simulations in the MU-MIMO 
system have been carried out over Rayleigh (in the NLOS 
environment) and Rician fading channels (in the LOS 
environment). 
The simulation results demonstrate that the proposed scheme 
outperforms classical schemes at high SNRs. Furthermore, it 
can significantly reduce the BS complexity. The rest of the 
paper is organized as follows. The system model is introduced 
in Section II. In Section III, we review the SLR precoding. 
Section IV provides proposed scheme. In Section V we 

provide and discuss the simulation. In section VI concludes 
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which has the m transmitter antenna, and the user i, which has 
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𝒚𝒚 = [ 𝑦𝑦1 
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where 𝑦𝑦𝑖𝑖 ∈ 𝐶𝐶𝑁𝑁𝑖𝑖 x 1 represents the signal received at the recipient
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Comparing this solution to the proposed scheme; there is no 
need to do this step in BS. Also, in our proposed scheme, a 
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When each user has been carefully considered separately, we 
will find the received signal at a recipient i as:

𝑦𝑦𝑖𝑖 = 𝐻𝐻𝑖𝑖 ∑ 𝑤𝑤𝑢𝑢𝑠𝑠𝑢𝑢 + 𝑛𝑛𝑛𝑛𝑖𝑖  
𝑈𝑈

𝑢𝑢=1

= 𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖𝑠𝑠𝑖𝑖 + 𝐻𝐻𝑖𝑖  ∑  𝑤𝑤𝑢𝑢𝑠𝑠𝑢𝑢 + 𝑛𝑛𝑛𝑛𝑖𝑖         (7)
𝑈𝑈

𝑢𝑢=1,𝑢𝑢≠𝑖𝑖

The 𝐻𝐻𝑖𝑖 vector has complex Gaussian variable components 
with unit variance and zero mean. Moreover, the components 
of the additive noise 𝑛𝑛𝑛𝑛𝑖𝑖 have a distribution as 𝑁𝑁(0,𝜎𝜎𝑖𝑖

2) and are 
temporarily and spatially white. To describe the proposed 
scheme clearly, the original SLR-based precoding scheme [10] 
is reviewed in the next section.

III. SLR PRECODING
The original SLR-based precoding scheme is reviewed in 

[10]. Recall that SLR is defined as the ratio of received signal 
power at the desired user to received signal power at the other 
terminals (the leakage power) plus noise power without 
considering receive matrices. This scheme computes the 
maximum beamforming precoding (𝑤𝑤𝑖𝑖

𝑜𝑜) of each user from the 
maximum SLR of these users [10] as follows:

𝑆𝑆𝑆𝑆𝑆𝑆 = ||𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖||2  
∑ ||𝐻𝐻𝑢𝑢𝑤𝑤𝑖𝑖||2𝑈𝑈

𝑢𝑢=1.  𝑢𝑢 ≠𝑖𝑖
                    (8) 

Then

𝑤𝑤𝑖𝑖
𝑜𝑜 = 𝑎𝑎𝑎𝑎𝑎𝑎  𝑚𝑚𝑚𝑚𝑚𝑚 ||𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖||2  

∑ ||𝐻𝐻𝑢𝑢𝑤𝑤𝑖𝑖||2𝑈𝑈
𝑢𝑢=1.  𝑢𝑢 ≠𝑖𝑖

           (9)

where ||𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖||2 represents the required signal power of user i,
while ∑ ||𝐻𝐻𝑢𝑢𝑤𝑤𝑖𝑖||2𝑈𝑈

𝑢𝑢=1.  𝑢𝑢 ≠𝑖𝑖 represents the total leakage power 
from the total power of user i as an interference to the other 
users. By substituting 𝐻̃𝐻𝑖𝑖 = ∑ 𝐻𝐻𝑢𝑢

𝑈𝑈
𝑢𝑢=1.  𝑢𝑢 ≠𝑖𝑖  into (8), we can 

obtain

𝑆𝑆𝑆𝑆𝑆𝑆 = ||𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖||2  
||𝐻̃𝐻𝑖𝑖𝑤𝑤𝑖𝑖||2   =  𝑤𝑤𝑖𝑖

∗𝐻𝐻𝑖𝑖
∗𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖  

𝑤𝑤𝑖𝑖
∗𝐻̃𝐻𝑖𝑖

∗𝐻̃𝐻𝑖𝑖𝑤𝑤𝑖𝑖
             (10)

As in [10] we can solve (9) as

𝑤𝑤𝑖𝑖
∗𝐻𝐻𝑖𝑖

∗𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖  
𝑤𝑤𝑖𝑖

∗𝐻̃𝐻𝑖𝑖
∗𝐻̃𝐻𝑖𝑖𝑤𝑤𝑖𝑖

 ≤  𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚(𝐻𝐻𝑖𝑖
∗𝐻𝐻𝑖𝑖, 𝐻̃𝐻𝑖𝑖

∗𝐻̃𝐻𝑖𝑖)                (11)

where λmax is the largest generalized eigenvalue. According to 
the SLR criterion, the precoding matrix 𝑤𝑤𝑖𝑖 is designed based 
on the following metric:

𝑤𝑤𝑖𝑖
𝑜𝑜  ∝ 𝑚𝑚𝑚𝑚𝑚𝑚 𝑔𝑔𝑔𝑔𝑔𝑔. 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒(𝐻𝐻𝑖𝑖

∗𝐻𝐻𝑖𝑖, 𝐻̃𝐻𝑖𝑖
∗𝐻̃𝐻𝑖𝑖)          (12)

Depending on [10], the proportionality constant is chosen to 
normalize the norm of  𝑤𝑤𝑖𝑖

𝑜𝑜 to unity. At user i, the maximum-

likelihood detection scheme will be used to estimate 𝑠𝑠𝑖𝑖 from 
the received signal as follows [10]: 

𝑠̂𝑠𝑖𝑖 = 𝑤𝑤𝑖𝑖
∗𝐻𝐻𝑖𝑖

∗  
||𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖||2 𝑦𝑦𝑖𝑖                               (13)

Then  

𝑠̂𝑠𝑖𝑖 = 𝑠𝑠𝑖𝑖 + 𝑤𝑤𝑖𝑖
∗𝐻𝐻𝑖𝑖

∗ ∑ 𝐻𝐻𝑖𝑖𝑤𝑤𝑢𝑢𝑠𝑠𝑢𝑢
𝑈𝑈
𝑢𝑢=1.  𝑢𝑢 ≠𝑖𝑖   
||𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖||2 +  𝑤𝑤𝑖𝑖

∗𝐻𝐻𝑖𝑖
∗  

||𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖||2  𝑛𝑛𝑛𝑛𝑖𝑖   (14)

IV. COOPERATIVE ALGORITHM
Considerable limited network resources such as energy can be 
saved through cooperation, which also increases the reliability 
and quality of services. Quality and reliability are measured by 
parameters such as bit error rate and outage probability. 
Hence, cooperation can extend the coverage range and data 
throughput.  

1. Amplify-And-Forward (AAF)
A simple form of wireless cooperative communication is the 
AAF method. In this method, the signal received by each relay 
is a noise signal. It suffers from attenuation. Therefore, the 
noisy version of the original signal needs to be amplified 
before it can be sent again by the partner or relay. In doing so, 
the noise in the signal is also amplified. At the destination, the 
information transmitted by the user and partner will be 
combined. Although the AAF method amplifies the signal, it 
also amplifies the noise. Laneman and Wornell [21] present 
and analyze the AAF method.

2. Decode-And-Forward (DAF)  
This method involves two sub-steps. First, the partner decodes 
the user’s information, and second, the decoded information is 
retransmitted to the destination. Therefore, there is no 
amplified noise in the sent signal. The DAF is the most 
preferred method in a relay. This method can only be 
meaningfully provided the relay can decode the original 
message completely. Sendonaris employed the DAF signaling 
in a simple code-division multiple access (CDMA) system 
with two users [22].

V. PROPOSED SCHEME
In this section, a novel MU-MIMO system is proposed aimed 
at fully benefiting from the transmission power to each user. 
In practice, in MU-MIMO beamforming based on maximum 
SLR system, the power leaked from one user to the others is 
different. Power control in BS is usually applied to design a 
beamforming coefficient for each user.
From the literature on SLR precoding described in Section III, 
we consider an appropriate combination of three algorithms.

1. Precoding Design 



Cooperative OSIC System to Exploit the Leakage Power of  
MU-MIMO Beamforming based on Maximum SLR for 5G

INFOCOMMUNICATIONS JOURNAL

SEPTEMBER 2019 • VOLUME XI • NUMBER 3 15

When each user has been carefully considered separately, we 
will find the received signal at a recipient i as:

𝑦𝑦𝑖𝑖 = 𝐻𝐻𝑖𝑖 ∑ 𝑤𝑤𝑢𝑢𝑠𝑠𝑢𝑢 + 𝑛𝑛𝑛𝑛𝑖𝑖  
𝑈𝑈

𝑢𝑢=1

= 𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖𝑠𝑠𝑖𝑖 + 𝐻𝐻𝑖𝑖  ∑  𝑤𝑤𝑢𝑢𝑠𝑠𝑢𝑢 + 𝑛𝑛𝑛𝑛𝑖𝑖         (7)
𝑈𝑈

𝑢𝑢=1,𝑢𝑢≠𝑖𝑖

The 𝐻𝐻𝑖𝑖 vector has complex Gaussian variable components 
with unit variance and zero mean. Moreover, the components 
of the additive noise 𝑛𝑛𝑛𝑛𝑖𝑖 have a distribution as 𝑁𝑁(0,𝜎𝜎𝑖𝑖

2) and are 
temporarily and spatially white. To describe the proposed 
scheme clearly, the original SLR-based precoding scheme [10] 
is reviewed in the next section.

III. SLR PRECODING
The original SLR-based precoding scheme is reviewed in 

[10]. Recall that SLR is defined as the ratio of received signal 
power at the desired user to received signal power at the other 
terminals (the leakage power) plus noise power without 
considering receive matrices. This scheme computes the 
maximum beamforming precoding (𝑤𝑤𝑖𝑖

𝑜𝑜) of each user from the 
maximum SLR of these users [10] as follows:

𝑆𝑆𝑆𝑆𝑆𝑆 = ||𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖||2  
∑ ||𝐻𝐻𝑢𝑢𝑤𝑤𝑖𝑖||2𝑈𝑈

𝑢𝑢=1.  𝑢𝑢 ≠𝑖𝑖
                    (8) 

Then

𝑤𝑤𝑖𝑖
𝑜𝑜 = 𝑎𝑎𝑎𝑎𝑎𝑎  𝑚𝑚𝑚𝑚𝑚𝑚 ||𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖||2  

∑ ||𝐻𝐻𝑢𝑢𝑤𝑤𝑖𝑖||2𝑈𝑈
𝑢𝑢=1.  𝑢𝑢 ≠𝑖𝑖

           (9)

where ||𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖||2 represents the required signal power of user i,
while ∑ ||𝐻𝐻𝑢𝑢𝑤𝑤𝑖𝑖||2𝑈𝑈

𝑢𝑢=1.  𝑢𝑢 ≠𝑖𝑖 represents the total leakage power 
from the total power of user i as an interference to the other 
users. By substituting 𝐻̃𝐻𝑖𝑖 = ∑ 𝐻𝐻𝑢𝑢

𝑈𝑈
𝑢𝑢=1.  𝑢𝑢 ≠𝑖𝑖  into (8), we can 

obtain

𝑆𝑆𝑆𝑆𝑆𝑆 = ||𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖||2  
||𝐻̃𝐻𝑖𝑖𝑤𝑤𝑖𝑖||2   =  𝑤𝑤𝑖𝑖

∗𝐻𝐻𝑖𝑖
∗𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖  

𝑤𝑤𝑖𝑖
∗𝐻̃𝐻𝑖𝑖

∗𝐻̃𝐻𝑖𝑖𝑤𝑤𝑖𝑖
             (10)

As in [10] we can solve (9) as

𝑤𝑤𝑖𝑖
∗𝐻𝐻𝑖𝑖

∗𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖  
𝑤𝑤𝑖𝑖

∗𝐻̃𝐻𝑖𝑖
∗𝐻̃𝐻𝑖𝑖𝑤𝑤𝑖𝑖

 ≤  𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚(𝐻𝐻𝑖𝑖
∗𝐻𝐻𝑖𝑖, 𝐻̃𝐻𝑖𝑖

∗𝐻̃𝐻𝑖𝑖)                (11)

where λmax is the largest generalized eigenvalue. According to 
the SLR criterion, the precoding matrix 𝑤𝑤𝑖𝑖 is designed based 
on the following metric:

𝑤𝑤𝑖𝑖
𝑜𝑜  ∝ 𝑚𝑚𝑚𝑚𝑚𝑚 𝑔𝑔𝑔𝑔𝑔𝑔. 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒(𝐻𝐻𝑖𝑖

∗𝐻𝐻𝑖𝑖, 𝐻̃𝐻𝑖𝑖
∗𝐻̃𝐻𝑖𝑖)          (12)

Depending on [10], the proportionality constant is chosen to 
normalize the norm of  𝑤𝑤𝑖𝑖

𝑜𝑜 to unity. At user i, the maximum-

likelihood detection scheme will be used to estimate 𝑠𝑠𝑖𝑖 from 
the received signal as follows [10]: 

𝑠̂𝑠𝑖𝑖 = 𝑤𝑤𝑖𝑖
∗𝐻𝐻𝑖𝑖

∗  
||𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖||2 𝑦𝑦𝑖𝑖                               (13)

Then  

𝑠̂𝑠𝑖𝑖 = 𝑠𝑠𝑖𝑖 + 𝑤𝑤𝑖𝑖
∗𝐻𝐻𝑖𝑖

∗ ∑ 𝐻𝐻𝑖𝑖𝑤𝑤𝑢𝑢𝑠𝑠𝑢𝑢
𝑈𝑈
𝑢𝑢=1.  𝑢𝑢 ≠𝑖𝑖   
||𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖||2 +  𝑤𝑤𝑖𝑖

∗𝐻𝐻𝑖𝑖
∗  

||𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖||2  𝑛𝑛𝑛𝑛𝑖𝑖   (14)

IV. COOPERATIVE ALGORITHM
Considerable limited network resources such as energy can be 
saved through cooperation, which also increases the reliability 
and quality of services. Quality and reliability are measured by 
parameters such as bit error rate and outage probability. 
Hence, cooperation can extend the coverage range and data 
throughput.  

1. Amplify-And-Forward (AAF)
A simple form of wireless cooperative communication is the 
AAF method. In this method, the signal received by each relay 
is a noise signal. It suffers from attenuation. Therefore, the 
noisy version of the original signal needs to be amplified 
before it can be sent again by the partner or relay. In doing so, 
the noise in the signal is also amplified. At the destination, the 
information transmitted by the user and partner will be 
combined. Although the AAF method amplifies the signal, it 
also amplifies the noise. Laneman and Wornell [21] present 
and analyze the AAF method.

2. Decode-And-Forward (DAF)  
This method involves two sub-steps. First, the partner decodes 
the user’s information, and second, the decoded information is 
retransmitted to the destination. Therefore, there is no 
amplified noise in the sent signal. The DAF is the most 
preferred method in a relay. This method can only be 
meaningfully provided the relay can decode the original 
message completely. Sendonaris employed the DAF signaling 
in a simple code-division multiple access (CDMA) system 
with two users [22].

V. PROPOSED SCHEME
In this section, a novel MU-MIMO system is proposed aimed 
at fully benefiting from the transmission power to each user. 
In practice, in MU-MIMO beamforming based on maximum 
SLR system, the power leaked from one user to the others is 
different. Power control in BS is usually applied to design a 
beamforming coefficient for each user.
From the literature on SLR precoding described in Section III, 
we consider an appropriate combination of three algorithms.

1. Precoding Design 

When each user has been carefully considered separately, we 
will find the received signal at a recipient i as:

𝑦𝑦𝑖𝑖 = 𝐻𝐻𝑖𝑖 ∑ 𝑤𝑤𝑢𝑢𝑠𝑠𝑢𝑢 + 𝑛𝑛𝑛𝑛𝑖𝑖  
𝑈𝑈

𝑢𝑢=1

= 𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖𝑠𝑠𝑖𝑖 + 𝐻𝐻𝑖𝑖  ∑  𝑤𝑤𝑢𝑢𝑠𝑠𝑢𝑢 + 𝑛𝑛𝑛𝑛𝑖𝑖         (7)
𝑈𝑈

𝑢𝑢=1,𝑢𝑢≠𝑖𝑖

The 𝐻𝐻𝑖𝑖 vector has complex Gaussian variable components 
with unit variance and zero mean. Moreover, the components 
of the additive noise 𝑛𝑛𝑛𝑛𝑖𝑖 have a distribution as 𝑁𝑁(0,𝜎𝜎𝑖𝑖

2) and are 
temporarily and spatially white. To describe the proposed 
scheme clearly, the original SLR-based precoding scheme [10] 
is reviewed in the next section.

III. SLR PRECODING
The original SLR-based precoding scheme is reviewed in 

[10]. Recall that SLR is defined as the ratio of received signal 
power at the desired user to received signal power at the other 
terminals (the leakage power) plus noise power without 
considering receive matrices. This scheme computes the 
maximum beamforming precoding (𝑤𝑤𝑖𝑖

𝑜𝑜) of each user from the 
maximum SLR of these users [10] as follows:

𝑆𝑆𝑆𝑆𝑆𝑆 = ||𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖||2  
∑ ||𝐻𝐻𝑢𝑢𝑤𝑤𝑖𝑖||2𝑈𝑈

𝑢𝑢=1.  𝑢𝑢 ≠𝑖𝑖
                    (8) 

Then

𝑤𝑤𝑖𝑖
𝑜𝑜 = 𝑎𝑎𝑎𝑎𝑎𝑎  𝑚𝑚𝑚𝑚𝑚𝑚 ||𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖||2  

∑ ||𝐻𝐻𝑢𝑢𝑤𝑤𝑖𝑖||2𝑈𝑈
𝑢𝑢=1.  𝑢𝑢 ≠𝑖𝑖

           (9)

where ||𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖||2 represents the required signal power of user i,
while ∑ ||𝐻𝐻𝑢𝑢𝑤𝑤𝑖𝑖||2𝑈𝑈

𝑢𝑢=1.  𝑢𝑢 ≠𝑖𝑖 represents the total leakage power 
from the total power of user i as an interference to the other 
users. By substituting 𝐻̃𝐻𝑖𝑖 = ∑ 𝐻𝐻𝑢𝑢

𝑈𝑈
𝑢𝑢=1.  𝑢𝑢 ≠𝑖𝑖  into (8), we can 

obtain

𝑆𝑆𝑆𝑆𝑆𝑆 = ||𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖||2  
||𝐻̃𝐻𝑖𝑖𝑤𝑤𝑖𝑖||2   =  𝑤𝑤𝑖𝑖

∗𝐻𝐻𝑖𝑖
∗𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖  

𝑤𝑤𝑖𝑖
∗𝐻̃𝐻𝑖𝑖

∗𝐻̃𝐻𝑖𝑖𝑤𝑤𝑖𝑖
             (10)

As in [10] we can solve (9) as
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∗𝐻𝐻𝑖𝑖, 𝐻̃𝐻𝑖𝑖

∗𝐻̃𝐻𝑖𝑖)                (11)

where λmax is the largest generalized eigenvalue. According to 
the SLR criterion, the precoding matrix 𝑤𝑤𝑖𝑖 is designed based 
on the following metric:

𝑤𝑤𝑖𝑖
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Depending on [10], the proportionality constant is chosen to 
normalize the norm of  𝑤𝑤𝑖𝑖

𝑜𝑜 to unity. At user i, the maximum-

likelihood detection scheme will be used to estimate 𝑠𝑠𝑖𝑖 from 
the received signal as follows [10]: 

𝑠̂𝑠𝑖𝑖 = 𝑤𝑤𝑖𝑖
∗𝐻𝐻𝑖𝑖

∗  
||𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖||2 𝑦𝑦𝑖𝑖                               (13)

Then  

𝑠̂𝑠𝑖𝑖 = 𝑠𝑠𝑖𝑖 + 𝑤𝑤𝑖𝑖
∗𝐻𝐻𝑖𝑖
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||𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖||2  𝑛𝑛𝑛𝑛𝑖𝑖   (14)

IV. COOPERATIVE ALGORITHM
Considerable limited network resources such as energy can be 
saved through cooperation, which also increases the reliability 
and quality of services. Quality and reliability are measured by 
parameters such as bit error rate and outage probability. 
Hence, cooperation can extend the coverage range and data 
throughput.  

1. Amplify-And-Forward (AAF)
A simple form of wireless cooperative communication is the 
AAF method. In this method, the signal received by each relay 
is a noise signal. It suffers from attenuation. Therefore, the 
noisy version of the original signal needs to be amplified 
before it can be sent again by the partner or relay. In doing so, 
the noise in the signal is also amplified. At the destination, the 
information transmitted by the user and partner will be 
combined. Although the AAF method amplifies the signal, it 
also amplifies the noise. Laneman and Wornell [21] present 
and analyze the AAF method.

2. Decode-And-Forward (DAF)  
This method involves two sub-steps. First, the partner decodes 
the user’s information, and second, the decoded information is 
retransmitted to the destination. Therefore, there is no 
amplified noise in the sent signal. The DAF is the most 
preferred method in a relay. This method can only be 
meaningfully provided the relay can decode the original 
message completely. Sendonaris employed the DAF signaling 
in a simple code-division multiple access (CDMA) system 
with two users [22].

V. PROPOSED SCHEME
In this section, a novel MU-MIMO system is proposed aimed 
at fully benefiting from the transmission power to each user. 
In practice, in MU-MIMO beamforming based on maximum 
SLR system, the power leaked from one user to the others is 
different. Power control in BS is usually applied to design a 
beamforming coefficient for each user.
From the literature on SLR precoding described in Section III, 
we consider an appropriate combination of three algorithms.

1. Precoding Design 

When each user has been carefully considered separately, we 
will find the received signal at a recipient i as:

𝑦𝑦𝑖𝑖 = 𝐻𝐻𝑖𝑖 ∑ 𝑤𝑤𝑢𝑢𝑠𝑠𝑢𝑢 + 𝑛𝑛𝑛𝑛𝑖𝑖  
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The 𝐻𝐻𝑖𝑖 vector has complex Gaussian variable components 
with unit variance and zero mean. Moreover, the components 
of the additive noise 𝑛𝑛𝑛𝑛𝑖𝑖 have a distribution as 𝑁𝑁(0,𝜎𝜎𝑖𝑖

2) and are 
temporarily and spatially white. To describe the proposed 
scheme clearly, the original SLR-based precoding scheme [10] 
is reviewed in the next section.
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||𝐻̃𝐻𝑖𝑖𝑤𝑤𝑖𝑖||2   =  𝑤𝑤𝑖𝑖

∗𝐻𝐻𝑖𝑖
∗𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖  

𝑤𝑤𝑖𝑖
∗𝐻̃𝐻𝑖𝑖

∗𝐻̃𝐻𝑖𝑖𝑤𝑤𝑖𝑖
             (10)

As in [10] we can solve (9) as

𝑤𝑤𝑖𝑖
∗𝐻𝐻𝑖𝑖

∗𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖  
𝑤𝑤𝑖𝑖

∗𝐻̃𝐻𝑖𝑖
∗𝐻̃𝐻𝑖𝑖𝑤𝑤𝑖𝑖

 ≤  𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚(𝐻𝐻𝑖𝑖
∗𝐻𝐻𝑖𝑖, 𝐻̃𝐻𝑖𝑖

∗𝐻̃𝐻𝑖𝑖)                (11)

where λmax is the largest generalized eigenvalue. According to 
the SLR criterion, the precoding matrix 𝑤𝑤𝑖𝑖 is designed based 
on the following metric:

𝑤𝑤𝑖𝑖
𝑜𝑜  ∝ 𝑚𝑚𝑚𝑚𝑚𝑚 𝑔𝑔𝑔𝑔𝑔𝑔. 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒(𝐻𝐻𝑖𝑖

∗𝐻𝐻𝑖𝑖, 𝐻̃𝐻𝑖𝑖
∗𝐻̃𝐻𝑖𝑖)          (12)

Depending on [10], the proportionality constant is chosen to 
normalize the norm of  𝑤𝑤𝑖𝑖

𝑜𝑜 to unity. At user i, the maximum-

likelihood detection scheme will be used to estimate 𝑠𝑠𝑖𝑖 from 
the received signal as follows [10]: 

𝑠̂𝑠𝑖𝑖 = 𝑤𝑤𝑖𝑖
∗𝐻𝐻𝑖𝑖

∗  
||𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖||2 𝑦𝑦𝑖𝑖                               (13)

Then  

𝑠̂𝑠𝑖𝑖 = 𝑠𝑠𝑖𝑖 + 𝑤𝑤𝑖𝑖
∗𝐻𝐻𝑖𝑖

∗ ∑ 𝐻𝐻𝑖𝑖𝑤𝑤𝑢𝑢𝑠𝑠𝑢𝑢
𝑈𝑈
𝑢𝑢=1.  𝑢𝑢 ≠𝑖𝑖   
||𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖||2 +  𝑤𝑤𝑖𝑖

∗𝐻𝐻𝑖𝑖
∗  

||𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖||2  𝑛𝑛𝑛𝑛𝑖𝑖   (14)

IV. COOPERATIVE ALGORITHM
Considerable limited network resources such as energy can be 
saved through cooperation, which also increases the reliability 
and quality of services. Quality and reliability are measured by 
parameters such as bit error rate and outage probability. 
Hence, cooperation can extend the coverage range and data 
throughput.  

1. Amplify-And-Forward (AAF)
A simple form of wireless cooperative communication is the 
AAF method. In this method, the signal received by each relay 
is a noise signal. It suffers from attenuation. Therefore, the 
noisy version of the original signal needs to be amplified 
before it can be sent again by the partner or relay. In doing so, 
the noise in the signal is also amplified. At the destination, the 
information transmitted by the user and partner will be 
combined. Although the AAF method amplifies the signal, it 
also amplifies the noise. Laneman and Wornell [21] present 
and analyze the AAF method.

2. Decode-And-Forward (DAF)  
This method involves two sub-steps. First, the partner decodes 
the user’s information, and second, the decoded information is 
retransmitted to the destination. Therefore, there is no 
amplified noise in the sent signal. The DAF is the most 
preferred method in a relay. This method can only be 
meaningfully provided the relay can decode the original 
message completely. Sendonaris employed the DAF signaling 
in a simple code-division multiple access (CDMA) system 
with two users [22].

V. PROPOSED SCHEME
In this section, a novel MU-MIMO system is proposed aimed 
at fully benefiting from the transmission power to each user. 
In practice, in MU-MIMO beamforming based on maximum 
SLR system, the power leaked from one user to the others is 
different. Power control in BS is usually applied to design a 
beamforming coefficient for each user.
From the literature on SLR precoding described in Section III, 
we consider an appropriate combination of three algorithms.

1. Precoding Design 

When each user has been carefully considered separately, we 
will find the received signal at a recipient i as:

𝑦𝑦𝑖𝑖 = 𝐻𝐻𝑖𝑖 ∑ 𝑤𝑤𝑢𝑢𝑠𝑠𝑢𝑢 + 𝑛𝑛𝑛𝑛𝑖𝑖  
𝑈𝑈

𝑢𝑢=1

= 𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖𝑠𝑠𝑖𝑖 + 𝐻𝐻𝑖𝑖  ∑  𝑤𝑤𝑢𝑢𝑠𝑠𝑢𝑢 + 𝑛𝑛𝑛𝑛𝑖𝑖         (7)
𝑈𝑈

𝑢𝑢=1,𝑢𝑢≠𝑖𝑖

The 𝐻𝐻𝑖𝑖 vector has complex Gaussian variable components 
with unit variance and zero mean. Moreover, the components 
of the additive noise 𝑛𝑛𝑛𝑛𝑖𝑖 have a distribution as 𝑁𝑁(0,𝜎𝜎𝑖𝑖

2) and are 
temporarily and spatially white. To describe the proposed 
scheme clearly, the original SLR-based precoding scheme [10] 
is reviewed in the next section.

III. SLR PRECODING
The original SLR-based precoding scheme is reviewed in 

[10]. Recall that SLR is defined as the ratio of received signal 
power at the desired user to received signal power at the other 
terminals (the leakage power) plus noise power without 
considering receive matrices. This scheme computes the 
maximum beamforming precoding (𝑤𝑤𝑖𝑖

𝑜𝑜) of each user from the 
maximum SLR of these users [10] as follows:

𝑆𝑆𝑆𝑆𝑆𝑆 = ||𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖||2  
∑ ||𝐻𝐻𝑢𝑢𝑤𝑤𝑖𝑖||2𝑈𝑈

𝑢𝑢=1.  𝑢𝑢 ≠𝑖𝑖
                    (8) 

Then

𝑤𝑤𝑖𝑖
𝑜𝑜 = 𝑎𝑎𝑎𝑎𝑎𝑎  𝑚𝑚𝑚𝑚𝑚𝑚 ||𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖||2  

∑ ||𝐻𝐻𝑢𝑢𝑤𝑤𝑖𝑖||2𝑈𝑈
𝑢𝑢=1.  𝑢𝑢 ≠𝑖𝑖

           (9)

where ||𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖||2 represents the required signal power of user i,
while ∑ ||𝐻𝐻𝑢𝑢𝑤𝑤𝑖𝑖||2𝑈𝑈

𝑢𝑢=1.  𝑢𝑢 ≠𝑖𝑖 represents the total leakage power 
from the total power of user i as an interference to the other 
users. By substituting 𝐻̃𝐻𝑖𝑖 = ∑ 𝐻𝐻𝑢𝑢

𝑈𝑈
𝑢𝑢=1.  𝑢𝑢 ≠𝑖𝑖  into (8), we can 

obtain

𝑆𝑆𝑆𝑆𝑆𝑆 = ||𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖||2  
||𝐻̃𝐻𝑖𝑖𝑤𝑤𝑖𝑖||2   =  𝑤𝑤𝑖𝑖

∗𝐻𝐻𝑖𝑖
∗𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖  

𝑤𝑤𝑖𝑖
∗𝐻̃𝐻𝑖𝑖

∗𝐻̃𝐻𝑖𝑖𝑤𝑤𝑖𝑖
             (10)

As in [10] we can solve (9) as

𝑤𝑤𝑖𝑖
∗𝐻𝐻𝑖𝑖

∗𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖  
𝑤𝑤𝑖𝑖

∗𝐻̃𝐻𝑖𝑖
∗𝐻̃𝐻𝑖𝑖𝑤𝑤𝑖𝑖

 ≤  𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚(𝐻𝐻𝑖𝑖
∗𝐻𝐻𝑖𝑖, 𝐻̃𝐻𝑖𝑖

∗𝐻̃𝐻𝑖𝑖)                (11)

where λmax is the largest generalized eigenvalue. According to 
the SLR criterion, the precoding matrix 𝑤𝑤𝑖𝑖 is designed based 
on the following metric:

𝑤𝑤𝑖𝑖
𝑜𝑜  ∝ 𝑚𝑚𝑚𝑚𝑚𝑚 𝑔𝑔𝑔𝑔𝑔𝑔. 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒(𝐻𝐻𝑖𝑖

∗𝐻𝐻𝑖𝑖, 𝐻̃𝐻𝑖𝑖
∗𝐻̃𝐻𝑖𝑖)          (12)

Depending on [10], the proportionality constant is chosen to 
normalize the norm of  𝑤𝑤𝑖𝑖

𝑜𝑜 to unity. At user i, the maximum-

likelihood detection scheme will be used to estimate 𝑠𝑠𝑖𝑖 from 
the received signal as follows [10]: 

𝑠̂𝑠𝑖𝑖 = 𝑤𝑤𝑖𝑖
∗𝐻𝐻𝑖𝑖

∗  
||𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖||2 𝑦𝑦𝑖𝑖                               (13)

Then  

𝑠̂𝑠𝑖𝑖 = 𝑠𝑠𝑖𝑖 + 𝑤𝑤𝑖𝑖
∗𝐻𝐻𝑖𝑖

∗ ∑ 𝐻𝐻𝑖𝑖𝑤𝑤𝑢𝑢𝑠𝑠𝑢𝑢
𝑈𝑈
𝑢𝑢=1.  𝑢𝑢 ≠𝑖𝑖   
||𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖||2 +  𝑤𝑤𝑖𝑖

∗𝐻𝐻𝑖𝑖
∗  

||𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖||2  𝑛𝑛𝑛𝑛𝑖𝑖   (14)

IV. COOPERATIVE ALGORITHM
Considerable limited network resources such as energy can be 
saved through cooperation, which also increases the reliability 
and quality of services. Quality and reliability are measured by 
parameters such as bit error rate and outage probability. 
Hence, cooperation can extend the coverage range and data 
throughput.  

1. Amplify-And-Forward (AAF)
A simple form of wireless cooperative communication is the 
AAF method. In this method, the signal received by each relay 
is a noise signal. It suffers from attenuation. Therefore, the 
noisy version of the original signal needs to be amplified 
before it can be sent again by the partner or relay. In doing so, 
the noise in the signal is also amplified. At the destination, the 
information transmitted by the user and partner will be 
combined. Although the AAF method amplifies the signal, it 
also amplifies the noise. Laneman and Wornell [21] present 
and analyze the AAF method.

2. Decode-And-Forward (DAF)  
This method involves two sub-steps. First, the partner decodes 
the user’s information, and second, the decoded information is 
retransmitted to the destination. Therefore, there is no 
amplified noise in the sent signal. The DAF is the most 
preferred method in a relay. This method can only be 
meaningfully provided the relay can decode the original 
message completely. Sendonaris employed the DAF signaling 
in a simple code-division multiple access (CDMA) system 
with two users [22].

V. PROPOSED SCHEME
In this section, a novel MU-MIMO system is proposed aimed 
at fully benefiting from the transmission power to each user. 
In practice, in MU-MIMO beamforming based on maximum 
SLR system, the power leaked from one user to the others is 
different. Power control in BS is usually applied to design a 
beamforming coefficient for each user.
From the literature on SLR precoding described in Section III, 
we consider an appropriate combination of three algorithms.

1. Precoding Design 

Based on [19], the drawback of [10] is that when each user has 
multiple data streams, the effective channel gain for each 
stream can be severely unbalanced. If power control or 
adaptive modulation and coding cannot be applied, then the 
overall error performance of each user will suffer a significant 
loss. Therefore, unlike the original SLR scheme in [10], which 
gives the solution in Equation (12) dependent on subject to 
‖𝑤𝑤𝑢𝑢‖2 = 1, we apply total transmission power constraints (𝑃𝑃𝑢𝑢) 
at the transmitter, which can be described as 𝐸𝐸(‖𝑤𝑤𝑢𝑢𝑠𝑠𝑢𝑢‖2) ≤
𝑃𝑃𝑢𝑢. The symbol su satisfies the power constraint as 𝐸𝐸𝑢𝑢 =
 𝐸𝐸(|𝑠𝑠𝑢𝑢|2) = 1. Therefore, the same solution is chosen in 
Equation (12) but depends on [23]: 

subject to ‖𝑤𝑤𝑢𝑢‖2 = 𝑤𝑤𝑢𝑢
𝐻𝐻𝑤𝑤𝑢𝑢 ≤  𝑃𝑃𝑢𝑢/ 𝐸𝐸𝑢𝑢              (15) 

 
Note that the norm of 𝑤𝑤𝑢𝑢 is irrelevant to the final solutions; in 
other words, the norm of 𝑤𝑤𝑢𝑢 can be forced to be any value to
achieve the best value for 𝑤𝑤𝑢𝑢 under the power constraints. 
 
2. OSIC Detection Algorithm 
Linear detection methods require a low complexity of 
hardware implementation. The OSIC method helps to improve 
performance without increasing complexity. In OSIC, based 
on the received signal at all the antennas, the symbols are 
selected to remove the effect from the others. To reduce the 
interference, the detected signal in each stage is subtracted 
from the received signal [20]. Suppose that the ML detection 
scheme will be used to estimate 𝑠𝑠𝑖𝑖 from the received signal. 
After estimation, the remaining signal in the first stage is 
formed by subtracting it from the received signal 𝑦𝑦𝑖𝑖. After 
estimation 𝑠𝑠𝑖𝑖, the remaining signal in the first stage is formed 
by subtracting it from the received signal as shown in Fig. 2, 
that is,   

𝑦̂𝑦𝑖𝑖 =  𝑦𝑦𝑖𝑖 − 𝐻𝐻𝑖𝑖𝑠𝑠𝑖𝑖                            (16)                              
 
then the interference is successfully canceled in the course of 
estimating 𝑠𝑠𝑢𝑢 , u=1, …, i-1, i+1, …, U . After estimating all 𝑠𝑠𝑢𝑢  
in each user, all users cooperate with one another to share the 
interference signal only to benefit from the leakage power.  

 
 

Fig.2  Illustration of OSIC-MU signal detection for u-th spatial streams of 
user 1  

 
3. Hybrid Relaying Model 
Our suggestion cooperative method is different from DAF as 
well as from AAF method. We produce a Hybrid Relaying 

model of DAF and AAF which does not depend on coding the 
signal in BS like DAF method, but it depends on the 
estimation of the leakage signal using OSIC (without decoding 
and recoding the leakage signal like DAF method) in the first 
user (or relay). Then the estimated leakage signals multiplies 
by control power parameter (β) and it transmits to the second 
user (or destination) without increasing the effect of noise as 
in AAF method. In this way, the complexity of BS will reduce 
based on dispense of using coding technique in BS. Also, the 
decoding and recoding the leakage signal in the relay was 
excluded, to reduce the processing latency, thus reducing the 
complexity load in real-time detection in the relay and depend 
on signal estimation and leakage power in the user side. In the 
proposed scheme, at the first interval, using ML estimation 
and OSIC detection, each user differentiates and identifies its 
own signal (desired signal) from other user signals known as 
the leakage signal. At the second interval, the leakage signals 
for other users are transmitted to them. By using this scheme, 
we can benefit from leakage power and turn it into a 
productive power by using the combiner in each user to 
combine the desired signal detected by each user as its own 
signal with the leakage signal detected by other users as an 
interference signal. When the inter-user channel (the channel 
between users) is appropriate, the control power (β) will be 
used for the interference signal cooperation. Simply put, to 
take advantage of the leaked signal, the signal leaked from the 
original signal will be reintroduced to its real destination. 
Total transmission power constraints exist at the transmitter, 
which can be described as 𝐸𝐸(‖𝛽𝛽𝑖𝑖𝑠𝑠𝑖𝑖‖2) ≤ 𝑃𝑃𝑖𝑖. 𝛽𝛽𝑖𝑖  is a constant to 
meet the total transmitted power constraint and is given as 
follows [20]: 

𝛽𝛽 = √ 𝑁𝑁𝑇𝑇
𝑇𝑇𝑇𝑇(𝐻𝐻−1(𝐻𝐻−1)𝐻𝐻)                    (17) 

 
Therefore, the transmitted signal from u-th to i-th user at the 
second time slot is: 

𝑠̂𝑠𝑢𝑢−𝑖𝑖−2𝑛𝑛𝑛𝑛 = 𝛽𝛽 ∗ 𝑠̂𝑠𝑢𝑢−𝑖𝑖−1𝑠𝑠𝑠𝑠               (18) 
 

where 𝑠̂𝑠𝑢𝑢−𝑖𝑖−1𝑠𝑠𝑠𝑠  is the noisy version of the leakage signal 
(𝑠𝑠𝑢𝑢−𝑖𝑖−1𝑠𝑠𝑠𝑠) from the i-th user who is detected by the u-th user at 
the first time slot. The received signal at the second time slot in 
i-th user is given by 

𝑦𝑦𝑢𝑢−𝑖𝑖−2𝑛𝑛𝑛𝑛 = 𝐻𝐻𝑢𝑢−𝑖𝑖−2𝑛𝑛𝑛𝑛 ∗  𝑠̂𝑠𝑢𝑢−𝑖𝑖−2𝑛𝑛𝑛𝑛 + 𝑛𝑛𝑛𝑛𝑖𝑖      (19) 
 
where 𝐻𝐻𝑢𝑢−𝑖𝑖−2𝑛𝑛𝑛𝑛 is the inter-user channel between the user u 
and user i. 𝑛𝑛𝑛𝑛𝑖𝑖 is the AWGN in user i. In user i, maximum 
ratio combiner (MRC) will be used to combine the desired 
signal ( 𝑠̂𝑠𝑖𝑖 ), which is detected as its own signal at the first time 
slot, with 𝑠̂𝑠𝑢𝑢−𝑖𝑖−2𝑛𝑛𝑛𝑛. By using MRC scheme, the signal of i-th 
user will be 

𝑠𝑠𝑖𝑖 = 𝑠̂𝑠𝑖𝑖 +  ∑ 𝑠̂𝑠𝑢𝑢−𝑖𝑖−2𝑛𝑛𝑛𝑛

𝑈𝑈

𝑢𝑢=1,   𝑢𝑢≠𝑖𝑖
                          

= 𝑠̂𝑠𝑖𝑖 +  ∑ 𝐻𝐻𝑢𝑢−𝑖𝑖−2𝑛𝑛𝑛𝑛
∗   

||𝐻𝐻𝑢𝑢−𝑖𝑖−2𝑛𝑛𝑛𝑛||2  ∗ 𝑦𝑦𝑢𝑢−𝑖𝑖−2𝑛𝑛𝑛𝑛

𝑈𝑈

𝑢𝑢=1,   𝑢𝑢≠𝑖𝑖
    (20) 

When each user has been carefully considered separately, we 
will find the received signal at a recipient i as:

𝑦𝑦𝑖𝑖 = 𝐻𝐻𝑖𝑖 ∑ 𝑤𝑤𝑢𝑢𝑠𝑠𝑢𝑢 + 𝑛𝑛𝑛𝑛𝑖𝑖  
𝑈𝑈

𝑢𝑢=1

= 𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖𝑠𝑠𝑖𝑖 + 𝐻𝐻𝑖𝑖  ∑  𝑤𝑤𝑢𝑢𝑠𝑠𝑢𝑢 + 𝑛𝑛𝑛𝑛𝑖𝑖         (7)
𝑈𝑈

𝑢𝑢=1,𝑢𝑢≠𝑖𝑖

The 𝐻𝐻𝑖𝑖 vector has complex Gaussian variable components 
with unit variance and zero mean. Moreover, the components 
of the additive noise 𝑛𝑛𝑛𝑛𝑖𝑖 have a distribution as 𝑁𝑁(0,𝜎𝜎𝑖𝑖

2) and are 
temporarily and spatially white. To describe the proposed 
scheme clearly, the original SLR-based precoding scheme [10] 
is reviewed in the next section.

III. SLR PRECODING
The original SLR-based precoding scheme is reviewed in 

[10]. Recall that SLR is defined as the ratio of received signal 
power at the desired user to received signal power at the other 
terminals (the leakage power) plus noise power without 
considering receive matrices. This scheme computes the 
maximum beamforming precoding (𝑤𝑤𝑖𝑖

𝑜𝑜) of each user from the 
maximum SLR of these users [10] as follows:

𝑆𝑆𝑆𝑆𝑆𝑆 = ||𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖||2  
∑ ||𝐻𝐻𝑢𝑢𝑤𝑤𝑖𝑖||2𝑈𝑈

𝑢𝑢=1.  𝑢𝑢 ≠𝑖𝑖
                    (8) 

Then

𝑤𝑤𝑖𝑖
𝑜𝑜 = 𝑎𝑎𝑎𝑎𝑎𝑎  𝑚𝑚𝑚𝑚𝑚𝑚 ||𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖||2  

∑ ||𝐻𝐻𝑢𝑢𝑤𝑤𝑖𝑖||2𝑈𝑈
𝑢𝑢=1.  𝑢𝑢 ≠𝑖𝑖

           (9)

where ||𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖||2 represents the required signal power of user i,
while ∑ ||𝐻𝐻𝑢𝑢𝑤𝑤𝑖𝑖||2𝑈𝑈

𝑢𝑢=1.  𝑢𝑢 ≠𝑖𝑖 represents the total leakage power 
from the total power of user i as an interference to the other 
users. By substituting 𝐻̃𝐻𝑖𝑖 = ∑ 𝐻𝐻𝑢𝑢

𝑈𝑈
𝑢𝑢=1.  𝑢𝑢 ≠𝑖𝑖  into (8), we can 

obtain

𝑆𝑆𝑆𝑆𝑆𝑆 = ||𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖||2  
||𝐻̃𝐻𝑖𝑖𝑤𝑤𝑖𝑖||2   =  𝑤𝑤𝑖𝑖

∗𝐻𝐻𝑖𝑖
∗𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖  

𝑤𝑤𝑖𝑖
∗𝐻̃𝐻𝑖𝑖

∗𝐻̃𝐻𝑖𝑖𝑤𝑤𝑖𝑖
             (10)

As in [10] we can solve (9) as

𝑤𝑤𝑖𝑖
∗𝐻𝐻𝑖𝑖

∗𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖  
𝑤𝑤𝑖𝑖

∗𝐻̃𝐻𝑖𝑖
∗𝐻̃𝐻𝑖𝑖𝑤𝑤𝑖𝑖

 ≤  𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚(𝐻𝐻𝑖𝑖
∗𝐻𝐻𝑖𝑖, 𝐻̃𝐻𝑖𝑖

∗𝐻̃𝐻𝑖𝑖)                (11)

where λmax is the largest generalized eigenvalue. According to 
the SLR criterion, the precoding matrix 𝑤𝑤𝑖𝑖 is designed based 
on the following metric:

𝑤𝑤𝑖𝑖
𝑜𝑜  ∝ 𝑚𝑚𝑚𝑚𝑚𝑚 𝑔𝑔𝑔𝑔𝑔𝑔. 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒(𝐻𝐻𝑖𝑖

∗𝐻𝐻𝑖𝑖, 𝐻̃𝐻𝑖𝑖
∗𝐻̃𝐻𝑖𝑖)          (12)

Depending on [10], the proportionality constant is chosen to 
normalize the norm of  𝑤𝑤𝑖𝑖

𝑜𝑜 to unity. At user i, the maximum-

likelihood detection scheme will be used to estimate 𝑠𝑠𝑖𝑖 from 
the received signal as follows [10]: 

𝑠̂𝑠𝑖𝑖 = 𝑤𝑤𝑖𝑖
∗𝐻𝐻𝑖𝑖

∗  
||𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖||2 𝑦𝑦𝑖𝑖                               (13)

Then  

𝑠̂𝑠𝑖𝑖 = 𝑠𝑠𝑖𝑖 + 𝑤𝑤𝑖𝑖
∗𝐻𝐻𝑖𝑖

∗ ∑ 𝐻𝐻𝑖𝑖𝑤𝑤𝑢𝑢𝑠𝑠𝑢𝑢
𝑈𝑈
𝑢𝑢=1.  𝑢𝑢 ≠𝑖𝑖   
||𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖||2 +  𝑤𝑤𝑖𝑖

∗𝐻𝐻𝑖𝑖
∗  

||𝐻𝐻𝑖𝑖𝑤𝑤𝑖𝑖||2  𝑛𝑛𝑛𝑛𝑖𝑖   (14)

IV. COOPERATIVE ALGORITHM
Considerable limited network resources such as energy can be 
saved through cooperation, which also increases the reliability 
and quality of services. Quality and reliability are measured by 
parameters such as bit error rate and outage probability. 
Hence, cooperation can extend the coverage range and data 
throughput.  

1. Amplify-And-Forward (AAF)
A simple form of wireless cooperative communication is the 
AAF method. In this method, the signal received by each relay 
is a noise signal. It suffers from attenuation. Therefore, the 
noisy version of the original signal needs to be amplified 
before it can be sent again by the partner or relay. In doing so, 
the noise in the signal is also amplified. At the destination, the 
information transmitted by the user and partner will be 
combined. Although the AAF method amplifies the signal, it 
also amplifies the noise. Laneman and Wornell [21] present 
and analyze the AAF method.

2. Decode-And-Forward (DAF)  
This method involves two sub-steps. First, the partner decodes 
the user’s information, and second, the decoded information is 
retransmitted to the destination. Therefore, there is no 
amplified noise in the sent signal. The DAF is the most 
preferred method in a relay. This method can only be 
meaningfully provided the relay can decode the original 
message completely. Sendonaris employed the DAF signaling 
in a simple code-division multiple access (CDMA) system 
with two users [22].

V. PROPOSED SCHEME
In this section, a novel MU-MIMO system is proposed aimed 
at fully benefiting from the transmission power to each user. 
In practice, in MU-MIMO beamforming based on maximum 
SLR system, the power leaked from one user to the others is 
different. Power control in BS is usually applied to design a 
beamforming coefficient for each user.
From the literature on SLR precoding described in Section III, 
we consider an appropriate combination of three algorithms.

1. Precoding Design 
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Based on [19], the drawback of [10] is that when each user has 
multiple data streams, the effective channel gain for each 
stream can be severely unbalanced. If power control or 
adaptive modulation and coding cannot be applied, then the 
overall error performance of each user will suffer a significant 
loss. Therefore, unlike the original SLR scheme in [10], which 
gives the solution in Equation (12) dependent on subject to 
‖𝑤𝑤𝑢𝑢‖2 = 1, we apply total transmission power constraints (𝑃𝑃𝑢𝑢) 
at the transmitter, which can be described as 𝐸𝐸(‖𝑤𝑤𝑢𝑢𝑠𝑠𝑢𝑢‖2) ≤
𝑃𝑃𝑢𝑢. The symbol su satisfies the power constraint as 𝐸𝐸𝑢𝑢 =
 𝐸𝐸(|𝑠𝑠𝑢𝑢|2) = 1. Therefore, the same solution is chosen in 
Equation (12) but depends on [23]: 

subject to ‖𝑤𝑤𝑢𝑢‖2 = 𝑤𝑤𝑢𝑢
𝐻𝐻𝑤𝑤𝑢𝑢 ≤  𝑃𝑃𝑢𝑢/ 𝐸𝐸𝑢𝑢              (15) 

 
Note that the norm of 𝑤𝑤𝑢𝑢 is irrelevant to the final solutions; in 
other words, the norm of 𝑤𝑤𝑢𝑢 can be forced to be any value to
achieve the best value for 𝑤𝑤𝑢𝑢 under the power constraints. 
 
2. OSIC Detection Algorithm 
Linear detection methods require a low complexity of 
hardware implementation. The OSIC method helps to improve 
performance without increasing complexity. In OSIC, based 
on the received signal at all the antennas, the symbols are 
selected to remove the effect from the others. To reduce the 
interference, the detected signal in each stage is subtracted 
from the received signal [20]. Suppose that the ML detection 
scheme will be used to estimate 𝑠𝑠𝑖𝑖 from the received signal. 
After estimation, the remaining signal in the first stage is 
formed by subtracting it from the received signal 𝑦𝑦𝑖𝑖. After 
estimation 𝑠𝑠𝑖𝑖, the remaining signal in the first stage is formed 
by subtracting it from the received signal as shown in Fig. 2, 
that is,   

𝑦̂𝑦𝑖𝑖 =  𝑦𝑦𝑖𝑖 − 𝐻𝐻𝑖𝑖𝑠𝑠𝑖𝑖                            (16)                              
 
then the interference is successfully canceled in the course of 
estimating 𝑠𝑠𝑢𝑢 , u=1, …, i-1, i+1, …, U . After estimating all 𝑠𝑠𝑢𝑢  
in each user, all users cooperate with one another to share the 
interference signal only to benefit from the leakage power.  

 
 

Fig.2  Illustration of OSIC-MU signal detection for u-th spatial streams of 
user 1  

 
3. Hybrid Relaying Model 
Our suggestion cooperative method is different from DAF as 
well as from AAF method. We produce a Hybrid Relaying 

model of DAF and AAF which does not depend on coding the 
signal in BS like DAF method, but it depends on the 
estimation of the leakage signal using OSIC (without decoding 
and recoding the leakage signal like DAF method) in the first 
user (or relay). Then the estimated leakage signals multiplies 
by control power parameter (β) and it transmits to the second 
user (or destination) without increasing the effect of noise as 
in AAF method. In this way, the complexity of BS will reduce 
based on dispense of using coding technique in BS. Also, the 
decoding and recoding the leakage signal in the relay was 
excluded, to reduce the processing latency, thus reducing the 
complexity load in real-time detection in the relay and depend 
on signal estimation and leakage power in the user side. In the 
proposed scheme, at the first interval, using ML estimation 
and OSIC detection, each user differentiates and identifies its 
own signal (desired signal) from other user signals known as 
the leakage signal. At the second interval, the leakage signals 
for other users are transmitted to them. By using this scheme, 
we can benefit from leakage power and turn it into a 
productive power by using the combiner in each user to 
combine the desired signal detected by each user as its own 
signal with the leakage signal detected by other users as an 
interference signal. When the inter-user channel (the channel 
between users) is appropriate, the control power (β) will be 
used for the interference signal cooperation. Simply put, to 
take advantage of the leaked signal, the signal leaked from the 
original signal will be reintroduced to its real destination. 
Total transmission power constraints exist at the transmitter, 
which can be described as 𝐸𝐸(‖𝛽𝛽𝑖𝑖𝑠𝑠𝑖𝑖‖2) ≤ 𝑃𝑃𝑖𝑖. 𝛽𝛽𝑖𝑖  is a constant to 
meet the total transmitted power constraint and is given as 
follows [20]: 

𝛽𝛽 = √ 𝑁𝑁𝑇𝑇
𝑇𝑇𝑇𝑇(𝐻𝐻−1(𝐻𝐻−1)𝐻𝐻)                    (17) 

 
Therefore, the transmitted signal from u-th to i-th user at the 
second time slot is: 

𝑠̂𝑠𝑢𝑢−𝑖𝑖−2𝑛𝑛𝑛𝑛 = 𝛽𝛽 ∗ 𝑠̂𝑠𝑢𝑢−𝑖𝑖−1𝑠𝑠𝑠𝑠               (18) 
 

where 𝑠̂𝑠𝑢𝑢−𝑖𝑖−1𝑠𝑠𝑠𝑠  is the noisy version of the leakage signal 
(𝑠𝑠𝑢𝑢−𝑖𝑖−1𝑠𝑠𝑠𝑠) from the i-th user who is detected by the u-th user at 
the first time slot. The received signal at the second time slot in 
i-th user is given by 

𝑦𝑦𝑢𝑢−𝑖𝑖−2𝑛𝑛𝑛𝑛 = 𝐻𝐻𝑢𝑢−𝑖𝑖−2𝑛𝑛𝑛𝑛 ∗  𝑠̂𝑠𝑢𝑢−𝑖𝑖−2𝑛𝑛𝑛𝑛 + 𝑛𝑛𝑛𝑛𝑖𝑖      (19) 
 
where 𝐻𝐻𝑢𝑢−𝑖𝑖−2𝑛𝑛𝑛𝑛 is the inter-user channel between the user u 
and user i. 𝑛𝑛𝑛𝑛𝑖𝑖 is the AWGN in user i. In user i, maximum 
ratio combiner (MRC) will be used to combine the desired 
signal ( 𝑠̂𝑠𝑖𝑖 ), which is detected as its own signal at the first time 
slot, with 𝑠̂𝑠𝑢𝑢−𝑖𝑖−2𝑛𝑛𝑛𝑛. By using MRC scheme, the signal of i-th 
user will be 

𝑠𝑠𝑖𝑖 = 𝑠̂𝑠𝑖𝑖 + ∑ 𝑠̂𝑠𝑢𝑢−𝑖𝑖−2𝑛𝑛𝑛𝑛

𝑈𝑈

𝑢𝑢=1,   𝑢𝑢≠𝑖𝑖
                          

= 𝑠̂𝑠𝑖𝑖 + ∑ 𝐻𝐻𝑢𝑢−𝑖𝑖−2𝑛𝑛𝑛𝑛
∗   

||𝐻𝐻𝑢𝑢−𝑖𝑖−2𝑛𝑛𝑛𝑛||2  ∗ 𝑦𝑦𝑢𝑢−𝑖𝑖−2𝑛𝑛𝑛𝑛

𝑈𝑈

𝑢𝑢=1,   𝑢𝑢≠𝑖𝑖
    (20) 

Based on [19], the drawback of [10] is that when each user has 
multiple data streams, the effective channel gain for each 
stream can be severely unbalanced. If power control or 
adaptive modulation and coding cannot be applied, then the 
overall error performance of each user will suffer a significant 
loss. Therefore, unlike the original SLR scheme in [10], which 
gives the solution in Equation (12) dependent on subject to 
‖𝑤𝑤𝑢𝑢‖2 = 1, we apply total transmission power constraints (𝑃𝑃𝑢𝑢) 
at the transmitter, which can be described as 𝐸𝐸(‖𝑤𝑤𝑢𝑢𝑠𝑠𝑢𝑢‖2) ≤
𝑃𝑃𝑢𝑢. The symbol su satisfies the power constraint as 𝐸𝐸𝑢𝑢 =
 𝐸𝐸(|𝑠𝑠𝑢𝑢|2) = 1. Therefore, the same solution is chosen in 
Equation (12) but depends on [23]: 

subject to ‖𝑤𝑤𝑢𝑢‖2 = 𝑤𝑤𝑢𝑢
𝐻𝐻𝑤𝑤𝑢𝑢 ≤  𝑃𝑃𝑢𝑢/ 𝐸𝐸𝑢𝑢              (15) 

 
Note that the norm of 𝑤𝑤𝑢𝑢 is irrelevant to the final solutions; in 
other words, the norm of 𝑤𝑤𝑢𝑢 can be forced to be any value to
achieve the best value for 𝑤𝑤𝑢𝑢 under the power constraints. 
 
2. OSIC Detection Algorithm 
Linear detection methods require a low complexity of 
hardware implementation. The OSIC method helps to improve 
performance without increasing complexity. In OSIC, based 
on the received signal at all the antennas, the symbols are 
selected to remove the effect from the others. To reduce the 
interference, the detected signal in each stage is subtracted 
from the received signal [20]. Suppose that the ML detection 
scheme will be used to estimate 𝑠𝑠𝑖𝑖 from the received signal. 
After estimation, the remaining signal in the first stage is 
formed by subtracting it from the received signal 𝑦𝑦𝑖𝑖. After 
estimation 𝑠𝑠𝑖𝑖, the remaining signal in the first stage is formed 
by subtracting it from the received signal as shown in Fig. 2, 
that is,   
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then the interference is successfully canceled in the course of 
estimating 𝑠𝑠𝑢𝑢 , u=1, …, i-1, i+1, …, U . After estimating all 𝑠𝑠𝑢𝑢  
in each user, all users cooperate with one another to share the 
interference signal only to benefit from the leakage power.  

 
 

Fig.2  Illustration of OSIC-MU signal detection for u-th spatial streams of 
user 1  
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Our suggestion cooperative method is different from DAF as 
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interference signal. When the inter-user channel (the channel 
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ratio combiner (MRC) will be used to combine the desired 
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Based on [19], the drawback of [10] is that when each user has 
multiple data streams, the effective channel gain for each 
stream can be severely unbalanced. If power control or 
adaptive modulation and coding cannot be applied, then the 
overall error performance of each user will suffer a significant 
loss. Therefore, unlike the original SLR scheme in [10], which 
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VI. DOWNLINK CHANNEL MODEL   

Due to LOS propagation, the strongest propagation component 
of MIMO channel corresponds to the deterministic component 
(also referred to as specular components). On the other hand, 
all the other components are random components (due to 
NLOS also referred to as scattering components) [20]. 
The broadcast channel distribution has been following the 
Rayleigh channel distribution which is Gaussian distribution 
with a variance of 𝜎𝜎2 and zero mean. That means there is no 

component of LOS (K= 0): 𝜎𝜎 = √ 1
𝐾𝐾+1. On the other hand, 

when there is any component of LOS (For K > 0) the 
broadcast channel distribution has been following the 
Gaussian distribution with a variance of 𝜎𝜎2 and mean of q or 

Rician distribution when K increases as: 𝑞𝑞 = √ 𝐾𝐾
𝐾𝐾+1 , 𝜎𝜎 =

√ 1
𝐾𝐾+1. Therefore, in this work, the channel matrix of MIMO 

system is described as [24]:

𝐻𝐻 = √ 𝐾𝐾
𝐾𝐾 + 1  𝐻𝐻𝑑𝑑 + √ 1

𝐾𝐾 + 1  𝐻𝐻𝑟𝑟                 (21)

where 𝐻𝐻𝑑𝑑 is representing the component of the normalized 
deterministic channel matrix, while  𝐻𝐻𝑟𝑟 is representing the 
component of random channel matrix, with || 𝐻𝐻𝑑𝑑 ||2 = 𝑁𝑁𝑇𝑇 𝑀𝑀,
E{ |[𝐻𝐻𝑟𝑟]𝑖𝑖,𝑗𝑗|2}= 1, 𝑖𝑖 = 1: 𝑁𝑁𝑇𝑇, 𝑗𝑗 = 1: 𝑀𝑀 [24]. While 𝐾𝐾 is known 
as a factor of the Rician channel which is the relation between 
the component of the specular power 𝑐𝑐2 and the component of 
scattering power 2𝜎𝜎2 , displayed as [20]:

𝐾𝐾 =
‖𝐻𝐻𝑑𝑑‖2

𝐸𝐸 {|[𝐻𝐻𝑟𝑟]𝑖𝑖,𝑗𝑗|2}
= 𝑐𝑐2

2𝜎𝜎2                          (22)

VII. SIMULATION RESULTS AND EVALUATION
In this part, it was evaluated the signal-to-noise ratio (SNR) 
against the bit error rate (BER) as a scale of precoding 
efficiency. A typical MU-MIMO scheme is imitated to 
estimate the performance of the suggested MU-MIMO 
beamforming precoding scheme over the Rayleigh fading 

channel as a conventional channel in the first time slot 
(downlink channel) and Rician fading channel as a realistic 
channel in the second time slot ( inter-user channel). For 
random Rayleigh and Rician fading channel case, the samples 
of these parameters are set up to 1000 with elements generated 
as zero-mean for Rayleigh fading channel while m-mean for 
Rician fading channel and unit-variance independent and 
identically distributed (i.i.d) complex Gaussian random 
variables. We simulate MU-MIMO system, where the average 
BER is taken of SLR-based precoding approach at BS while 
the receiver was using a ML with OSIC detection approach. 
BS transmits by M antennas to each user over the noisy
channel and flat fading channel while each user has employed 
𝑁𝑁𝑢𝑢 antennas to receive the signal. QPSK signal constellation 
has been used as a broadcast modulation in all simulations and 
the results are averaged through several channel 
investigations. For all receivers, the noise variance per receive 
antenna is supposed to be equal, 𝜎𝜎1

2 𝜎𝜎𝑈𝑈
2  𝜎𝜎2 As for the 

power constraints, 𝑃𝑃𝑢𝑢 = 𝑃𝑃𝑖𝑖 = 1 is considered. The typical 
values and simulation parameters are presented in Table 1.

Table 1.
Typical values and simulation parameters.

Parameters Definition

Channel type Rayleigh and Rician

SNR of inter user channel 15dB

Number of users ( U  ) 3

Number of antenna for BS ( M  ) 6

Number of antenna in each user ( Ni ) 3

Rician channel factor ( K ) 10 – 15dB

Beta ( β ) 0.075  – 0.15

Fig.4 MU-MIMO system for M = 6, U = 3, Ni = 3.

Fig. 4 illustrates the comparison of the classical MU-MIMO 
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Fig.4 MU-MIMO system for M = 6, U = 3, Ni = 3.

Fig. 4 illustrates the comparison of the classical MU-MIMO 

beamforming system based on SLR and the proposed 
precoder. While the classical MU-MIMO beamforming 
system based on SLR, which maximizes the useful power of 
users and neglects the MU interference fails in a multi-user 
environment, to pass the proposed precoder, the proposed 
precoder provides an acceptable BER. For example in Figure 
5, the classical MU-MIMO beamforming system based on 
SLR achieves 10−3 uncoded BER at a SNR of 7dB while the 
proposed precoder maintains an acceptable 10−3 uncoded 
BER for 3 simultaneously active users at a SNR of 4dB.  
Figs. 5, 6 and 7 present the results based on the BS as a 
transmitter and three nodes as receivers. In the presented 
scheme, each one of these nodes will be a receiver in the first 
time slot and a relay node in the second time slot. These 
figures illustrate that the performance of the cooperative OSIC 
scheme for downlink channels has an equal value of SNR 
(from -10dB to 10dB), while the SNR of the inter-user channel 
equals 15dB.  
Note that the results of this diversity are the outcome of 
cooperation between the users to share some results of OSIC 
detection. Another observation is the results of the cooperative 
OSIC scheme, which is indicated by the curve between the bit 
error rate (BER) in relation to SNR. These users must be able 
to identify a suitable partner to obtain optimal performance 
through their knowledge of the inter-user channel 
characteristics between each user and its’ partner. 

 
Fig.5  MU-MIMO system for M = 6, U = 3, Ni = 3, Rician inter user 

channel with K = 15 dB and β = 0.15.   
 

As seen in Fig.5, in the case of the proposed scheme, the 
performance of the system gradually and continuously 
improved with increases in the values of SNRs. On the other 
hand, in the case of the proposed precoder, the performance of 
the system was dramatically improved at significantly lower 
values of SNRs.  

Unfortunately, when the values of SNRs increased, 
performance improvement slowly stabilized even at high 
values of SNRs comparing to the proposed scheme.  

That is because of noise and inter-user interference factors. 
For the proposed precoder, which supports inter-user 
interference but does not benefit from it, the system performed 
better than the proposed scheme at low SNR values because 
the effect of noise was bigger than the effect of inter-user 
interference. Therefore, at low SNR values, the major factor 
limiting the performance of the system was the noise.  

On the other hand, the proposed scheme, which supports 
multi-user interference to take advantage of it, outperformed 
the proposed precoder at high values of SNRs because the 
effect of inter-user interference as the useful signal was greater 
than the effect of noise on the system. Therefore, at high 
values of SNRs, the major factor limiting the performance of 
the system was inter-user interference.  

Fig. 6 illustrates the comparison of the proposed precoder 
and the proposed scheme to select the optimum value of β. In 
the proposed scheme, two scenarios are observed compared to 
the proposed precoder. In the first scenario, when β = 0.15, the 
proposed precoder has better performance than the proposed 
scheme for SNR values lower than 3dB. 

 
Fig.6  MU-MIMO system for M = 6, U = 3 and Ni =3, Rician inter user 

channel with K = 15 dB. 
 

This result is attributed to the high effect of noise and MU 
interference in the second time slot of the proposed scheme 
when the users will share the signals with high interference 
value. In the second scenario, when β = 0.075, the effect of the 
interference on sharing signals is reduced.  
Therefore, the performance of the proposed scheme is 
improved when SNR > 0dB. Therefore, the interference is the 
main factor limiting the capacity of the system because the 
proposed scheme turns the interference signals into useful 
signals when it detects these signals using OSIC. Furthermore, 
it can benefit from the MU interference by sharing these 
signals among users. Therefore, the proposed scheme with β = 
0.075 enjoys better performance than the proposed scheme 
with β = 0.15. 
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beamforming system based on SLR and the proposed 
precoder. While the classical MU-MIMO beamforming 
system based on SLR, which maximizes the useful power of 
users and neglects the MU interference fails in a multi-user 
environment, to pass the proposed precoder, the proposed 
precoder provides an acceptable BER. For example in Figure 
5, the classical MU-MIMO beamforming system based on 
SLR achieves 10−3 uncoded BER at a SNR of 7dB while the 
proposed precoder maintains an acceptable 10−3 uncoded 
BER for 3 simultaneously active users at a SNR of 4dB.  
Figs. 5, 6 and 7 present the results based on the BS as a 
transmitter and three nodes as receivers. In the presented 
scheme, each one of these nodes will be a receiver in the first 
time slot and a relay node in the second time slot. These 
figures illustrate that the performance of the cooperative OSIC 
scheme for downlink channels has an equal value of SNR 
(from -10dB to 10dB), while the SNR of the inter-user channel 
equals 15dB.  
Note that the results of this diversity are the outcome of 
cooperation between the users to share some results of OSIC 
detection. Another observation is the results of the cooperative 
OSIC scheme, which is indicated by the curve between the bit 
error rate (BER) in relation to SNR. These users must be able 
to identify a suitable partner to obtain optimal performance 
through their knowledge of the inter-user channel 
characteristics between each user and its’ partner. 

 
Fig.5  MU-MIMO system for M = 6, U = 3, Ni = 3, Rician inter user 

channel with K = 15 dB and β = 0.15.   
 

As seen in Fig.5, in the case of the proposed scheme, the 
performance of the system gradually and continuously 
improved with increases in the values of SNRs. On the other 
hand, in the case of the proposed precoder, the performance of 
the system was dramatically improved at significantly lower 
values of SNRs.  

Unfortunately, when the values of SNRs increased, 
performance improvement slowly stabilized even at high 
values of SNRs comparing to the proposed scheme.  

That is because of noise and inter-user interference factors. 
For the proposed precoder, which supports inter-user 
interference but does not benefit from it, the system performed 
better than the proposed scheme at low SNR values because 
the effect of noise was bigger than the effect of inter-user 
interference. Therefore, at low SNR values, the major factor 
limiting the performance of the system was the noise.  

On the other hand, the proposed scheme, which supports 
multi-user interference to take advantage of it, outperformed 
the proposed precoder at high values of SNRs because the 
effect of inter-user interference as the useful signal was greater 
than the effect of noise on the system. Therefore, at high 
values of SNRs, the major factor limiting the performance of 
the system was inter-user interference.  

Fig. 6 illustrates the comparison of the proposed precoder 
and the proposed scheme to select the optimum value of β. In 
the proposed scheme, two scenarios are observed compared to 
the proposed precoder. In the first scenario, when β = 0.15, the 
proposed precoder has better performance than the proposed 
scheme for SNR values lower than 3dB. 

 
Fig.6  MU-MIMO system for M = 6, U = 3 and Ni =3, Rician inter user 

channel with K = 15 dB. 
 

This result is attributed to the high effect of noise and MU 
interference in the second time slot of the proposed scheme 
when the users will share the signals with high interference 
value. In the second scenario, when β = 0.075, the effect of the 
interference on sharing signals is reduced.  
Therefore, the performance of the proposed scheme is 
improved when SNR > 0dB. Therefore, the interference is the 
main factor limiting the capacity of the system because the 
proposed scheme turns the interference signals into useful 
signals when it detects these signals using OSIC. Furthermore, 
it can benefit from the MU interference by sharing these 
signals among users. Therefore, the proposed scheme with β = 
0.075 enjoys better performance than the proposed scheme 
with β = 0.15. 
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Fig.7  MU-MIMO system for M = 6, U = 3, Ni = 3, Rician channel between 

users with K = 15 dB. 
 

Fig.7 shows the BER results for different system 
configurations. Although the performance of the proposed 
scheme significantly improved when the channel between BS 
and users is a Rician channel with K=10 dB. 

 

VIII. CONCLUSION  
This study proposed a novel MU-MIMO downlink scheme 
that appropriately combines an SLR-based beamforming 
precoding scheme (with different power constraints) and an 
OSIC-MU detection scheme to improve the performance of 
the MU-MIMO system.  
To achieve the OSIC-MU detection of the proposed scheme, 
we also presented a Hybrid Relaying model of AAF and DAF 
cooperative algorithm to share the specific results of OSIC 
detection in each user. The signal that leaked from the original 
signal was reintroduced to its real destination to take 
advantage of it. In the proposed scheme, the complexity in the 
BS will be reduced by reducing the design procedure for 
beamforming precoding. Because in the conventional SLR-
beamforming scheme the precoder procedure needs to the 
proportionality constant. The proportionality constant is 
chosen to normalize the norm of the precoder to be unity. 
Comparing this solution to the proposed scheme; there is no 
need for this step in BS.  
On the other hand, the Hybrid Relaying cooperative SLR 
transmission scheme did not use coding in the BS and thus not 
using the decoding and recoding in the relay without 
increasing the effect of noise. In this way, the complexity of 
BS will be reduced. Also, the processing latency will be 
reduced, thus reducing the complexity load in real-time 
detection in the relay. Simulations were carried out over the 
Rayleigh fading downlink channel in the first time slot and 
then over the Rician fading inter-user channel in the second 
time slot.  
Simulation results demonstrated that the proposed scheme 
outperforms the classical SLR-based beamforming precoding 
schemes. The performance of the proposed scheme with 

different numbers of users and numbers of antennas was also 
investigated. The critical parameters of the proposed scheme 
were likewise demonstrated.  
 

IX. CONTRIBUTION OF THE WORK 
The contribution of this paper is exploiting the leakage power 
of MU MIMO Beamforming, by applying the following model 
and scheme: 
 
1-This study proposed a cooperative model for the downlink 
MU-MIMO Beamforming system. 
 
2-This paper considers an alternative approach based on the 
concept of SLR to find a beamforming weight that can 
improve the OSIC performance of the MIMO scheme without 
significantly increasing the complexity of the system. 
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Abstract — In modern synthetic-aperture radars, signals with 

the linear frequency modulation (LFM) have found the practical 
application as probing signals. Utilization of LFM-signals was 
formed historically since they were the first wideband signals, 
which found application in radar technology, and their 
properties have studied a long time ago and in detail. However, 
the LFM-signals have the “splay” ambiguity function, which 
results the ambiguity in range. The question of the probing signal 
choice is also relevant in connection with the problem of weak 
echoes detection, which are closed by the side lobes of ACF of the 
strong echoes. In this paper, the polyphase (p-phase, where p is 
the prime integer number) radar signal, which has an area of 
zero side lobes in a vicinity of the central peak of autocorrelation 
function, has been synthesized. It is shown that this signal 
represents a train from p coherent phase-code-shift keyed pulses, 
which are coded by complementary sequences of the p-ary D-
code. The method of ensemble set formation of the p-ary D-code 
for signal synthesis is suggested. Correlation characteristics of 
the synthesized signal are discussed. The compression algorithm 
of this signal is considered including in its structure the combined 
algorithm of Vilenkin-Chrestenson and Fourier fast transform. 
 

Index Terms — Autocorrelation function, complementary 
sequences, polyphase signal, pulse train, Vilenkin-Chrestenson 
functions, zero autocorrelation zone. 

I. INTRODUCTION 
or accurate determination of the distance (range) and 
speed of a variety of small-size space objects on the near-
Earth orbit, for resolution of separate elements of complex 

space objects and also for resolution of small-size objects on 
the Earth surface, it is necessary to use the wideband probing 
signals, which have high resolution on the slant range 

( )s2r c F∆ = , where sF  is the signal spectrum width, and с is 
the radial speed. To obtain the high angular resolution ∆θ  of 
Earth surface elements and targets located on this surface, 
radars are used, which are installed on the quickly-moved 
aircraft-space carriers with the direct aperture synthesis. High 
resolutions on the slant and transverse 0r r⊥∆ = ∆θ  ranges, 
where 0r  is the slant range to observing resolution element, 
permit to obtained of two-dimensional target patterns in 
distance. Ensuring of the high angular resolution of small-size 
space objects or elements of complex space objects is based 
on the effect of the inverse synthesis of the antenna aperture 
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[1]. For resolution on the Doppler frequency equaled to 
D s1F T∆ = , where sT  is the probing signal duration (time of 

coherent accumulation), the angular resolution 
( )0 D2 sinV F∆ = ∆θ λ θ  is provided, where V is the ground 

speed of object motion, 0θ  is the angle between the ground 
speed vector and the pointing direction. The transverse 
resolution is provided by turning of the target velocity vector 
with regard to the pointing direction and is realized by 
processing of the sequence of complex samples, which arrive 
from each target element resolved on the slant range. 

It follows from the above-mentioned that for providing 
of high resolutions on the slant r∆  and transverse r⊥∆  ranges, 
it is necessary to use the probing signals with the wide 
spectrum and the long duration. 

As research shows, for these purposes can use the train 
of linear-frequency-modulated (LFM) pulses with the high 
repetition frequency [2, 6]. Nevertheless, as we know, the 
LFM signals have the “splay” ambiguity function, which 
results the ambiguity in range. The ambiguity peaks are 
appeared on autocorrelation function (ACF) of the train of 
LFM pulses. 

The question of the probing signal choice is also relevant 
in connection with the problem of weak echoes detection, 
which are closed by the side lobes of ACF of the strong 
echoes. To suppress the side lobes of ACF echoes, one can 
apply the intra-pulse and inter-pulse weighting [3, 4]. 
However, at that, the spreading of the main ACF lobe occurs 
together with the loss in SNR. 

To solve the stated tasks, we can use the phase-code-shift 
keyed (PCSK) signals, which are free from shortcomings of 
FM and FSK signals. In [4 - 7], the radar PCSK signals are 
considered, which have the zero correlation zone in the region 
of the central peak of aperiodic ACF (Zero Autocorrelation 
Zone - ZACZ). These signals represent the periodic sequence 
from 1M   coherent pulses coding (or phase-shift keyed) by 
the ensembles of complementary or orthogonal sequences. 
PCSK signals with ZACZ solve the problem of weak echo 
detection on the background of strong echoes. However, the 
relative ZACZ width of these signals is 
 

( ) ( )( )1 1 1 1.Z L q q Mε = = − − +   (1) 
 
where Z is the ZACZ width; L is the signal duration [8]. 

In addition, at formation and processing of the PCSK 
signal with the large number of pulses in the train, it is 
difficult enough to keep their coherence. The polyphase PCSK 
signals discussed in [4 - 7] (Frank or P4), also have the large 
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It follows from the above-mentioned that for providing 
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spectrum and the long duration. 
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repetition frequency [2, 6]. Nevertheless, as we know, the 
LFM signals have the “splay” ambiguity function, which 
results the ambiguity in range. The ambiguity peaks are 
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in connection with the problem of weak echoes detection, 
which are closed by the side lobes of ACF of the strong 
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To solve the stated tasks, we can use the phase-code-shift 
keyed (PCSK) signals, which are free from shortcomings of 
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PCSK signals with ZACZ solve the problem of weak echo 
detection on the background of strong echoes. However, the 
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( ) ( )( )1 1 1 1.Z L q q Mε = = − − +   (1) 
 
where Z is the ZACZ width; L is the signal duration [8]. 
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signal with the large number of pulses in the train, it is 
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alphabet of phases equaled to the number of contiguous time 
slices (each of duration 0T ) in the pulse. 

Recently there were considerably great attention attracted 
to reduction of the detection possibility of radar stations (RS) 
by the means of the radio-electronic reconnaissance and by the 
self-guided anti-radar missiles [9 - 11]. In RS with low 
probability of emission detection, the special measures are 
anticipated to increase of the RS operation secrecy. Among 
them: the low spectral density of emission, variation of 
probing signal parameters according the random law, 
operation in the wide frequency band, control of the emission 
power. Applied wideband probing signals – LFM signals or 
bi-phase PCSK signals – do not provide the RS operation 
secrecy. So, LFM signals can be easily recognized by means 
of reconnaissance on the phase variation speed; while bi-phase 
PCSK signals – with the help of quadratic detection circuits. 
The emission secrecy can be increased by a great extent 
through the utilization of the polyphase PCSM signals [11]. 
Polyphase pulse signals can be formed by the wide set of p-ary 
codes and differ by the low spectral density and the low level 
of ACF side lobes. 

In this paper, to solve problems of high resolution of the 
variety of small-size space objects on the near-Earth orbit, the 
separate elements of the complicated space object, as well as 
the small-size objects on the Earth surface, the polyphase (p-
phase, where p is the prime integer number) radar signal is 
synthesized, which has ZACZ. This signal represented the 
train from p coherent PCSK pulses coding by complementary 
sequences of the p-ary D-code [13, 14]. It has low pulse 
number p in the train, the small alphabet of phases equaled to 
p, and an approach to code formation allows usage of the fast 
transform algorithm for its compression in the matched filter. 

II. THE SYNTHESIS OF THE P-ARY D-CODE AND THE 
POLYPHASE COHERENT ADDITIONAL SIGNAL 

Sequences { } { } { } { }1 2, ,..., ,..., ,i p
n n n nd d d d  ( )1,2,...,n N=  of 

the length kN p= , where 2k ≥  is the integer number, are 
called complementary [6, 12, 13] if 
 

( )
1 2

; 0
... ...

0; 1 1 ,
i p

m m m m

pN m ,
r r r r

m ,..., N
=+ + + + + =  = ± ± −

 (2) 

 

where , *

1

N
i i i i i

m m n n m
n m

r r d d −
= +

= = ∑  is the aperiodic ACF of the 

sequence { }ind , * is the complex conjugation operation. 

N p  sets of complementary (additional) sequences with 
the N length satisfying to (2) form a matrix of p-phase 
additional sequences (MAS) with dimensions N N× . In 
publications this matrix is called the ensemble of Golay 
complimentary sequences at 2p =  [6, 12]. We introduce the 
generalized concept of the Golay sequences for 2p >  [14]. 

Let , 1

N

N i nd=D   be a matrix of p-ary D-codes [13, 14], 

, 0,1,..., 1i nd p= − ; kN p= , p is the prime number. Then 

MAS of the k-th order (dimensions N N× ) will have a form: 
 

, 1
,

N
N i nd=D  , ,

2exp .i n i nd j d
p
π 

=  
 

  (3) 

 

Let us call sequences 1, , 1

Ni
N i n n

d
=

=D  and 1, , 1

Nj
N j n n

d
=

=D  p-

paired if 
 
( ) ( ) ( )1 1 ,

p p p
i j− ⊕ − = ∆  , 1, 2, ..., ,i j N=  (4) 

 
where i, j are numbers of sequences in the D-code or numbers 
of MAS rows; ( ) p

a  is a number a in the p-ary form; ⊕  is the 

operation of adding modulo p; 1kp −∆ = . 
p-paired sequences are complimentary, i.e., for them (2) 

holds true. 

Let ND  be MAS (3), and , 1

N
N i nh=H  be a matrix of the 

system of Vilenkin-Chrestenson-Kronecker (VC-Kronecker) 
functions [15]. It is known that the system of VC-Kronecker is 
multiplicative Abelian group [16]. Since the variety consisting 
of the MAS rows is the adjacent class in the sub-group, 
elements of which are rows of the VC-Kronecker matrix, and 
the first MAS row is the leader of the adjacent class, then we 
may write: 
 

,N N N=D H d  (5) 
 
where { }1,1 1,2 1, 1,diag , ,..., ,...,N n Nd d d d=d  is the diagonal 

matrix with elements from the first row of ND . 
At 2p = , the VC-Kronecker matrix is transformed into the 

Hadamard matrix [17]. 
It follows from (5) that to construct of MAS ND , it is 

necessary to form its first row 1
1,ND . 

Elements of the MAS first row are defined as follows [18]: 
 

1

1, 1 1
1

2exp ,
i

k

y i l
i

d j y y
p
π −

+ +
=

 
=  

 
∑  (6) 

 
where 1y n+ =  is a number of the MAS column; 

( ) ( )1 1... ...k k ipy y y y y−=  is a number of the MAS 

column in the p-ary form; 0, 1, ..., 1iy p= − ; 
0,1,..., 1ky p= − ; 1, 2, ...,il i= ; 1, 2, ..., 1i k= − ; 

1 2 2k kl l l− −≠ ≠ ≠ . 
Adding in (6) is performed modulo p. This approach allows 

formation of 22k−  ensembles of the D-code of k-th order. Let 
further γ  - number of ensembles of the D-code of k-th order, 
i.e. 22k−=γ . 

A. Example formation of binary D-code 
Consider an example of the formation of a binary D-code of 

size 16 16×  [17]. The D-code of order 4k =  has 
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22 4kγ −= =  ensembles. 
At 4k = , we obtain: 

1 2 31, 2, 3 1 ; 1, 2 ; 1, 2, 3i l l l= ⇒ = = =  

1 2 3 4, , , 0, 1y y y y = ; 0, 1, ..., 15y = ; 

( ) ( )4 3 2 12y y y y y=  
In this case, the condition 3 2l l≠  must be satisfied. 

Let us write the sum from (6) for four ensembles: 
3

1, 1 1 2 1 3 1 4 2
1

iy i l
i

d y y y y y y y y+ +
=

= = + +∑ ; 

3

1, 1 1 2 1 3 1 4 3
1

iy i l
i

d y y y y y y y y+ +
=

= = + +∑ ; 

3

1, 1 1 2 1 3 2 4 1
1

iy i l
i

d y y y y y y y y+ +
=

= = + +∑ ; 

3

1, 1 1 2 1 3 2 4 3
1

iy i l
i

d y y y y y y y y+ +
=

= = + +∑ . 

Having performed additions for all columns of the CSM, 
from (6) we obtain the first sequences of four D-code 
ensembles of order 4k = . 

(0 0 0 1 0 1 0 0 0 0 1 0 0 1 1 1); 
(0 0 0 1 0 1 0 0 0 0 0 1 1 0 1 1); 
(0 0 0 1 0 0 1 0 0 1 0 0 0 1 1 1); 
(0 0 0 1 0 0 1 0 0 0 0 1 1 1 0 1). 

The remaining rows of the D-code matrix are obtained from 
the first row by element-wise modulo 2 addition with the 
corresponding rows of the Hadamard matrix. 

B. Example formation of ternary D-code 
Consider now an example of the formation of the ternary D-

code of order 3k =  with the length of code words 
33 27N = = , which allows you to form a 3 22 2γ −= =  

ensembles of D-code using method (5) - (6) [18]. 
We form the first rows of two different matrices 

(ensembles) of the D-code of order 3k = . The remaining 
rows of the D-code matrix are obtained from the first row by 
element-wise addition modulo p with the corresponding rows 
of the VC-Kronecker matrix. 

In this case, from (6) we obtain: 

( )1 2

2

1, 1 1 2 3
1

;
liy i l l

i
d y y y y y y+ +

=

= = +∑  

( ) ( )3 2 1 1 2 33 ; , , 0,1,2; 0,1,...,26;y y y y y y y y= = =  

1 21,2; 1; 1,2.i l l= = =  
From where for two ensembles we obtain: 

1, 1 2 1 3 1yd y y y y+ = +  and 1, 1 2 1 3 2yd y y y y+ = + . 
At 0,1,...,26y = , for the first ensemble we obtain the 

following first row of the matrix of the D-code: 
(0 0 0 0 1 2 0 2 1 0 1 2 0 2 1 0 0 0 0 2 1 0 0 0 0 1 2). 

For the second ensemble, the first row of the D-code matrix 
is as follows: 

(0 0 0 0 1 2 0 2 1 0 0 0 1 2 0 2 1 0 0 0 0 2 0 1 1 0 2). 

C. Determination of coherent additional signal 
Let us refer as the polyphase coherent additional signal 

(CAS) of the train of p PCSK pulses encoded by p-paired 

sequences of the D-code [14]. We call this signal “coherent” 
because the coherence of PCSK pulses must be maintained in 
the train. In addition, we call it “additional” because the pulses 
are encoded by complementary (additional) sequences. 

The analytical expression of the complex envelope (CE) of 
CAS has a form: 
 

( ) ( )( )( )0 0 ,
1 1

1 1 ,
p N

i n
i n

S t S t n i Nq T d
= =

= − + − −∑∑  (7) 

 

where ( )( ) ( ) 0 0
0 0

1, 1
1

0, at other 
n T t nT

S t n T
t

 − ≤ ≤− − = 
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 is the 

envelope of the n–th slice of CAS; 0T  is the slice duration; 

2q ≥  is the off-duty factor; , 1,1

N i
i n Nd = D  are elements of i-th 

p-paired sequence. 
CE of CAS in the vector form will have the following form: 
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N NN q N qN p q
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N NN q
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−

=S D 0 D 0
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 (8) 

 
where ( ) ( )( )1 21, 1 10 0 ... 0 ... 0nN q N q− −=0  is the zero 

vector- row with length ( )1N q − . 

III. CORRELATION CHARACTERISTICS OF POLYPHASE 
COHERENT ADDITIONAL SIGNALS 

An analysis of CAS correlation characteristics is performed 
in [14, 17]. 

The aperiodic cross-correlation function (CCF) of 
sequences { }ind  and { }jnd  is defined as: 
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where , 0i j

mr =  at 0,m =  because complimentary sequences 
built according to (5) – (6), are orthogonal. 

In the vector form, ACF of the polyphase CAS will have a 
form [14]: 
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where ( ) ( )( )1 21, 2 20 0 ... 0 ... 0nN q N q− −=0  is the zero 

vector-row with the length ( )2N q − ; 
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Abstract — In modern synthetic-aperture radars, signals with 

the linear frequency modulation (LFM) have found the practical 
application as probing signals. Utilization of LFM-signals was 
formed historically since they were the first wideband signals, 
which found application in radar technology, and their 
properties have studied a long time ago and in detail. However, 
the LFM-signals have the “splay” ambiguity function, which 
results the ambiguity in range. The question of the probing signal 
choice is also relevant in connection with the problem of weak 
echoes detection, which are closed by the side lobes of ACF of the 
strong echoes. In this paper, the polyphase (p-phase, where p is 
the prime integer number) radar signal, which has an area of 
zero side lobes in a vicinity of the central peak of autocorrelation 
function, has been synthesized. It is shown that this signal 
represents a train from p coherent phase-code-shift keyed pulses, 
which are coded by complementary sequences of the p-ary D-
code. The method of ensemble set formation of the p-ary D-code 
for signal synthesis is suggested. Correlation characteristics of 
the synthesized signal are discussed. The compression algorithm 
of this signal is considered including in its structure the combined 
algorithm of Vilenkin-Chrestenson and Fourier fast transform. 
 

Index Terms — Autocorrelation function, complementary 
sequences, polyphase signal, pulse train, Vilenkin-Chrestenson 
functions, zero autocorrelation zone. 

I. INTRODUCTION 
or accurate determination of the distance (range) and 
speed of a variety of small-size space objects on the near-
Earth orbit, for resolution of separate elements of complex 

space objects and also for resolution of small-size objects on 
the Earth surface, it is necessary to use the wideband probing 
signals, which have high resolution on the slant range 

( )s2r c F∆ = , where sF  is the signal spectrum width, and с is 
the radial speed. To obtain the high angular resolution ∆θ  of 
Earth surface elements and targets located on this surface, 
radars are used, which are installed on the quickly-moved 
aircraft-space carriers with the direct aperture synthesis. High 
resolutions on the slant and transverse 0r r⊥∆ = ∆θ  ranges, 
where 0r  is the slant range to observing resolution element, 
permit to obtained of two-dimensional target patterns in 
distance. Ensuring of the high angular resolution of small-size 
space objects or elements of complex space objects is based 
on the effect of the inverse synthesis of the antenna aperture 
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[1]. For resolution on the Doppler frequency equaled to 
D s1F T∆ = , where sT  is the probing signal duration (time of 

coherent accumulation), the angular resolution 
( )0 D2 sinV F∆ = ∆θ λ θ  is provided, where V is the ground 

speed of object motion, 0θ  is the angle between the ground 
speed vector and the pointing direction. The transverse 
resolution is provided by turning of the target velocity vector 
with regard to the pointing direction and is realized by 
processing of the sequence of complex samples, which arrive 
from each target element resolved on the slant range. 

It follows from the above-mentioned that for providing 
of high resolutions on the slant r∆  and transverse r⊥∆  ranges, 
it is necessary to use the probing signals with the wide 
spectrum and the long duration. 

As research shows, for these purposes can use the train 
of linear-frequency-modulated (LFM) pulses with the high 
repetition frequency [2, 6]. Nevertheless, as we know, the 
LFM signals have the “splay” ambiguity function, which 
results the ambiguity in range. The ambiguity peaks are 
appeared on autocorrelation function (ACF) of the train of 
LFM pulses. 

The question of the probing signal choice is also relevant 
in connection with the problem of weak echoes detection, 
which are closed by the side lobes of ACF of the strong 
echoes. To suppress the side lobes of ACF echoes, one can 
apply the intra-pulse and inter-pulse weighting [3, 4]. 
However, at that, the spreading of the main ACF lobe occurs 
together with the loss in SNR. 

To solve the stated tasks, we can use the phase-code-shift 
keyed (PCSK) signals, which are free from shortcomings of 
FM and FSK signals. In [4 - 7], the radar PCSK signals are 
considered, which have the zero correlation zone in the region 
of the central peak of aperiodic ACF (Zero Autocorrelation 
Zone - ZACZ). These signals represent the periodic sequence 
from 1M   coherent pulses coding (or phase-shift keyed) by 
the ensembles of complementary or orthogonal sequences. 
PCSK signals with ZACZ solve the problem of weak echo 
detection on the background of strong echoes. However, the 
relative ZACZ width of these signals is 
 

( ) ( )( )1 1 1 1.Z L q q Mε = = − − +   (1) 
 
where Z is the ZACZ width; L is the signal duration [8]. 

In addition, at formation and processing of the PCSK 
signal with the large number of pulses in the train, it is 
difficult enough to keep their coherence. The polyphase PCSK 
signals discussed in [4 - 7] (Frank or P4), also have the large 
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alphabet of phases equaled to the number of contiguous time 
slices (each of duration 0T ) in the pulse. 

Recently there were considerably great attention attracted 
to reduction of the detection possibility of radar stations (RS) 
by the means of the radio-electronic reconnaissance and by the 
self-guided anti-radar missiles [9 - 11]. In RS with low 
probability of emission detection, the special measures are 
anticipated to increase of the RS operation secrecy. Among 
them: the low spectral density of emission, variation of 
probing signal parameters according the random law, 
operation in the wide frequency band, control of the emission 
power. Applied wideband probing signals – LFM signals or 
bi-phase PCSK signals – do not provide the RS operation 
secrecy. So, LFM signals can be easily recognized by means 
of reconnaissance on the phase variation speed; while bi-phase 
PCSK signals – with the help of quadratic detection circuits. 
The emission secrecy can be increased by a great extent 
through the utilization of the polyphase PCSM signals [11]. 
Polyphase pulse signals can be formed by the wide set of p-ary 
codes and differ by the low spectral density and the low level 
of ACF side lobes. 

In this paper, to solve problems of high resolution of the 
variety of small-size space objects on the near-Earth orbit, the 
separate elements of the complicated space object, as well as 
the small-size objects on the Earth surface, the polyphase (p-
phase, where p is the prime integer number) radar signal is 
synthesized, which has ZACZ. This signal represented the 
train from p coherent PCSK pulses coding by complementary 
sequences of the p-ary D-code [13, 14]. It has low pulse 
number p in the train, the small alphabet of phases equaled to 
p, and an approach to code formation allows usage of the fast 
transform algorithm for its compression in the matched filter. 

II. THE SYNTHESIS OF THE P-ARY D-CODE AND THE 
POLYPHASE COHERENT ADDITIONAL SIGNAL 

Sequences { } { } { } { }1 2, ,..., ,..., ,i p
n n n nd d d d  ( )1,2,...,n N=  of 

the length kN p= , where 2k ≥  is the integer number, are 
called complementary [6, 12, 13] if 
 

( )
1 2

; 0
... ...

0; 1 1 ,
i p

m m m m

pN m ,
r r r r

m ,..., N
=+ + + + + =  = ± ± −

 (2) 

 

where , *

1

N
i i i i i

m m n n m
n m

r r d d −
= +

= = ∑  is the aperiodic ACF of the 

sequence { }ind , * is the complex conjugation operation. 

N p  sets of complementary (additional) sequences with 
the N length satisfying to (2) form a matrix of p-phase 
additional sequences (MAS) with dimensions N N× . In 
publications this matrix is called the ensemble of Golay 
complimentary sequences at 2p =  [6, 12]. We introduce the 
generalized concept of the Golay sequences for 2p >  [14]. 

Let , 1

N

N i nd=D   be a matrix of p-ary D-codes [13, 14], 

, 0,1,..., 1i nd p= − ; kN p= , p is the prime number. Then 

MAS of the k-th order (dimensions N N× ) will have a form: 
 

, 1
,

N
N i nd=D  , ,

2exp .i n i nd j d
p
π 

=  
 

  (3) 

 

Let us call sequences 1, , 1

Ni
N i n n

d
=

=D  and 1, , 1

Nj
N j n n

d
=

=D  p-

paired if 
 
( ) ( ) ( )1 1 ,

p p p
i j− ⊕ − = ∆  , 1, 2, ..., ,i j N=  (4) 

 
where i, j are numbers of sequences in the D-code or numbers 
of MAS rows; ( ) p

a  is a number a in the p-ary form; ⊕  is the 

operation of adding modulo p; 1kp −∆ = . 
p-paired sequences are complimentary, i.e., for them (2) 

holds true. 

Let ND  be MAS (3), and , 1

N
N i nh=H  be a matrix of the 

system of Vilenkin-Chrestenson-Kronecker (VC-Kronecker) 
functions [15]. It is known that the system of VC-Kronecker is 
multiplicative Abelian group [16]. Since the variety consisting 
of the MAS rows is the adjacent class in the sub-group, 
elements of which are rows of the VC-Kronecker matrix, and 
the first MAS row is the leader of the adjacent class, then we 
may write: 
 

,N N N=D H d  (5) 
 
where { }1,1 1,2 1, 1,diag , ,..., ,...,N n Nd d d d=d  is the diagonal 

matrix with elements from the first row of ND . 
At 2p = , the VC-Kronecker matrix is transformed into the 

Hadamard matrix [17]. 
It follows from (5) that to construct of MAS ND , it is 

necessary to form its first row 1
1,ND . 

Elements of the MAS first row are defined as follows [18]: 
 

1

1, 1 1
1

2exp ,
i

k

y i l
i

d j y y
p
π −

+ +
=

 
=  

 
∑  (6) 

 
where 1y n+ =  is a number of the MAS column; 

( ) ( )1 1... ...k k ipy y y y y−=  is a number of the MAS 

column in the p-ary form; 0, 1, ..., 1iy p= − ; 
0,1,..., 1ky p= − ; 1, 2, ...,il i= ; 1, 2, ..., 1i k= − ; 

1 2 2k kl l l− −≠ ≠ ≠ . 
Adding in (6) is performed modulo p. This approach allows 

formation of 22k−  ensembles of the D-code of k-th order. Let 
further γ  - number of ensembles of the D-code of k-th order, 
i.e. 22k−=γ . 

A. Example formation of binary D-code 
Consider an example of the formation of a binary D-code of 

size 16 16×  [17]. The D-code of order 4k =  has 
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alphabet of phases equaled to the number of contiguous time 
slices (each of duration 0T ) in the pulse. 

Recently there were considerably great attention attracted 
to reduction of the detection possibility of radar stations (RS) 
by the means of the radio-electronic reconnaissance and by the 
self-guided anti-radar missiles [9 - 11]. In RS with low 
probability of emission detection, the special measures are 
anticipated to increase of the RS operation secrecy. Among 
them: the low spectral density of emission, variation of 
probing signal parameters according the random law, 
operation in the wide frequency band, control of the emission 
power. Applied wideband probing signals – LFM signals or 
bi-phase PCSK signals – do not provide the RS operation 
secrecy. So, LFM signals can be easily recognized by means 
of reconnaissance on the phase variation speed; while bi-phase 
PCSK signals – with the help of quadratic detection circuits. 
The emission secrecy can be increased by a great extent 
through the utilization of the polyphase PCSM signals [11]. 
Polyphase pulse signals can be formed by the wide set of p-ary 
codes and differ by the low spectral density and the low level 
of ACF side lobes. 

In this paper, to solve problems of high resolution of the 
variety of small-size space objects on the near-Earth orbit, the 
separate elements of the complicated space object, as well as 
the small-size objects on the Earth surface, the polyphase (p-
phase, where p is the prime integer number) radar signal is 
synthesized, which has ZACZ. This signal represented the 
train from p coherent PCSK pulses coding by complementary 
sequences of the p-ary D-code [13, 14]. It has low pulse 
number p in the train, the small alphabet of phases equaled to 
p, and an approach to code formation allows usage of the fast 
transform algorithm for its compression in the matched filter. 

II. THE SYNTHESIS OF THE P-ARY D-CODE AND THE 
POLYPHASE COHERENT ADDITIONAL SIGNAL 

Sequences { } { } { } { }1 2, ,..., ,..., ,i p
n n n nd d d d  ( )1,2,...,n N=  of 

the length kN p= , where 2k ≥  is the integer number, are 
called complementary [6, 12, 13] if 
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sequence { }ind , * is the complex conjugation operation. 

N p  sets of complementary (additional) sequences with 
the N length satisfying to (2) form a matrix of p-phase 
additional sequences (MAS) with dimensions N N× . In 
publications this matrix is called the ensemble of Golay 
complimentary sequences at 2p =  [6, 12]. We introduce the 
generalized concept of the Golay sequences for 2p >  [14]. 

Let , 1

N

N i nd=D   be a matrix of p-ary D-codes [13, 14], 
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where i, j are numbers of sequences in the D-code or numbers 
of MAS rows; ( ) p

a  is a number a in the p-ary form; ⊕  is the 

operation of adding modulo p; 1kp −∆ = . 
p-paired sequences are complimentary, i.e., for them (2) 

holds true. 

Let ND  be MAS (3), and , 1

N
N i nh=H  be a matrix of the 

system of Vilenkin-Chrestenson-Kronecker (VC-Kronecker) 
functions [15]. It is known that the system of VC-Kronecker is 
multiplicative Abelian group [16]. Since the variety consisting 
of the MAS rows is the adjacent class in the sub-group, 
elements of which are rows of the VC-Kronecker matrix, and 
the first MAS row is the leader of the adjacent class, then we 
may write: 
 

,N N N=D H d  (5) 
 
where { }1,1 1,2 1, 1,diag , ,..., ,...,N n Nd d d d=d  is the diagonal 

matrix with elements from the first row of ND . 
At 2p = , the VC-Kronecker matrix is transformed into the 

Hadamard matrix [17]. 
It follows from (5) that to construct of MAS ND , it is 

necessary to form its first row 1
1,ND . 

Elements of the MAS first row are defined as follows [18]: 
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where 1y n+ =  is a number of the MAS column; 

( ) ( )1 1... ...k k ipy y y y y−=  is a number of the MAS 

column in the p-ary form; 0, 1, ..., 1iy p= − ; 
0,1,..., 1ky p= − ; 1, 2, ...,il i= ; 1, 2, ..., 1i k= − ; 

1 2 2k kl l l− −≠ ≠ ≠ . 
Adding in (6) is performed modulo p. This approach allows 

formation of 22k−  ensembles of the D-code of k-th order. Let 
further γ  - number of ensembles of the D-code of k-th order, 
i.e. 22k−=γ . 

A. Example formation of binary D-code 
Consider an example of the formation of a binary D-code of 

size 16 16×  [17]. The D-code of order 4k =  has 
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alphabet of phases equaled to the number of contiguous time 
slices (each of duration 0T ) in the pulse. 

Recently there were considerably great attention attracted 
to reduction of the detection possibility of radar stations (RS) 
by the means of the radio-electronic reconnaissance and by the 
self-guided anti-radar missiles [9 - 11]. In RS with low 
probability of emission detection, the special measures are 
anticipated to increase of the RS operation secrecy. Among 
them: the low spectral density of emission, variation of 
probing signal parameters according the random law, 
operation in the wide frequency band, control of the emission 
power. Applied wideband probing signals – LFM signals or 
bi-phase PCSK signals – do not provide the RS operation 
secrecy. So, LFM signals can be easily recognized by means 
of reconnaissance on the phase variation speed; while bi-phase 
PCSK signals – with the help of quadratic detection circuits. 
The emission secrecy can be increased by a great extent 
through the utilization of the polyphase PCSM signals [11]. 
Polyphase pulse signals can be formed by the wide set of p-ary 
codes and differ by the low spectral density and the low level 
of ACF side lobes. 

In this paper, to solve problems of high resolution of the 
variety of small-size space objects on the near-Earth orbit, the 
separate elements of the complicated space object, as well as 
the small-size objects on the Earth surface, the polyphase (p-
phase, where p is the prime integer number) radar signal is 
synthesized, which has ZACZ. This signal represented the 
train from p coherent PCSK pulses coding by complementary 
sequences of the p-ary D-code [13, 14]. It has low pulse 
number p in the train, the small alphabet of phases equaled to 
p, and an approach to code formation allows usage of the fast 
transform algorithm for its compression in the matched filter. 
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the N length satisfying to (2) form a matrix of p-phase 
additional sequences (MAS) with dimensions N N× . In 
publications this matrix is called the ensemble of Golay 
complimentary sequences at 2p =  [6, 12]. We introduce the 
generalized concept of the Golay sequences for 2p >  [14]. 
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where i, j are numbers of sequences in the D-code or numbers 
of MAS rows; ( ) p
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operation of adding modulo p; 1kp −∆ = . 
p-paired sequences are complimentary, i.e., for them (2) 

holds true. 

Let ND  be MAS (3), and , 1
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functions [15]. It is known that the system of VC-Kronecker is 
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of the MAS rows is the adjacent class in the sub-group, 
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may write: 
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matrix with elements from the first row of ND . 
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Elements of the MAS first row are defined as follows [18]: 
 

1

1, 1 1
1

2exp ,
i

k

y i l
i

d j y y
p
π −

+ +
=

 
=  

 
∑  (6) 

 
where 1y n+ =  is a number of the MAS column; 

( ) ( )1 1... ...k k ipy y y y y−=  is a number of the MAS 

column in the p-ary form; 0, 1, ..., 1iy p= − ; 
0,1,..., 1ky p= − ; 1, 2, ...,il i= ; 1, 2, ..., 1i k= − ; 

1 2 2k kl l l− −≠ ≠ ≠ . 
Adding in (6) is performed modulo p. This approach allows 

formation of 22k−  ensembles of the D-code of k-th order. Let 
further γ  - number of ensembles of the D-code of k-th order, 
i.e. 22k−=γ . 

A. Example formation of binary D-code 
Consider an example of the formation of a binary D-code of 

size 16 16×  [17]. The D-code of order 4k =  has 
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Abstract — In modern synthetic-aperture radars, signals with 

the linear frequency modulation (LFM) have found the practical 
application as probing signals. Utilization of LFM-signals was 
formed historically since they were the first wideband signals, 
which found application in radar technology, and their 
properties have studied a long time ago and in detail. However, 
the LFM-signals have the “splay” ambiguity function, which 
results the ambiguity in range. The question of the probing signal 
choice is also relevant in connection with the problem of weak 
echoes detection, which are closed by the side lobes of ACF of the 
strong echoes. In this paper, the polyphase (p-phase, where p is 
the prime integer number) radar signal, which has an area of 
zero side lobes in a vicinity of the central peak of autocorrelation 
function, has been synthesized. It is shown that this signal 
represents a train from p coherent phase-code-shift keyed pulses, 
which are coded by complementary sequences of the p-ary D-
code. The method of ensemble set formation of the p-ary D-code 
for signal synthesis is suggested. Correlation characteristics of 
the synthesized signal are discussed. The compression algorithm 
of this signal is considered including in its structure the combined 
algorithm of Vilenkin-Chrestenson and Fourier fast transform. 
 

Index Terms — Autocorrelation function, complementary 
sequences, polyphase signal, pulse train, Vilenkin-Chrestenson 
functions, zero autocorrelation zone. 

I. INTRODUCTION 
or accurate determination of the distance (range) and 
speed of a variety of small-size space objects on the near-
Earth orbit, for resolution of separate elements of complex 

space objects and also for resolution of small-size objects on 
the Earth surface, it is necessary to use the wideband probing 
signals, which have high resolution on the slant range 

( )s2r c F∆ = , where sF  is the signal spectrum width, and с is 
the radial speed. To obtain the high angular resolution ∆θ  of 
Earth surface elements and targets located on this surface, 
radars are used, which are installed on the quickly-moved 
aircraft-space carriers with the direct aperture synthesis. High 
resolutions on the slant and transverse 0r r⊥∆ = ∆θ  ranges, 
where 0r  is the slant range to observing resolution element, 
permit to obtained of two-dimensional target patterns in 
distance. Ensuring of the high angular resolution of small-size 
space objects or elements of complex space objects is based 
on the effect of the inverse synthesis of the antenna aperture 
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[1]. For resolution on the Doppler frequency equaled to 
D s1F T∆ = , where sT  is the probing signal duration (time of 

coherent accumulation), the angular resolution 
( )0 D2 sinV F∆ = ∆θ λ θ  is provided, where V is the ground 

speed of object motion, 0θ  is the angle between the ground 
speed vector and the pointing direction. The transverse 
resolution is provided by turning of the target velocity vector 
with regard to the pointing direction and is realized by 
processing of the sequence of complex samples, which arrive 
from each target element resolved on the slant range. 

It follows from the above-mentioned that for providing 
of high resolutions on the slant r∆  and transverse r⊥∆  ranges, 
it is necessary to use the probing signals with the wide 
spectrum and the long duration. 

As research shows, for these purposes can use the train 
of linear-frequency-modulated (LFM) pulses with the high 
repetition frequency [2, 6]. Nevertheless, as we know, the 
LFM signals have the “splay” ambiguity function, which 
results the ambiguity in range. The ambiguity peaks are 
appeared on autocorrelation function (ACF) of the train of 
LFM pulses. 

The question of the probing signal choice is also relevant 
in connection with the problem of weak echoes detection, 
which are closed by the side lobes of ACF of the strong 
echoes. To suppress the side lobes of ACF echoes, one can 
apply the intra-pulse and inter-pulse weighting [3, 4]. 
However, at that, the spreading of the main ACF lobe occurs 
together with the loss in SNR. 

To solve the stated tasks, we can use the phase-code-shift 
keyed (PCSK) signals, which are free from shortcomings of 
FM and FSK signals. In [4 - 7], the radar PCSK signals are 
considered, which have the zero correlation zone in the region 
of the central peak of aperiodic ACF (Zero Autocorrelation 
Zone - ZACZ). These signals represent the periodic sequence 
from 1M   coherent pulses coding (or phase-shift keyed) by 
the ensembles of complementary or orthogonal sequences. 
PCSK signals with ZACZ solve the problem of weak echo 
detection on the background of strong echoes. However, the 
relative ZACZ width of these signals is 
 

( ) ( )( )1 1 1 1.Z L q q Mε = = − − +   (1) 
 
where Z is the ZACZ width; L is the signal duration [8]. 

In addition, at formation and processing of the PCSK 
signal with the large number of pulses in the train, it is 
difficult enough to keep their coherence. The polyphase PCSK 
signals discussed in [4 - 7] (Frank or P4), also have the large 
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alphabet of phases equaled to the number of contiguous time 
slices (each of duration 0T ) in the pulse. 

Recently there were considerably great attention attracted 
to reduction of the detection possibility of radar stations (RS) 
by the means of the radio-electronic reconnaissance and by the 
self-guided anti-radar missiles [9 - 11]. In RS with low 
probability of emission detection, the special measures are 
anticipated to increase of the RS operation secrecy. Among 
them: the low spectral density of emission, variation of 
probing signal parameters according the random law, 
operation in the wide frequency band, control of the emission 
power. Applied wideband probing signals – LFM signals or 
bi-phase PCSK signals – do not provide the RS operation 
secrecy. So, LFM signals can be easily recognized by means 
of reconnaissance on the phase variation speed; while bi-phase 
PCSK signals – with the help of quadratic detection circuits. 
The emission secrecy can be increased by a great extent 
through the utilization of the polyphase PCSM signals [11]. 
Polyphase pulse signals can be formed by the wide set of p-ary 
codes and differ by the low spectral density and the low level 
of ACF side lobes. 

In this paper, to solve problems of high resolution of the 
variety of small-size space objects on the near-Earth orbit, the 
separate elements of the complicated space object, as well as 
the small-size objects on the Earth surface, the polyphase (p-
phase, where p is the prime integer number) radar signal is 
synthesized, which has ZACZ. This signal represented the 
train from p coherent PCSK pulses coding by complementary 
sequences of the p-ary D-code [13, 14]. It has low pulse 
number p in the train, the small alphabet of phases equaled to 
p, and an approach to code formation allows usage of the fast 
transform algorithm for its compression in the matched filter. 

II. THE SYNTHESIS OF THE P-ARY D-CODE AND THE 
POLYPHASE COHERENT ADDITIONAL SIGNAL 

Sequences { } { } { } { }1 2, ,..., ,..., ,i p
n n n nd d d d  ( )1,2,...,n N=  of 

the length kN p= , where 2k ≥  is the integer number, are 
called complementary [6, 12, 13] if 
 

( )
1 2

; 0
... ...

0; 1 1 ,
i p

m m m m

pN m ,
r r r r

m ,..., N
=+ + + + + =  = ± ± −

 (2) 

 

where , *

1

N
i i i i i

m m n n m
n m

r r d d −
= +

= = ∑  is the aperiodic ACF of the 

sequence { }ind , * is the complex conjugation operation. 

N p  sets of complementary (additional) sequences with 
the N length satisfying to (2) form a matrix of p-phase 
additional sequences (MAS) with dimensions N N× . In 
publications this matrix is called the ensemble of Golay 
complimentary sequences at 2p =  [6, 12]. We introduce the 
generalized concept of the Golay sequences for 2p >  [14]. 

Let , 1

N

N i nd=D   be a matrix of p-ary D-codes [13, 14], 

, 0,1,..., 1i nd p= − ; kN p= , p is the prime number. Then 

MAS of the k-th order (dimensions N N× ) will have a form: 
 

, 1
,

N
N i nd=D  , ,

2exp .i n i nd j d
p
π 

=  
 

  (3) 

 

Let us call sequences 1, , 1

Ni
N i n n

d
=

=D  and 1, , 1

Nj
N j n n

d
=

=D  p-

paired if 
 
( ) ( ) ( )1 1 ,

p p p
i j− ⊕ − = ∆  , 1, 2, ..., ,i j N=  (4) 

 
where i, j are numbers of sequences in the D-code or numbers 
of MAS rows; ( ) p

a  is a number a in the p-ary form; ⊕  is the 

operation of adding modulo p; 1kp −∆ = . 
p-paired sequences are complimentary, i.e., for them (2) 

holds true. 

Let ND  be MAS (3), and , 1

N
N i nh=H  be a matrix of the 

system of Vilenkin-Chrestenson-Kronecker (VC-Kronecker) 
functions [15]. It is known that the system of VC-Kronecker is 
multiplicative Abelian group [16]. Since the variety consisting 
of the MAS rows is the adjacent class in the sub-group, 
elements of which are rows of the VC-Kronecker matrix, and 
the first MAS row is the leader of the adjacent class, then we 
may write: 
 

,N N N=D H d  (5) 
 
where { }1,1 1,2 1, 1,diag , ,..., ,...,N n Nd d d d=d  is the diagonal 

matrix with elements from the first row of ND . 
At 2p = , the VC-Kronecker matrix is transformed into the 

Hadamard matrix [17]. 
It follows from (5) that to construct of MAS ND , it is 

necessary to form its first row 1
1,ND . 

Elements of the MAS first row are defined as follows [18]: 
 

1

1, 1 1
1

2exp ,
i

k

y i l
i

d j y y
p
π −

+ +
=

 
=  

 
∑  (6) 

 
where 1y n+ =  is a number of the MAS column; 

( ) ( )1 1... ...k k ipy y y y y−=  is a number of the MAS 

column in the p-ary form; 0, 1, ..., 1iy p= − ; 
0,1,..., 1ky p= − ; 1, 2, ...,il i= ; 1, 2, ..., 1i k= − ; 

1 2 2k kl l l− −≠ ≠ ≠ . 
Adding in (6) is performed modulo p. This approach allows 

formation of 22k−  ensembles of the D-code of k-th order. Let 
further γ  - number of ensembles of the D-code of k-th order, 
i.e. 22k−=γ . 

A. Example formation of binary D-code 
Consider an example of the formation of a binary D-code of 

size 16 16×  [17]. The D-code of order 4k =  has 
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alphabet of phases equaled to the number of contiguous time 
slices (each of duration 0T ) in the pulse. 

Recently there were considerably great attention attracted 
to reduction of the detection possibility of radar stations (RS) 
by the means of the radio-electronic reconnaissance and by the 
self-guided anti-radar missiles [9 - 11]. In RS with low 
probability of emission detection, the special measures are 
anticipated to increase of the RS operation secrecy. Among 
them: the low spectral density of emission, variation of 
probing signal parameters according the random law, 
operation in the wide frequency band, control of the emission 
power. Applied wideband probing signals – LFM signals or 
bi-phase PCSK signals – do not provide the RS operation 
secrecy. So, LFM signals can be easily recognized by means 
of reconnaissance on the phase variation speed; while bi-phase 
PCSK signals – with the help of quadratic detection circuits. 
The emission secrecy can be increased by a great extent 
through the utilization of the polyphase PCSM signals [11]. 
Polyphase pulse signals can be formed by the wide set of p-ary 
codes and differ by the low spectral density and the low level 
of ACF side lobes. 

In this paper, to solve problems of high resolution of the 
variety of small-size space objects on the near-Earth orbit, the 
separate elements of the complicated space object, as well as 
the small-size objects on the Earth surface, the polyphase (p-
phase, where p is the prime integer number) radar signal is 
synthesized, which has ZACZ. This signal represented the 
train from p coherent PCSK pulses coding by complementary 
sequences of the p-ary D-code [13, 14]. It has low pulse 
number p in the train, the small alphabet of phases equaled to 
p, and an approach to code formation allows usage of the fast 
transform algorithm for its compression in the matched filter. 

II. THE SYNTHESIS OF THE P-ARY D-CODE AND THE 
POLYPHASE COHERENT ADDITIONAL SIGNAL 

Sequences { } { } { } { }1 2, ,..., ,..., ,i p
n n n nd d d d  ( )1,2,...,n N=  of 

the length kN p= , where 2k ≥  is the integer number, are 
called complementary [6, 12, 13] if 
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1 2

; 0
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0; 1 1 ,
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m m m m

pN m ,
r r r r

m ,..., N
=+ + + + + =  = ± ± −
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where , *
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i i i i i
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r r d d −
= +

= = ∑  is the aperiodic ACF of the 

sequence { }ind , * is the complex conjugation operation. 

N p  sets of complementary (additional) sequences with 
the N length satisfying to (2) form a matrix of p-phase 
additional sequences (MAS) with dimensions N N× . In 
publications this matrix is called the ensemble of Golay 
complimentary sequences at 2p =  [6, 12]. We introduce the 
generalized concept of the Golay sequences for 2p >  [14]. 

Let , 1

N

N i nd=D   be a matrix of p-ary D-codes [13, 14], 

, 0,1,..., 1i nd p= − ; kN p= , p is the prime number. Then 

MAS of the k-th order (dimensions N N× ) will have a form: 
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p
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Nj
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=D  p-

paired if 
 
( ) ( ) ( )1 1 ,

p p p
i j− ⊕ − = ∆  , 1, 2, ..., ,i j N=  (4) 

 
where i, j are numbers of sequences in the D-code or numbers 
of MAS rows; ( ) p

a  is a number a in the p-ary form; ⊕  is the 

operation of adding modulo p; 1kp −∆ = . 
p-paired sequences are complimentary, i.e., for them (2) 

holds true. 

Let ND  be MAS (3), and , 1

N
N i nh=H  be a matrix of the 

system of Vilenkin-Chrestenson-Kronecker (VC-Kronecker) 
functions [15]. It is known that the system of VC-Kronecker is 
multiplicative Abelian group [16]. Since the variety consisting 
of the MAS rows is the adjacent class in the sub-group, 
elements of which are rows of the VC-Kronecker matrix, and 
the first MAS row is the leader of the adjacent class, then we 
may write: 
 

,N N N=D H d  (5) 
 
where { }1,1 1,2 1, 1,diag , ,..., ,...,N n Nd d d d=d  is the diagonal 

matrix with elements from the first row of ND . 
At 2p = , the VC-Kronecker matrix is transformed into the 

Hadamard matrix [17]. 
It follows from (5) that to construct of MAS ND , it is 

necessary to form its first row 1
1,ND . 

Elements of the MAS first row are defined as follows [18]: 
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p
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+ +
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where 1y n+ =  is a number of the MAS column; 

( ) ( )1 1... ...k k ipy y y y y−=  is a number of the MAS 

column in the p-ary form; 0, 1, ..., 1iy p= − ; 
0,1,..., 1ky p= − ; 1, 2, ...,il i= ; 1, 2, ..., 1i k= − ; 

1 2 2k kl l l− −≠ ≠ ≠ . 
Adding in (6) is performed modulo p. This approach allows 

formation of 22k−  ensembles of the D-code of k-th order. Let 
further γ  - number of ensembles of the D-code of k-th order, 
i.e. 22k−=γ . 

A. Example formation of binary D-code 
Consider an example of the formation of a binary D-code of 

size 16 16×  [17]. The D-code of order 4k =  has 
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22 4kγ −= =  ensembles. 
At 4k = , we obtain: 

1 2 31, 2, 3 1 ; 1, 2 ; 1, 2, 3i l l l= ⇒ = = =  

1 2 3 4, , , 0, 1y y y y = ; 0, 1, ..., 15y = ; 

( ) ( )4 3 2 12y y y y y=  
In this case, the condition 3 2l l≠  must be satisfied. 

Let us write the sum from (6) for four ensembles: 
3

1, 1 1 2 1 3 1 4 2
1

iy i l
i

d y y y y y y y y+ +
=

= = + +∑ ; 

3

1, 1 1 2 1 3 1 4 3
1

iy i l
i

d y y y y y y y y+ +
=

= = + +∑ ; 

3

1, 1 1 2 1 3 2 4 1
1

iy i l
i

d y y y y y y y y+ +
=

= = + +∑ ; 

3

1, 1 1 2 1 3 2 4 3
1

iy i l
i

d y y y y y y y y+ +
=

= = + +∑ . 

Having performed additions for all columns of the CSM, 
from (6) we obtain the first sequences of four D-code 
ensembles of order 4k = . 

(0 0 0 1 0 1 0 0 0 0 1 0 0 1 1 1); 
(0 0 0 1 0 1 0 0 0 0 0 1 1 0 1 1); 
(0 0 0 1 0 0 1 0 0 1 0 0 0 1 1 1); 
(0 0 0 1 0 0 1 0 0 0 0 1 1 1 0 1). 

The remaining rows of the D-code matrix are obtained from 
the first row by element-wise modulo 2 addition with the 
corresponding rows of the Hadamard matrix. 

B. Example formation of ternary D-code 
Consider now an example of the formation of the ternary D-

code of order 3k =  with the length of code words 
33 27N = = , which allows you to form a 3 22 2γ −= =  

ensembles of D-code using method (5) - (6) [18]. 
We form the first rows of two different matrices 

(ensembles) of the D-code of order 3k = . The remaining 
rows of the D-code matrix are obtained from the first row by 
element-wise addition modulo p with the corresponding rows 
of the VC-Kronecker matrix. 

In this case, from (6) we obtain: 

( )1 2

2

1, 1 1 2 3
1

;
liy i l l

i
d y y y y y y+ +

=

= = +∑  

( ) ( )3 2 1 1 2 33 ; , , 0,1,2; 0,1,...,26;y y y y y y y y= = =  

1 21,2; 1; 1,2.i l l= = =  
From where for two ensembles we obtain: 

1, 1 2 1 3 1yd y y y y+ = +  and 1, 1 2 1 3 2yd y y y y+ = + . 
At 0,1,...,26y = , for the first ensemble we obtain the 

following first row of the matrix of the D-code: 
(0 0 0 0 1 2 0 2 1 0 1 2 0 2 1 0 0 0 0 2 1 0 0 0 0 1 2). 

For the second ensemble, the first row of the D-code matrix 
is as follows: 

(0 0 0 0 1 2 0 2 1 0 0 0 1 2 0 2 1 0 0 0 0 2 0 1 1 0 2). 

C. Determination of coherent additional signal 
Let us refer as the polyphase coherent additional signal 

(CAS) of the train of p PCSK pulses encoded by p-paired 

sequences of the D-code [14]. We call this signal “coherent” 
because the coherence of PCSK pulses must be maintained in 
the train. In addition, we call it “additional” because the pulses 
are encoded by complementary (additional) sequences. 

The analytical expression of the complex envelope (CE) of 
CAS has a form: 
 

( ) ( )( )( )0 0 ,
1 1

1 1 ,
p N

i n
i n

S t S t n i Nq T d
= =

= − + − −∑∑  (7) 

 

where ( )( ) ( ) 0 0
0 0

1, 1
1

0, at other 
n T t nT

S t n T
t

 − ≤ ≤− − = 


 is the 

envelope of the n–th slice of CAS; 0T  is the slice duration; 

2q ≥  is the off-duty factor; , 1,1

N i
i n Nd = D  are elements of i-th 

p-paired sequence. 
CE of CAS in the vector form will have the following form: 

 

( )( ) ( ) ( )(
( ) )

1 2
1, 1,1, 1 1, 11, 1 1

1, 1,1, 1

...

... ... ,

N NN q N qN p q

i p
N NN q

− −− +

−

=S D 0 D 0

D 0 D
 (8) 

 
where ( ) ( )( )1 21, 1 10 0 ... 0 ... 0nN q N q− −=0  is the zero 

vector- row with length ( )1N q − . 

III. CORRELATION CHARACTERISTICS OF POLYPHASE 
COHERENT ADDITIONAL SIGNALS 

An analysis of CAS correlation characteristics is performed 
in [14, 17]. 

The aperiodic cross-correlation function (CCF) of 
sequences { }ind  and { }jnd  is defined as: 
 

, *

1

N
i j i j

m n n m
n m

r d d −
= +

= ∑  at ;i j≠  ( )0, 1 1 ,m ,..., N= ± ± −  (9) 

 
where , 0i j

mr =  at 0,m =  because complimentary sequences 
built according to (5) – (6), are orthogonal. 

In the vector form, ACF of the polyphase CAS will have a 
form [14]: 
 

( )( )

( )

( )

( )

( )

1
1,

1,2 11,2 1 1 1
1

1
, 1

1,2 1 1,2 11, 2
1 1

1
, , 1

1,2 1 1,2 11, 2
1 1

....

... 0 ...

... 0 ... ,

p p
s i p i

NN p q
i

p p
i i i

N NN q
i i

p pp j
i i j i i p

N NN q
i i

− −
+ −

−− + −
=

−
+

− −−
= =

− −−
+ + −

− −−
= =


= 






∑

∑ ∑

∑ ∑

R R

R 0 R

R 0 R

 (10) 

 
where ( ) ( )( )1 21, 2 20 0 ... 0 ... 0nN q N q− −=0  is the zero 

vector-row with the length ( )2N q − ; 
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(
)

, , , , , ,
1,2 1 1 2 1 0 1

, , ,
2 1

... ...

... ... .

i j i j i j i j i j i j
N N N

i j i j i j
m N N

r r r r r

r r r

− − + − + −

− −

==R
 

For i j= , ,
1,2 1 1,2 1
i j i

N N− −=R R  and according to (2): 
 

( )1,2 1 1 2 2 1
1

0 0 ... ... 0 0 ,
p

i
N N N N N

i
pN− − + − + − −

=

=∑R  (11) 

 
and at i j≠  ,

0 0i jr = . 
It follows from (10) and (11) that the ZACZ width (from 

both sides of the central peak of ACF) of the polyphase CAS 
is equal to ( ) ( )2 1 2 2 1 1 2 1Z N q N N q= + − + − − + − + =

2 ( 1)N q= − , and taking into account the slice duration 0 :T  
 

0 ( 1).Z NT q= −  (12) 
 

The relative width of ZACZ is defined as: 
 

( ) ( )( )0 1 1 1 ,Z LT q q pε = = − − +  (13) 
 
where ( )( )1 1L N p q= − +  is the slices number in CAS. 

It follows from (13) that 
 
( ) ( )1 2 1 1 1 ,p p− ≤ ε < −  (14) 

 
and at 2p = , 1 3 1≤ ε <  [17]. 

In (1), kM N p≥ = , 2k ≥  is the integer number, therefore, 
for signals considered in [4 - 7], 1ε . 

The polyphase CAS can be considered as the signal formed 
by the sequence from the ZACZ-ensemble [8, 17] with 
parameters: 

( ), ,ZACZ J L Z , 

where NJ
p

γ=  is a number of sequences in the ensemble. 

The set of sequences forming p CAS and formed from the 
adjacent sets of p-paired sequences of the D-code can be 
considered as the ZCZ-ensemble [17] with parameters: 

( ), ,ZCZ p L Z . 
Fig. 1 and 2 show, relatively, a part of the two-dimensional 

ambiguity function ( ),R Fτ  of the three-phase CAS with the 
number of slices of 243N =  in the pulse and with the off-
duty factor 3q =  and its section by the plane 0F = , i.e., ACF 
of CE of CAS at complete filter matching with echoes in 
frequency. 

The width of CAS ZACZ with given parameters in relative 
units is 0 486Z T = . From Fig. 1 it is seen that in the region of 
the central peak, the ambiguity function has the clearly 
expressed rectangular region of zero correlation along the 
whole frequency axis F at ( )01 1N T N q− < ≤ −τ , which is 
caused by a presence of the vector ( )1, 2N q−0  in (10). The 

dimensions of this region does not depend on the law of the 
phase-shift keying and on mismatching in frequency, but 
depends only on the off-duty factor q. The region of zero 
correlation at 00 1T N< ≤ −τ  near the central peak of ACF, 
which is caused by the property of complementary sequences 
(2), takes a place only at complete filter matching with the 
echoes in frequency. 
 

 
 

Fig. 1. Ambiguity function of the three-phase CAS 
 

The ambiguity function section of CAS by the plane 0τ =  
has the envelope of the form sin x x  with the main lobe 

width on the zero level ( )02 NT  and the internal comb 
structure. The spectrum combs are spaced from each other in F 
by the value ( )01 qNT . The comb width on the zero level is 

( )02 pqNT , and the total number of combs within the main 
lobe of the amplitude-frequency spectrum envelope of the 
CAS CE square is equal to 2 1q − . The side lobes with the 
width ( )01 pqNT  on the zero level occur between combs and 
the total number of side lobes is equal to 2p − . 

ZACZ exists only at complete filter matching with echoes 
in the Doppler frequency [14]. At mismatch ∆F in the 
frequency in ZACZ near the main ACF peak, the side lobed 
appear, the greatest of them is compared in the level with the 
maximal side lobe outside ZACZ at 00.3F pqNT∆ = . 

 
 

Fig. 2. Autocorrelation function of the three-phase CAS 
 

CAS is assumed to use at radar target tracking in resolution 
modes for accurate measurements (specification) of the 
Doppler frequency, when the target rough estimation is 
already known from the preliminary target detection. At that, 
the compression device for CAS should be multi-channel in 
the Doppler frequency with the necessary channel width. 
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IV. THE COMPRESSION DEVICE OF POLYPHASE COHERENT 
ADDITIONAL SIGNALS 

For compression of the coherent pulse sequence, the 
correlation-filtering processing is usually used, at which the 
reflected signal modulation is first removed and then, with the 
help of the fast Fourier transform (FFT), the Doppler 
frequency is defined [4, 6]. 

The structural circuit of the compression device for 
polyphase CAS is shown in Fig. 3 and represents the 
equivalent structural diagram of the matched filter of 
polyphase CAS at the known Doppler frequency or the 
equivalent structural diagram of the matched filter in the 
single frequency channel. 
 

 
 

Fig. 3. Structural diagram of the single-channel compression device of CAS 
 

The compression device consists of the input register on N 
memory cells, the processor of the discrete D-transform with 
N inputs and N outputs, the switching block, 1p −  similar 
shift registers on qN  memory cells and 1p −  similar 
summation units of complex number, where q is the off-duty 
factor, kN p=  is the D-code length. 

The switching block performs connection of p from its N 
inputs with p outputs according to expression (4), i.e., in 
accordance with the row numbers, in which the p-paired D-
codes are situated. 

At 2p = , we obtain the compression device of bi-phase 
(binary) CAS. 

The basing element of this device is the processor of 
discrete D-transform (the processor DT-D), which operation 
algorithm is described by the following mathematical 
expression: 
 

,1 1, ,T
N N N=G D S  (15) 

 
where 1,NS  is the vector of input signal samples of the discrete 
D-transform; T is operation of the vector transposition. 

Substituting (5) in (15), we obtain: 
 

,1 1,
T

N N N N=G H d S . (16) 
 

It is known that the VC-Kronecker matrix can be factorized 
by the Good method [19], i.e., the discrete D-transform (16) 
can be reduced to FFT in the basis of VC-Kronecker function 
system (FTVC), which has the form: 
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where ⊗  is the operation of the Kronecker product; p1  is the 
unitary matrix with dimensions p p× ; pE  is the matrix of 
discrete exponential functions (DEF) with dimensions p p× . 

From expression (17), it follows that the DT-D processor in 
the diagram in Fig. 3 can be replaced by the FTVC processor 
with addition of weight coefficients (the matrix Nd  in 
expression) in the processor input, which are elements of the 
first row of MAS ND . Then the structural diagram of the 
compression device of the polyphase CAS will have the form 
presented in Fig. 4. 
 

 
 

Fig. 4. Structural diagram of the single-channel compression device of CAS 
with FTVC 

 
For 2p = , the compression algorithm of polyphase CAS 

presented in the form of the structural diagram in Fig. 4 is 
transformed into the compression algorithm of binary CAS, 
and the FTVC processor is transformed into the processor of 
the fast Walsh transform. 

V. THE MULTI-CHANNEL COMPRESSION DEVICE OF 
POLYPHASE COHERENT ADDITIONAL SIGNALS 

In [20] the multi-channel compression device for CAS is 
described, which allows simultaneous removal of the 
modulation of polyphase pulse signals encoded by 
complimentary sequences and determine the Doppler 
frequency in restricted Doppler frequency range according to 
preliminary target detection. This device consists of the 
processor of fast D-transform-Fourier (FT-D-FK, K is a 
number of used frequency channels), using the combination of 
the FFT algorithms in basis-matrices of additional sequences 
and DEF by means of bit-by-bit multiplication of each MAS 
row with dimensions of N N× . The MAS matrix here is the 
matrix of pulse characteristics of CAS pulses. The block 
matrix with dimension NK N×  obtained at that represents the 
set of matrices of pulse characteristics on K different 
frequencies, i.e., rows of DEF matrix play the role of 
frequency channels. In the FT-D-FK algorithm, the MAS 
matrix itself is factorized. 

The multi-channel compression device of CAS described in 
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In (1), kM N p≥ = , 2k ≥  is the integer number, therefore, 
for signals considered in [4 - 7], 1ε . 

The polyphase CAS can be considered as the signal formed 
by the sequence from the ZACZ-ensemble [8, 17] with 
parameters: 
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The set of sequences forming p CAS and formed from the 
adjacent sets of p-paired sequences of the D-code can be 
considered as the ZCZ-ensemble [17] with parameters: 

( ), ,ZCZ p L Z . 
Fig. 1 and 2 show, relatively, a part of the two-dimensional 

ambiguity function ( ),R Fτ  of the three-phase CAS with the 
number of slices of 243N =  in the pulse and with the off-
duty factor 3q =  and its section by the plane 0F = , i.e., ACF 
of CE of CAS at complete filter matching with echoes in 
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The width of CAS ZACZ with given parameters in relative 
units is 0 486Z T = . From Fig. 1 it is seen that in the region of 
the central peak, the ambiguity function has the clearly 
expressed rectangular region of zero correlation along the 
whole frequency axis F at ( )01 1N T N q− < ≤ −τ , which is 
caused by a presence of the vector ( )1, 2N q−0  in (10). The 

dimensions of this region does not depend on the law of the 
phase-shift keying and on mismatching in frequency, but 
depends only on the off-duty factor q. The region of zero 
correlation at 00 1T N< ≤ −τ  near the central peak of ACF, 
which is caused by the property of complementary sequences 
(2), takes a place only at complete filter matching with the 
echoes in frequency. 
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The ambiguity function section of CAS by the plane 0τ =  
has the envelope of the form sin x x  with the main lobe 

width on the zero level ( )02 NT  and the internal comb 
structure. The spectrum combs are spaced from each other in F 
by the value ( )01 qNT . The comb width on the zero level is 

( )02 pqNT , and the total number of combs within the main 
lobe of the amplitude-frequency spectrum envelope of the 
CAS CE square is equal to 2 1q − . The side lobes with the 
width ( )01 pqNT  on the zero level occur between combs and 
the total number of side lobes is equal to 2p − . 

ZACZ exists only at complete filter matching with echoes 
in the Doppler frequency [14]. At mismatch ∆F in the 
frequency in ZACZ near the main ACF peak, the side lobed 
appear, the greatest of them is compared in the level with the 
maximal side lobe outside ZACZ at 00.3F pqNT∆ = . 
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CAS is assumed to use at radar target tracking in resolution 
modes for accurate measurements (specification) of the 
Doppler frequency, when the target rough estimation is 
already known from the preliminary target detection. At that, 
the compression device for CAS should be multi-channel in 
the Doppler frequency with the necessary channel width. 
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IV. THE COMPRESSION DEVICE OF POLYPHASE COHERENT 
ADDITIONAL SIGNALS 

For compression of the coherent pulse sequence, the 
correlation-filtering processing is usually used, at which the 
reflected signal modulation is first removed and then, with the 
help of the fast Fourier transform (FFT), the Doppler 
frequency is defined [4, 6]. 

The structural circuit of the compression device for 
polyphase CAS is shown in Fig. 3 and represents the 
equivalent structural diagram of the matched filter of 
polyphase CAS at the known Doppler frequency or the 
equivalent structural diagram of the matched filter in the 
single frequency channel. 
 

 
 

Fig. 3. Structural diagram of the single-channel compression device of CAS 
 

The compression device consists of the input register on N 
memory cells, the processor of the discrete D-transform with 
N inputs and N outputs, the switching block, 1p −  similar 
shift registers on qN  memory cells and 1p −  similar 
summation units of complex number, where q is the off-duty 
factor, kN p=  is the D-code length. 

The switching block performs connection of p from its N 
inputs with p outputs according to expression (4), i.e., in 
accordance with the row numbers, in which the p-paired D-
codes are situated. 

At 2p = , we obtain the compression device of bi-phase 
(binary) CAS. 

The basing element of this device is the processor of 
discrete D-transform (the processor DT-D), which operation 
algorithm is described by the following mathematical 
expression: 
 

,1 1, ,T
N N N=G D S  (15) 

 
where 1,NS  is the vector of input signal samples of the discrete 
D-transform; T is operation of the vector transposition. 

Substituting (5) in (15), we obtain: 
 

,1 1,
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N N N N=G H d S . (16) 
 

It is known that the VC-Kronecker matrix can be factorized 
by the Good method [19], i.e., the discrete D-transform (16) 
can be reduced to FFT in the basis of VC-Kronecker function 
system (FTVC), which has the form: 
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where ⊗  is the operation of the Kronecker product; p1  is the 
unitary matrix with dimensions p p× ; pE  is the matrix of 
discrete exponential functions (DEF) with dimensions p p× . 

From expression (17), it follows that the DT-D processor in 
the diagram in Fig. 3 can be replaced by the FTVC processor 
with addition of weight coefficients (the matrix Nd  in 
expression) in the processor input, which are elements of the 
first row of MAS ND . Then the structural diagram of the 
compression device of the polyphase CAS will have the form 
presented in Fig. 4. 
 

 
 

Fig. 4. Structural diagram of the single-channel compression device of CAS 
with FTVC 

 
For 2p = , the compression algorithm of polyphase CAS 

presented in the form of the structural diagram in Fig. 4 is 
transformed into the compression algorithm of binary CAS, 
and the FTVC processor is transformed into the processor of 
the fast Walsh transform. 

V. THE MULTI-CHANNEL COMPRESSION DEVICE OF 
POLYPHASE COHERENT ADDITIONAL SIGNALS 

In [20] the multi-channel compression device for CAS is 
described, which allows simultaneous removal of the 
modulation of polyphase pulse signals encoded by 
complimentary sequences and determine the Doppler 
frequency in restricted Doppler frequency range according to 
preliminary target detection. This device consists of the 
processor of fast D-transform-Fourier (FT-D-FK, K is a 
number of used frequency channels), using the combination of 
the FFT algorithms in basis-matrices of additional sequences 
and DEF by means of bit-by-bit multiplication of each MAS 
row with dimensions of N N× . The MAS matrix here is the 
matrix of pulse characteristics of CAS pulses. The block 
matrix with dimension NK N×  obtained at that represents the 
set of matrices of pulse characteristics on K different 
frequencies, i.e., rows of DEF matrix play the role of 
frequency channels. In the FT-D-FK algorithm, the MAS 
matrix itself is factorized. 

The multi-channel compression device of CAS described in 
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[20], can be built on the base of FTVC using (5). The 
structural diagram of such a device is presented in Fig. 5. The 
controllable local oscillator of the radar receiving device, 
according to rough estimation of the Doppler frequency DF̂  
obtained in the mode of target detection, retunes its frequency 
so as the value DF̂  falls in the frequency range, which is 
covered by frequency channels of the compression device of 
CAS. To CAS compression, the processor of fast Vilenkin-
Chrestenson-Fourier (FTVC-FK, K is a number of used 
frequency channels) using of combination of FFT algorithms 
in the basis of the VC-Kronecker and DEF function system by 
means of the bit-by-bit multiplication of each row of the VC-
Kronecker matrix with dimension N L× , ( )( )1 1L N p q= − +  
(the matrix rows are prolonged by repeating of each element 
or zero padding), by each from K rows of DEF matrix with 
dimension L L× . 
 

 
 

Fig. 5. Structural diagram of the multi-channel compression device of CAS 
with FTVC-FK 

 
CE of the signal reflected from the target can be written as: 

( ) ( ) ( )D D
ˆ ˆ, exp 2S t F S t j F t= − π  , 

where ( )S t  is CAS CE (7). The signal is fed from the ADC 
outputs in the quadratic channels to the input shift register of 
the compression device. Having transferred from analog 
quantities to discrete ones, i.e., at ( ) 01nt t n T→ = − , 

( )D D
ˆ ˆ 1

k
F F k F→ = − ∆ , 01F LT∆ =  is the mismatch between 
frequency channels, 1, 2, ...,n L= , 1, 2, ...,k K= , we obtain 
the echo CE in the discrete form: 

( ) ( ) ( )( )2, exp 1 1S n k S n j n k
L
π = − − − 

 
  . 

Hence, the DEF matrix should have the dimension L L× . 
Because MAS has N columns, and a number of MAS and 

DEF columns should be equal, the rows of MAS matrix and 
CAS pulses need to be prolonged, for example, owing to 
repeat of each samples by ( )1 1L N p q= − +  times or to use 
zero padding. 

Then the discrete D-transform-Fourier (DT-D-FK) has a 
form: 
 

( ),1 , 1 2 1,

, , 1,

... ...
L L L L

T T
KN N L k K L

T
N L KL L L

′ ′= =

′ ′=

G D E E E E S

D E S
, (18) 

 
where 1,L′S  is the sample vector of the prolonged input signal; 

( ) ( ) ( )( ) ( )( ){ }0 1 1 1 1 1 1 1diag ... ...
L

k k n k L k
k W W W W− − − − − −=E , 

( )2expW j L
π= − , is a diagonal matrix with elements from 

the k-th row of the DEF matrix, which is included in the 
structure of the block matrix ,KL LE ; ,N L′D  is MAS with 
prolonged rows. 

Taking (5) into consideration, we obtain from (18) the 
discrete Vilenkin-Chrestenson-Fourier transform (DTVC-FK): 
 

,1 , , 1, , , 1,
T T

KN N L L KL L L N L KL L L L′ ′ ′ ′ ′ ′= =G H d E S H E d S , (19) 
 
where ,N L′H  is the VC-Kronecker matrix with prolonged 

rows; { }1
1,diagL L′ ′=d D  is the diagonal matrix with elements 

from the first rows of the ,N L′D  matrix. 
From [19] we know that column repeating of the VC-

Kronecker matrix with dimension N N× , kN p= , lp  times 
is equivalent to row decimation of the VC-Kronecker matrix 
with dimension L L× , where k lL p +=  to the rectangular 
matrix with dimension N L× . In other words, in (19), the 

,N L′H  matrix can be replaced by the VC-Kronecker matrix 
with dimension L L× , we can factorize it, and necessary 
values of the signal spectrum can be obtained from the known 
decimated row numbers. 

Thus, from (19) we have the expression for FTVC-FK: 
 

,1 , 1, 1 1 , 1,... ...
L L L L

T T
KL L KL L L L k l k l j KL L L L+ + −′ ′ ′ ′= =G H E d S C C C C E d S , (20) 

 
where 

Lj
C  is the weakly-filled matrix from the Good 

factorization algorithm (17), 1, 2,...,j k l= + . 
At 2p = , FTVC-FK transforms into the fast Walsh-Fourier 

(FTW-FK) and ( )1L N q= +  [8]. To achieve the maximal FFT 
effectiveness, the DEF matrix dimension should be equal to 
the power of 2. For this, we introduce the quantity 

( )2log 1l q= +   , where x    is the operation of the number x 

rounding to the larger value. Then 2 2l k lL N += = . The 
rectangular matrix in (19) 

( )

,

, , 1 2 1
1, 1

l

N L

N L i m
i m

h  − +  = =

′ =H , 

where , 1

N
i n Nh = H  is the Hadamard matrix with dimension 

N N× , x    is the operation of integer part extraction of the 
number x, which is obtained from the Hadamard matrix LH  
with dimension L L×  in (20) be means of its rows 
decimation. The diagonal matrix in (19) and (20) is 

( ){ }1,1 1,1 1, 1,1, 1 2 1
diag ... ...lL N Nm

d d d d d − + 
′ =d , 

1, 2, ...,m L= , 
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[20], can be built on the base of FTVC using (5). The 
structural diagram of such a device is presented in Fig. 5. The 
controllable local oscillator of the radar receiving device, 
according to rough estimation of the Doppler frequency DF̂  
obtained in the mode of target detection, retunes its frequency 
so as the value DF̂  falls in the frequency range, which is 
covered by frequency channels of the compression device of 
CAS. To CAS compression, the processor of fast Vilenkin-
Chrestenson-Fourier (FTVC-FK, K is a number of used 
frequency channels) using of combination of FFT algorithms 
in the basis of the VC-Kronecker and DEF function system by 
means of the bit-by-bit multiplication of each row of the VC-
Kronecker matrix with dimension N L× , ( )( )1 1L N p q= − +  
(the matrix rows are prolonged by repeating of each element 
or zero padding), by each from K rows of DEF matrix with 
dimension L L× . 
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rectangular matrix in (19) 

( )

,

, , 1 2 1
1, 1

l

N L

N L i m
i m

h  − +  = =

′ =H , 

where , 1

N
i n Nh = H  is the Hadamard matrix with dimension 

N N× , x    is the operation of integer part extraction of the 
number x, which is obtained from the Hadamard matrix LH  
with dimension L L×  in (20) be means of its rows 
decimation. The diagonal matrix in (19) and (20) is 

( ){ }1,1 1,1 1, 1,1, 1 2 1
diag ... ...lL N Nm

d d d d d − + 
′ =d , 

1, 2, ...,m L= , 
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where 1
1, 1,1

N
n Nd = D . The processor FTW-FK has NK outputs 

(decimated rows). The first N outputs represent the result of 
multiplication of the pulse characteristics matrix (MAS) by the 
processor input signal samples in the first frequency channel, 
the second N outputs – in the second frequency channel and so 
on, the last N outputs – in the K-th frequency channel. The 
switching block in each frequency channel performs the 
connection of two from its N inputs with two outputs in 
accordance with the rows number, in which the paired or 
adjacent sequences of the D-code are located. In adder of each 
channel, the summation of ACF samples of CAS pulses is 
performed owing to the samples delay of the ACF in the shift 
register by the repetition period of pulses qL. According to the 
number of the threshold device (TD in Fig. 5) ( 1,2,...,k K= ), 
in which the threshold is exceeded, the Doppler frequency 
shift ( ( )D

ˆ 1
k

F k F= − ∆ ) is determined. 

VI. CONCLUSIONS 
The method of polyphase radar signal with ZACZ is offered 

in this paper. At that, this signal represents the train of p 
PCSK pulses encoded by p-ary complementary sequences and 
is called the coherent additional signal. ZACZ takes place only 
at complete matching of the filter with echoes in the Doppler 
frequency. At mismatch in frequency, the level of the ACF 
main peak decreases and side lobes appear in ZACZ. The 
multi-channel compression device of this signal is studied. It 
is shown that the method of D-code formation allows 
utilization of algorithms of the fast transform for signal 
compression in the matched filter. 
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[20], can be built on the base of FTVC using (5). The 
structural diagram of such a device is presented in Fig. 5. The 
controllable local oscillator of the radar receiving device, 
according to rough estimation of the Doppler frequency DF̂  
obtained in the mode of target detection, retunes its frequency 
so as the value DF̂  falls in the frequency range, which is 
covered by frequency channels of the compression device of 
CAS. To CAS compression, the processor of fast Vilenkin-
Chrestenson-Fourier (FTVC-FK, K is a number of used 
frequency channels) using of combination of FFT algorithms 
in the basis of the VC-Kronecker and DEF function system by 
means of the bit-by-bit multiplication of each row of the VC-
Kronecker matrix with dimension N L× , ( )( )1 1L N p q= − +  
(the matrix rows are prolonged by repeating of each element 
or zero padding), by each from K rows of DEF matrix with 
dimension L L× . 
 

 
 

Fig. 5. Structural diagram of the multi-channel compression device of CAS 
with FTVC-FK 

 
CE of the signal reflected from the target can be written as: 

( ) ( ) ( )D D
ˆ ˆ, exp 2S t F S t j F t= − π  , 

where ( )S t  is CAS CE (7). The signal is fed from the ADC 
outputs in the quadratic channels to the input shift register of 
the compression device. Having transferred from analog 
quantities to discrete ones, i.e., at ( ) 01nt t n T→ = − , 

( )D D
ˆ ˆ 1

k
F F k F→ = − ∆ , 01F LT∆ =  is the mismatch between 
frequency channels, 1, 2, ...,n L= , 1, 2, ...,k K= , we obtain 
the echo CE in the discrete form: 

( ) ( ) ( )( )2, exp 1 1S n k S n j n k
L
π = − − − 

 
  . 

Hence, the DEF matrix should have the dimension L L× . 
Because MAS has N columns, and a number of MAS and 

DEF columns should be equal, the rows of MAS matrix and 
CAS pulses need to be prolonged, for example, owing to 
repeat of each samples by ( )1 1L N p q= − +  times or to use 
zero padding. 

Then the discrete D-transform-Fourier (DT-D-FK) has a 
form: 
 

( ),1 , 1 2 1,

, , 1,

... ...
L L L L

T T
KN N L k K L

T
N L KL L L

′ ′= =

′ ′=

G D E E E E S

D E S
, (18) 

 
where 1,L′S  is the sample vector of the prolonged input signal; 

( ) ( ) ( )( ) ( )( ){ }0 1 1 1 1 1 1 1diag ... ...
L

k k n k L k
k W W W W− − − − − −=E , 

( )2expW j L
π= − , is a diagonal matrix with elements from 

the k-th row of the DEF matrix, which is included in the 
structure of the block matrix ,KL LE ; ,N L′D  is MAS with 
prolonged rows. 

Taking (5) into consideration, we obtain from (18) the 
discrete Vilenkin-Chrestenson-Fourier transform (DTVC-FK): 
 

,1 , , 1, , , 1,
T T

KN N L L KL L L N L KL L L L′ ′ ′ ′ ′ ′= =G H d E S H E d S , (19) 
 
where ,N L′H  is the VC-Kronecker matrix with prolonged 

rows; { }1
1,diagL L′ ′=d D  is the diagonal matrix with elements 

from the first rows of the ,N L′D  matrix. 
From [19] we know that column repeating of the VC-

Kronecker matrix with dimension N N× , kN p= , lp  times 
is equivalent to row decimation of the VC-Kronecker matrix 
with dimension L L× , where k lL p +=  to the rectangular 
matrix with dimension N L× . In other words, in (19), the 

,N L′H  matrix can be replaced by the VC-Kronecker matrix 
with dimension L L× , we can factorize it, and necessary 
values of the signal spectrum can be obtained from the known 
decimated row numbers. 

Thus, from (19) we have the expression for FTVC-FK: 
 

,1 , 1, 1 1 , 1,... ...
L L L L

T T
KL L KL L L L k l k l j KL L L L+ + −′ ′ ′ ′= =G H E d S C C C C E d S , (20) 

 
where 

Lj
C  is the weakly-filled matrix from the Good 

factorization algorithm (17), 1, 2,...,j k l= + . 
At 2p = , FTVC-FK transforms into the fast Walsh-Fourier 

(FTW-FK) and ( )1L N q= +  [8]. To achieve the maximal FFT 
effectiveness, the DEF matrix dimension should be equal to 
the power of 2. For this, we introduce the quantity 

( )2log 1l q= +   , where x    is the operation of the number x 

rounding to the larger value. Then 2 2l k lL N += = . The 
rectangular matrix in (19) 

( )

,

, , 1 2 1
1, 1

l

N L

N L i m
i m

h  − +  = =

′ =H , 

where , 1

N
i n Nh = H  is the Hadamard matrix with dimension 

N N× , x    is the operation of integer part extraction of the 
number x, which is obtained from the Hadamard matrix LH  
with dimension L L×  in (20) be means of its rows 
decimation. The diagonal matrix in (19) and (20) is 

( ){ }1,1 1,1 1, 1,1, 1 2 1
diag ... ...lL N Nm

d d d d d − + 
′ =d , 

1, 2, ...,m L= , 
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(decimated rows). The first N outputs represent the result of 
multiplication of the pulse characteristics matrix (MAS) by the 
processor input signal samples in the first frequency channel, 
the second N outputs – in the second frequency channel and so 
on, the last N outputs – in the K-th frequency channel. The 
switching block in each frequency channel performs the 
connection of two from its N inputs with two outputs in 
accordance with the rows number, in which the paired or 
adjacent sequences of the D-code are located. In adder of each 
channel, the summation of ACF samples of CAS pulses is 
performed owing to the samples delay of the ACF in the shift 
register by the repetition period of pulses qL. According to the 
number of the threshold device (TD in Fig. 5) ( 1,2,...,k K= ), 
in which the threshold is exceeded, the Doppler frequency 
shift ( ( )D
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k

F k F= − ∆ ) is determined. 
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in this paper. At that, this signal represents the train of p 
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is shown that the method of D-code formation allows 
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Abstract. The non-recursive rejection filter (RF), which is
improved with the purpose of transient acceleration at arriving
of the passive interference edge caused by disturbing
reflections from fixed or slow-moving objects, is synthesized
by the state-variables method. The structural diagram is
offered of the tunable RF in the transient with the purpose of
improvement of signal extraction effectiveness from the
moving targets on the background of the passive interference
edge. The comparative analysis is performed of RF
effectiveness for fixed and tunable structure in the transient
according to the criterion of the normalized interference
suppression coefficient and the improvement coefficient of the
signal-to-interference ratio. The essential increase of the signal
extraction effectiveness from the moving objects on the
background on the interference edge for the wide class of the
spectral-correlation characteristics at RF structure
modification.

Keywords: effectiveness analysis, clutter edge, variable states,
structure adjustment, transient mode, rejection filters

I. INTRODUCTION

Radar systems (RS) found an application for solution of a
wide circle of problems of civil and military character [1].
Modern multi-functional RSs allow detection and coordinate
localization of various objects. The presence of the strong
passive (correlated) interference from the fixed or slowly
moved objects caused by disturbing reflections (so-called, a
clutter) essentially disturbs the normal RS operation leading to
receiver front-end overloading as well as signal masking and
eventually to the moving target signal disappearing [2, 3]. The
moving target signal detection on the background of passive
interference is the one of relevant and complex tasks of
received data processing, which is solved in RS of various
application [1]. Methods of protection approaches against
clutter and coordinate measurement for different types of
radars and the used probing signal are described in a series of
publications, in particular, in [1-5].

The clutter protection problem is most effectively solved in
so-called pulse-Doppler RSs with the small of-duty factor of
the probing signal or in RSs with quasi-continuous wave, in
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which the coherent pulses with high repetition frequency (up
to several tens and even hundreds of kilohertz) are used [1, 2].
At that, the unambiguous measurement of the Doppler target
velocity with high resolution and accuracy are achieved.
However, the range measurement is ambiguous and to avoid
this, the specific methods must be applied which complicate
the signal processing [1, 5].

The unambiguous range measurement is achieved in
coherent-pulse RSs at high duty-off factor of probing signals,
which leads to wide application of such RSs in practice [1].
However, the low pulse repetition frequency does not provide
the unambiguous Doppler frequency measurement for the
relevant velocities of the wide class of radar objects [3, 4].

The low pulse repetition frequency chosen from the
condition of unambiguous range measurement leads to the
close location of comb spectral components, which
complicates the moving object signal selection on the
background of interference that exceeds in power. In this case,
the main operation of received data processing is the rejection
of interference spectral components. The rejection filter (RF)
becomes the main unit of the appropriate processing system.

A problem of moving target selection on the clutter
background, properties of the clutter, novel promising
methods of the clutter rejection effectiveness growth and
various aspects of this problems are permanently described in
Russian and foreign scientific-engineering periodic journals
[6-16]. Nevertheless, this scientific direction cannot be
considered as fully studied. In this paper, we consider
improvement of characteristics of rejection filters of the non-
recursive type, which are widely used in the systems of echoes
extractions from moving targets on the background of the
intensive clutter [1-3]. When the clutter edge arrives to the
input of such a RF, the complicated transient mode is observed
at its output as far as this clutter is occupied all delay stages of
the RF. In this case, non-compensated clutter residues produce
a strong background, which masks the desired signal and leads
to false alarms of a radar. To struggle against this situation at
discrete scanning of the antenna beam we can use the
strobbing (gating) of the RF output samples excluding thus the
transient mode at the cost of appropriate number lack of the
processed samples. In the mode of continuous scanning, in
order to exclude the transient mode, is necessary to undertake
the addition measures to determine the clutter edge position.
Regardless of the scanning mode, reduction of the processed
sequence at its restricted duration, in the case of the high
coverage rate, is related to effectiveness losses of signal
processing.

In above-cited books [1-5] and papers in the periodic
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this, the specific methods must be applied which complicate
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However, the low pulse repetition frequency does not provide
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moved objects caused by disturbing reflections (so-called, a
clutter) essentially disturbs the normal RS operation leading to
receiver front-end overloading as well as signal masking and
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received data processing, which is solved in RS of various
application [1]. Methods of protection approaches against
clutter and coordinate measurement for different types of
radars and the used probing signal are described in a series of
publications, in particular, in [1-5].

The clutter protection problem is most effectively solved in
so-called pulse-Doppler RSs with the small of-duty factor of
the probing signal or in RSs with quasi-continuous wave, in
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which the coherent pulses with high repetition frequency (up
to several tens and even hundreds of kilohertz) are used [1, 2].
At that, the unambiguous measurement of the Doppler target
velocity with high resolution and accuracy are achieved.
However, the range measurement is ambiguous and to avoid
this, the specific methods must be applied which complicate
the signal processing [1, 5].

The unambiguous range measurement is achieved in
coherent-pulse RSs at high duty-off factor of probing signals,
which leads to wide application of such RSs in practice [1].
However, the low pulse repetition frequency does not provide
the unambiguous Doppler frequency measurement for the
relevant velocities of the wide class of radar objects [3, 4].

The low pulse repetition frequency chosen from the
condition of unambiguous range measurement leads to the
close location of comb spectral components, which
complicates the moving object signal selection on the
background of interference that exceeds in power. In this case,
the main operation of received data processing is the rejection
of interference spectral components. The rejection filter (RF)
becomes the main unit of the appropriate processing system.

A problem of moving target selection on the clutter
background, properties of the clutter, novel promising
methods of the clutter rejection effectiveness growth and
various aspects of this problems are permanently described in
Russian and foreign scientific-engineering periodic journals
[6-16]. Nevertheless, this scientific direction cannot be
considered as fully studied. In this paper, we consider
improvement of characteristics of rejection filters of the non-
recursive type, which are widely used in the systems of echoes
extractions from moving targets on the background of the
intensive clutter [1-3]. When the clutter edge arrives to the
input of such a RF, the complicated transient mode is observed
at its output as far as this clutter is occupied all delay stages of
the RF. In this case, non-compensated clutter residues produce
a strong background, which masks the desired signal and leads
to false alarms of a radar. To struggle against this situation at
discrete scanning of the antenna beam we can use the
strobbing (gating) of the RF output samples excluding thus the
transient mode at the cost of appropriate number lack of the
processed samples. In the mode of continuous scanning, in
order to exclude the transient mode, is necessary to undertake
the addition measures to determine the clutter edge position.
Regardless of the scanning mode, reduction of the processed
sequence at its restricted duration, in the case of the high
coverage rate, is related to effectiveness losses of signal
processing.

In above-cited books [1-5] and papers in the periodic
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editions [6-15], the problem of improvement of rejection filter
characteristic with the purpose of transient reduction is not
solved. The exclusion is the publication [16], in which the
problem of transient acceleration is solved for the recursive
rejection filters. This is achieved by means of switching of
recursive connections after achievement the steady-state mode
in the non-recursive part of RF. At that, the structure of the
non-recursive part is classical without acceleration of its
transients.

In this connection, the improvement of the RF structure
with the aim of its transients speeding-up and effectiveness
improving of signal extraction on the background of clutter
edge is the relevant research task. Exactly this task is
considered in the present paper.

II. THE SYNTHESIS OF IMPROVED REJECTION FILTER

For the synthesis of the modernized RF structure in the
transient mode, similar to [16], we use the method of state
variables, which gives the adequate filter description in the
time domain. Being a discrete system, the digital non-
recursive RF of m -order in the k -th time moment can be
described by some state vector ( ) [ ( )]nk x k=X , where

( )nx k is the state variable corresponding to the output value of

the n -th delay unit of the RF, 1,n m= . The difference matrix
equation of the RF state has a view in the standard form [17]

( 1) ( ) ( )k k u k+ = +X AX B ,                                             (1)
where A  is the matrix of m m×  dimension, which defines the
connection between states in k -th and ( 1k + )-th time
moments, B  is a column vector of m dimension describing
the dependence between state variables and the input impact

( )u k .
The difference equation (1) solution, at known processed

sample beginning, similar to [16], is the following vector
1

1

0

( ) (0) ( )
k

k k l

l

k u l
−

− −

=

= +∑X A X A B ,                                  (2)

depending on filter parameters and the vector initial state (0)X .
Modernization of the non-recursive RF structure with the

aim of transient speeding-up assumes the formation of the
initial state vector. A criterion of transient speeding-up is
based on the condition of RF output constancy and hence, its
state from the moments of clutter arrival

( 1) ( ) (0)k k+ = =X X X
or ( 1) ( ) 0k k+ − =X X  for 0k ≥ .                                   (3)
The squareness of the pulse train envelope, which takes

place at discrete observation radar mode and in combination
with known time of sample arrival, opens new possibilities of
RF transient speeding-up and is the necessary condition of
criterion (3) fulfillment. If the envelope shape differs from
rectangular one, for example, at continuous scanning, then we
must fix the moment of clutter arrival and perform the
preliminary sample weighting to provide the envelope
squareness.

Actual clutter samples represent a random process with
definite fluctuation character, and we may imply the envelope
squareness within the limits of the mean value of samples’

sequence. On this account, we shall approximate a step at the
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upon condition that the initial state vector (0)X  takes a value
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The value of initial state vector (0)X , which is obtained as
a results of a synthesis, in contrast to [16] assumes the sample

)0(u  arrival at outputs of all RF delay units at the moment of
clutter edge appearance. Since in the classic RF diagram, the

(0)u  sample does not pass to outputs of delay units and,
accordingly, the vector (0) 0=X , then, to satisfy the
condition (6), we must require introduction of units, which
perform the RF structure adjustment.

III. THE STRUCTURAL DIAGRAM OF THE IMPROVED RF
The structural diagram of the adjustable RF represented in

Fig.1 contains the clutter detector CD, the synchronous
generator SG, the switch SW, storage devices SDT performing
functions of delay units for samples processed over the period
T  of its repetition, adders ( Σ ) and weighting units ( )g l ,

0,l m=  [18]. The clutter detector (CD) contains the
comparator performing the comparison of the received
interference with the specified values, and logical elements for
formation of the unitary single [18]. At coincidence of the
antenna beam position during discrete scanning and the clutter
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Abstract. The non-recursive rejection filter (RF), which is
improved with the purpose of transient acceleration at arriving
of the passive interference edge caused by disturbing
reflections from fixed or slow-moving objects, is synthesized
by the state-variables method. The structural diagram is
offered of the tunable RF in the transient with the purpose of
improvement of signal extraction effectiveness from the
moving targets on the background of the passive interference
edge. The comparative analysis is performed of RF
effectiveness for fixed and tunable structure in the transient
according to the criterion of the normalized interference
suppression coefficient and the improvement coefficient of the
signal-to-interference ratio. The essential increase of the signal
extraction effectiveness from the moving objects on the
background on the interference edge for the wide class of the
spectral-correlation characteristics at RF structure
modification.

Keywords: effectiveness analysis, clutter edge, variable states,
structure adjustment, transient mode, rejection filters

I. INTRODUCTION

Radar systems (RS) found an application for solution of a
wide circle of problems of civil and military character [1].
Modern multi-functional RSs allow detection and coordinate
localization of various objects. The presence of the strong
passive (correlated) interference from the fixed or slowly
moved objects caused by disturbing reflections (so-called, a
clutter) essentially disturbs the normal RS operation leading to
receiver front-end overloading as well as signal masking and
eventually to the moving target signal disappearing [2, 3]. The
moving target signal detection on the background of passive
interference is the one of relevant and complex tasks of
received data processing, which is solved in RS of various
application [1]. Methods of protection approaches against
clutter and coordinate measurement for different types of
radars and the used probing signal are described in a series of
publications, in particular, in [1-5].

The clutter protection problem is most effectively solved in
so-called pulse-Doppler RSs with the small of-duty factor of
the probing signal or in RSs with quasi-continuous wave, in
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which the coherent pulses with high repetition frequency (up
to several tens and even hundreds of kilohertz) are used [1, 2].
At that, the unambiguous measurement of the Doppler target
velocity with high resolution and accuracy are achieved.
However, the range measurement is ambiguous and to avoid
this, the specific methods must be applied which complicate
the signal processing [1, 5].

The unambiguous range measurement is achieved in
coherent-pulse RSs at high duty-off factor of probing signals,
which leads to wide application of such RSs in practice [1].
However, the low pulse repetition frequency does not provide
the unambiguous Doppler frequency measurement for the
relevant velocities of the wide class of radar objects [3, 4].

The low pulse repetition frequency chosen from the
condition of unambiguous range measurement leads to the
close location of comb spectral components, which
complicates the moving object signal selection on the
background of interference that exceeds in power. In this case,
the main operation of received data processing is the rejection
of interference spectral components. The rejection filter (RF)
becomes the main unit of the appropriate processing system.

A problem of moving target selection on the clutter
background, properties of the clutter, novel promising
methods of the clutter rejection effectiveness growth and
various aspects of this problems are permanently described in
Russian and foreign scientific-engineering periodic journals
[6-16]. Nevertheless, this scientific direction cannot be
considered as fully studied. In this paper, we consider
improvement of characteristics of rejection filters of the non-
recursive type, which are widely used in the systems of echoes
extractions from moving targets on the background of the
intensive clutter [1-3]. When the clutter edge arrives to the
input of such a RF, the complicated transient mode is observed
at its output as far as this clutter is occupied all delay stages of
the RF. In this case, non-compensated clutter residues produce
a strong background, which masks the desired signal and leads
to false alarms of a radar. To struggle against this situation at
discrete scanning of the antenna beam we can use the
strobbing (gating) of the RF output samples excluding thus the
transient mode at the cost of appropriate number lack of the
processed samples. In the mode of continuous scanning, in
order to exclude the transient mode, is necessary to undertake
the addition measures to determine the clutter edge position.
Regardless of the scanning mode, reduction of the processed
sequence at its restricted duration, in the case of the high
coverage rate, is related to effectiveness losses of signal
processing.

In above-cited books [1-5] and papers in the periodic
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editions [6-15], the problem of improvement of rejection filter
characteristic with the purpose of transient reduction is not
solved. The exclusion is the publication [16], in which the
problem of transient acceleration is solved for the recursive
rejection filters. This is achieved by means of switching of
recursive connections after achievement the steady-state mode
in the non-recursive part of RF. At that, the structure of the
non-recursive part is classical without acceleration of its
transients.

In this connection, the improvement of the RF structure
with the aim of its transients speeding-up and effectiveness
improving of signal extraction on the background of clutter
edge is the relevant research task. Exactly this task is
considered in the present paper.

II. THE SYNTHESIS OF IMPROVED REJECTION FILTER

For the synthesis of the modernized RF structure in the
transient mode, similar to [16], we use the method of state
variables, which gives the adequate filter description in the
time domain. Being a discrete system, the digital non-
recursive RF of m -order in the k -th time moment can be
described by some state vector ( ) [ ( )]nk x k=X , where

( )nx k is the state variable corresponding to the output value of

the n -th delay unit of the RF, 1,n m= . The difference matrix
equation of the RF state has a view in the standard form [17]

( 1) ( ) ( )k k u k+ = +X AX B ,                                             (1)
where A  is the matrix of m m×  dimension, which defines the
connection between states in k -th and ( 1k + )-th time
moments, B  is a column vector of m dimension describing
the dependence between state variables and the input impact

( )u k .
The difference equation (1) solution, at known processed

sample beginning, similar to [16], is the following vector
1

1

0

( ) (0) ( )
k

k k l

l

k u l
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− −

=

= +∑X A X A B ,                                  (2)

depending on filter parameters and the vector initial state (0)X .
Modernization of the non-recursive RF structure with the

aim of transient speeding-up assumes the formation of the
initial state vector. A criterion of transient speeding-up is
based on the condition of RF output constancy and hence, its
state from the moments of clutter arrival

( 1) ( ) (0)k k+ = =X X X
or ( 1) ( ) 0k k+ − =X X  for 0k ≥ .                                   (3)
The squareness of the pulse train envelope, which takes

place at discrete observation radar mode and in combination
with known time of sample arrival, opens new possibilities of
RF transient speeding-up and is the necessary condition of
criterion (3) fulfillment. If the envelope shape differs from
rectangular one, for example, at continuous scanning, then we
must fix the moment of clutter arrival and perform the
preliminary sample weighting to provide the envelope
squareness.

Actual clutter samples represent a random process with
definite fluctuation character, and we may imply the envelope
squareness within the limits of the mean value of samples’

sequence. On this account, we shall approximate a step at the
clutter edge by the stepped input impact with constant
amplitude. Then, a limitation superposable to the input sample
takes a form

( 1) ( ) (0)u k u k u+ = =

or ( 1) ( ) 0u k u k+ − =  for 0k ≥ .                                     (4)
The criterion (3) with relations (2) and (4) account leads to

equation
( ) (0) (0) 0k k u− + =A A I X A B ,

which solution is the vector of initial state
1(0) ( ) (0)u−= −X I A B ,                                                  (5)

where I  is the identity matrix.
Thus, a constancy of states and the RF output is provided

upon condition that the initial state vector (0)X  takes a value
at the moment of clutter arrival, which is proportional,
according to (5), to the first clutter sample.

Let us illustrate a synthesis of the improved RF in the
transient mode on an example of non-recursive filter of the 3rd

order ( 3m = ) for which
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The value of initial state vector (0)X , which is obtained as
a results of a synthesis, in contrast to [16] assumes the sample

)0(u  arrival at outputs of all RF delay units at the moment of
clutter edge appearance. Since in the classic RF diagram, the

(0)u  sample does not pass to outputs of delay units and,
accordingly, the vector (0) 0=X , then, to satisfy the
condition (6), we must require introduction of units, which
perform the RF structure adjustment.

III. THE STRUCTURAL DIAGRAM OF THE IMPROVED RF
The structural diagram of the adjustable RF represented in

Fig.1 contains the clutter detector CD, the synchronous
generator SG, the switch SW, storage devices SDT performing
functions of delay units for samples processed over the period
T  of its repetition, adders ( Σ ) and weighting units ( )g l ,

0,l m=  [18]. The clutter detector (CD) contains the
comparator performing the comparison of the received
interference with the specified values, and logical elements for
formation of the unitary single [18]. At coincidence of the
antenna beam position during discrete scanning and the clutter
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editions [6-15], the problem of improvement of rejection filter
characteristic with the purpose of transient reduction is not
solved. The exclusion is the publication [16], in which the
problem of transient acceleration is solved for the recursive
rejection filters. This is achieved by means of switching of
recursive connections after achievement the steady-state mode
in the non-recursive part of RF. At that, the structure of the
non-recursive part is classical without acceleration of its
transients.

In this connection, the improvement of the RF structure
with the aim of its transients speeding-up and effectiveness
improving of signal extraction on the background of clutter
edge is the relevant research task. Exactly this task is
considered in the present paper.

II. THE SYNTHESIS OF IMPROVED REJECTION FILTER

For the synthesis of the modernized RF structure in the
transient mode, similar to [16], we use the method of state
variables, which gives the adequate filter description in the
time domain. Being a discrete system, the digital non-
recursive RF of m -order in the k -th time moment can be
described by some state vector ( ) [ ( )]nk x k=X , where

( )nx k is the state variable corresponding to the output value of

the n -th delay unit of the RF, 1,n m= . The difference matrix
equation of the RF state has a view in the standard form [17]
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where A  is the matrix of m m×  dimension, which defines the
connection between states in k -th and ( 1k + )-th time
moments, B  is a column vector of m dimension describing
the dependence between state variables and the input impact
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aim of transient speeding-up assumes the formation of the
initial state vector. A criterion of transient speeding-up is
based on the condition of RF output constancy and hence, its
state from the moments of clutter arrival

( 1) ( ) (0)k k+ = =X X X
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The squareness of the pulse train envelope, which takes

place at discrete observation radar mode and in combination
with known time of sample arrival, opens new possibilities of
RF transient speeding-up and is the necessary condition of
criterion (3) fulfillment. If the envelope shape differs from
rectangular one, for example, at continuous scanning, then we
must fix the moment of clutter arrival and perform the
preliminary sample weighting to provide the envelope
squareness.

Actual clutter samples represent a random process with
definite fluctuation character, and we may imply the envelope
squareness within the limits of the mean value of samples’

sequence. On this account, we shall approximate a step at the
clutter edge by the stepped input impact with constant
amplitude. Then, a limitation superposable to the input sample
takes a form

( 1) ( ) (0)u k u k u+ = =
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The criterion (3) with relations (2) and (4) account leads to

equation
( ) (0) (0) 0k k u− + =A A I X A B ,

which solution is the vector of initial state
1(0) ( ) (0)u−= −X I A B ,                                                  (5)

where I  is the identity matrix.
Thus, a constancy of states and the RF output is provided

upon condition that the initial state vector (0)X  takes a value
at the moment of clutter arrival, which is proportional,
according to (5), to the first clutter sample.
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transient mode on an example of non-recursive filter of the 3rd
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clutter edge appearance. Since in the classic RF diagram, the

(0)u  sample does not pass to outputs of delay units and,
accordingly, the vector (0) 0=X , then, to satisfy the
condition (6), we must require introduction of units, which
perform the RF structure adjustment.

III. THE STRUCTURAL DIAGRAM OF THE IMPROVED RF
The structural diagram of the adjustable RF represented in

Fig.1 contains the clutter detector CD, the synchronous
generator SG, the switch SW, storage devices SDT performing
functions of delay units for samples processed over the period
T  of its repetition, adders ( Σ ) and weighting units ( )g l ,

0,l m=  [18]. The clutter detector (CD) contains the
comparator performing the comparison of the received
interference with the specified values, and logical elements for
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editions [6-15], the problem of improvement of rejection filter
characteristic with the purpose of transient reduction is not
solved. The exclusion is the publication [16], in which the
problem of transient acceleration is solved for the recursive
rejection filters. This is achieved by means of switching of
recursive connections after achievement the steady-state mode
in the non-recursive part of RF. At that, the structure of the
non-recursive part is classical without acceleration of its
transients.

In this connection, the improvement of the RF structure
with the aim of its transients speeding-up and effectiveness
improving of signal extraction on the background of clutter
edge is the relevant research task. Exactly this task is
considered in the present paper.

II. THE SYNTHESIS OF IMPROVED REJECTION FILTER

For the synthesis of the modernized RF structure in the
transient mode, similar to [16], we use the method of state
variables, which gives the adequate filter description in the
time domain. Being a discrete system, the digital non-
recursive RF of m -order in the k -th time moment can be
described by some state vector ( ) [ ( )]nk x k=X , where

( )nx k is the state variable corresponding to the output value of

the n -th delay unit of the RF, 1,n m= . The difference matrix
equation of the RF state has a view in the standard form [17]

( 1) ( ) ( )k k u k+ = +X AX B ,                                             (1)
where A  is the matrix of m m×  dimension, which defines the
connection between states in k -th and ( 1k + )-th time
moments, B  is a column vector of m dimension describing
the dependence between state variables and the input impact
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depending on filter parameters and the vector initial state (0)X .
Modernization of the non-recursive RF structure with the

aim of transient speeding-up assumes the formation of the
initial state vector. A criterion of transient speeding-up is
based on the condition of RF output constancy and hence, its
state from the moments of clutter arrival

( 1) ( ) (0)k k+ = =X X X
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The squareness of the pulse train envelope, which takes

place at discrete observation radar mode and in combination
with known time of sample arrival, opens new possibilities of
RF transient speeding-up and is the necessary condition of
criterion (3) fulfillment. If the envelope shape differs from
rectangular one, for example, at continuous scanning, then we
must fix the moment of clutter arrival and perform the
preliminary sample weighting to provide the envelope
squareness.

Actual clutter samples represent a random process with
definite fluctuation character, and we may imply the envelope
squareness within the limits of the mean value of samples’

sequence. On this account, we shall approximate a step at the
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where I  is the identity matrix.
Thus, a constancy of states and the RF output is provided

upon condition that the initial state vector (0)X  takes a value
at the moment of clutter arrival, which is proportional,
according to (5), to the first clutter sample.
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The value of initial state vector (0)X , which is obtained as
a results of a synthesis, in contrast to [16] assumes the sample

)0(u  arrival at outputs of all RF delay units at the moment of
clutter edge appearance. Since in the classic RF diagram, the

(0)u  sample does not pass to outputs of delay units and,
accordingly, the vector (0) 0=X , then, to satisfy the
condition (6), we must require introduction of units, which
perform the RF structure adjustment.

III. THE STRUCTURAL DIAGRAM OF THE IMPROVED RF
The structural diagram of the adjustable RF represented in

Fig.1 contains the clutter detector CD, the synchronous
generator SG, the switch SW, storage devices SDT performing
functions of delay units for samples processed over the period
T  of its repetition, adders ( Σ ) and weighting units ( )g l ,

0,l m=  [18]. The clutter detector (CD) contains the
comparator performing the comparison of the received
interference with the specified values, and logical elements for
formation of the unitary single [18]. At coincidence of the
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“cloud” edge, the clutter detector CD produces the single
voltage signal, and the switch SW, which was earlier in open
state, is closed now. The digital sample of the first reflected
pulse passes to the first SDT input and, simultaneously,
through the switch SW and adders, to inputs of subsequent
SDT. At that, the compensation of clutter component takes
place. To the moment of the second reflected pulse arrival, the
clutter detector CD opens the switch SW until reflections from
the other clutter source begin to appear.

The further processing of samples of the signal and clutter
mixture is fulfilled in conventional manner: samples arrive in
sequence to the storage devices SDT, weighting units )(lg
and the output adder. Samples of the signal mixture and
decorrelated (for the received number of periods) interference
remainders. Beginning from the first clutter sample, the
compensation effectiveness for low-frequency components
during the transient mode constantly grows. Echoes from
moving targets, which differ from the narrowband clutter by
the Doppler modulation, are not compensated and beginning
from the second sample pass to RF output. As a whole,
effectiveness of Doppler signal extraction on the clutter
background in the transient mode increases sequentially from
one pulse to the next achieving. After ( 1+m )-th clutter
sample arrival, the steady-state value, which corresponds to
maximal effectiveness for RF chosen order and parameters.

Synchronous information timing in the storage devices
SDT and the other units provides by the pulses of the
synchronous generator SG, which follow with a period of time
discretization of the input data. The specific realization of the
clutter detector CD and description of its operation are given
in [18].

At continuous observation mode, perfection of the RF
structure with the aim of transient speeding-up has its own
peculiarities caused by clutter pulse modulation at its edges by
the antenna pattern. Detection of the front clutter edge is
performed over all modulated pulses of edges till the moments
of pulse arrival, which corresponds to the flat plateau of the
clutter envelope [19]. Further, the delayed clutter edge
samples are weighted with the aim of its squareness
recovering, which allows effective extraction of Doppler
signals at similar to Fig.1 processing, without waiting of
pulses arrival for the envelope flat part. As well, at arrival and
detection of the rear clutter edge by means of sample

weighting, the recovering of its envelope squareness takes
place. After the last pulse arrival, connection between storage
devices breaks, which leads to cancellation of the information
contained and thus to elimination of the RF transient mode
(chink) from the clutter rear edge. Implementation and
operation principle of edges detector for continuous
observation are described in [19].

The problem of transient speeding-up in the adaptive RF
can be solved in the same manner. This is achieved by
addition of conventional adaptation units, which perform
estimation of spectral-correlation clutter parameters and
adjustment of RF characteristics. For this, we may introduce
the similar to above-mentioned the detector of clutter edges
and appropriate units, which eliminate transients from front
and rear edges of the clutter [20].

IV. RF EFFECTIVENESS ANALYSIS IN THE TRANSIENT MODE

The analysis of RF effectiveness with adjustable structure
(Fig. 1) in the transient mode, we perform in the similar manner
using the method of state variables. The RF output, as it follows
from the matrix equation of input–state–output type, equals

( ) ( ) ( )y k k du k= +CX ,                                                   (7)
where C  is the vector-line of m -dimension describing a
connection between RF state and the output value; d  is  a
scalar characterizing a connection between input and output.

Taking (2) into consideration, equation (7) for RF output
takes a form
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response coinciding with RF weighting coefficients, i.e.,
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For RF with adjustable structure, taking into account (5),

Fig.1. Structural diagram of the adjustable RF
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“cloud” edge, the clutter detector CD produces the single
voltage signal, and the switch SW, which was earlier in open
state, is closed now. The digital sample of the first reflected
pulse passes to the first SDT input and, simultaneously,
through the switch SW and adders, to inputs of subsequent
SDT. At that, the compensation of clutter component takes
place. To the moment of the second reflected pulse arrival, the
clutter detector CD opens the switch SW until reflections from
the other clutter source begin to appear.

The further processing of samples of the signal and clutter
mixture is fulfilled in conventional manner: samples arrive in
sequence to the storage devices SDT, weighting units )(lg
and the output adder. Samples of the signal mixture and
decorrelated (for the received number of periods) interference
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compensation effectiveness for low-frequency components
during the transient mode constantly grows. Echoes from
moving targets, which differ from the narrowband clutter by
the Doppler modulation, are not compensated and beginning
from the second sample pass to RF output. As a whole,
effectiveness of Doppler signal extraction on the clutter
background in the transient mode increases sequentially from
one pulse to the next achieving. After ( 1+m )-th clutter
sample arrival, the steady-state value, which corresponds to
maximal effectiveness for RF chosen order and parameters.

Synchronous information timing in the storage devices
SDT and the other units provides by the pulses of the
synchronous generator SG, which follow with a period of time
discretization of the input data. The specific realization of the
clutter detector CD and description of its operation are given
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of pulse arrival, which corresponds to the flat plateau of the
clutter envelope [19]. Further, the delayed clutter edge
samples are weighted with the aim of its squareness
recovering, which allows effective extraction of Doppler
signals at similar to Fig.1 processing, without waiting of
pulses arrival for the envelope flat part. As well, at arrival and
detection of the rear clutter edge by means of sample

weighting, the recovering of its envelope squareness takes
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devices breaks, which leads to cancellation of the information
contained and thus to elimination of the RF transient mode
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“cloud” edge, the clutter detector CD produces the single
voltage signal, and the switch SW, which was earlier in open
state, is closed now. The digital sample of the first reflected
pulse passes to the first SDT input and, simultaneously,
through the switch SW and adders, to inputs of subsequent
SDT. At that, the compensation of clutter component takes
place. To the moment of the second reflected pulse arrival, the
clutter detector CD opens the switch SW until reflections from
the other clutter source begin to appear.

The further processing of samples of the signal and clutter
mixture is fulfilled in conventional manner: samples arrive in
sequence to the storage devices SDT, weighting units )(lg
and the output adder. Samples of the signal mixture and
decorrelated (for the received number of periods) interference
remainders. Beginning from the first clutter sample, the
compensation effectiveness for low-frequency components
during the transient mode constantly grows. Echoes from
moving targets, which differ from the narrowband clutter by
the Doppler modulation, are not compensated and beginning
from the second sample pass to RF output. As a whole,
effectiveness of Doppler signal extraction on the clutter
background in the transient mode increases sequentially from
one pulse to the next achieving. After ( 1+m )-th clutter
sample arrival, the steady-state value, which corresponds to
maximal effectiveness for RF chosen order and parameters.

Synchronous information timing in the storage devices
SDT and the other units provides by the pulses of the
synchronous generator SG, which follow with a period of time
discretization of the input data. The specific realization of the
clutter detector CD and description of its operation are given
in [18].

At continuous observation mode, perfection of the RF
structure with the aim of transient speeding-up has its own
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performed over all modulated pulses of edges till the moments
of pulse arrival, which corresponds to the flat plateau of the
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samples are weighted with the aim of its squareness
recovering, which allows effective extraction of Doppler
signals at similar to Fig.1 processing, without waiting of
pulses arrival for the envelope flat part. As well, at arrival and
detection of the rear clutter edge by means of sample
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(8), and (9), we have
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where 1( ) ( )kq k −= −CA I A B .
The term ( ) (0)q k u  defines a contribution to output value

formation in the k -th time moment at the cost of RF structure
adjustment, at that, ( ) 0q k =  for k m≥ .

The expression (10) can be written as a convolution (9),
where coefficients ( )h k l−  are determined according to the
rule
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The RF effectiveness can be characterized by the
normalized (relative the proper receiver noise) clutter
suppression coefficient
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2
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cl
22
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RF )/()/( σσσσ= ,

where 2σ  and 2
RFσ  are variances of the clutter or noise,

accordingly, at RF input and output.
At zero mean value of initial processes (clutter and noise),

the variance at the RF output relative to the ( 1k + )-th pulse of

processed sequence is determined in the form 2 2
RF ( )y kσ = .

As a result of statistical averaging, taking into account the
formula (9) and correlation properties of the clutter and noise,
we obtain

2
cl

0 , 0
( ) ( ) ( ) ( , )

k k

j j l
h j h k j h k l j lγ ρ

= =
= − −∑ ∑ ,

where ( , )j lρ  are coefficients of the inter-period correlation
of the clutter.

Going over to the matrix form, we have

cl clγ = H H H R H ,                                                     (11)
where [ ( )]h k j= −H  is the K -dimension column vector of
the RF weighting function, which elements are determined
depending on the RF structure (fixed or adjustable); 1K k= +
is a number of pulses processed in RF; the index “ ” means
the transposition operation; cl [ ( , )]j lρ=R  is the clutter
correlation matrix with K K×  dimension.

As clutter spectral characteristics, we choose boundary
approximations for a wide class of the clutter power spectra,
which correspond to fast and slow spectrum falling and
describing by Gaussian and resonant curves:

2
G 0( ) exp{ 2, 8[( ) / ] }G f f f f= − − Δ ,

2 1
res 0( ) {1 [2( ) / ] }G f f f f −

= + − Δ ,

where 0f  is the central frequency, fΔ  is a spectrum width on
a half-level.

Gaussian and exponential correlation functions correspond

to these approximations, and coefficients of inter-period
correlation have a view

2
( )

G G( , ) j lj lρ ρ
−

= , where 2 2
G exp[ ( ) / 2, 8]fTρ π= − Δ ;

| |
exp exp( , ) j lj lρ ρ

−
= ,  where exp exp( )fTρ π= − Δ .

V. ANALYSIS RESULTS

Let us fulfill the RF effectiveness analysis in the transient
operation mode for 2, 3, and 4K =  on the example of non-
recursive RF the 3rd order with binomial weighting
coefficients (0) (3) 1g g= − = , (1) (2) 3g g= − = − .

Values of processing vector H  for different K  and for
both types of RF: fixed structure (FS) and adjustable structure
(AS) are shown in Table 1. We see that RF structure
adjustment leads to such values of pulse response coefficients,
which correspond to compensation of constant amplitude
samples that corresponds to sample decorrelation of the actual
clutter at each step of the transient process.

Table 1. Values of the processing vector H

K

RF type

1  2 3 4

FS [ ]1
3

1

−⎡ ⎤
⎢ ⎥⎣ ⎦

3

3

1

−

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

1

3

3

1

−

−

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎣ ⎦

AS [ ]0
1

1

−⎡ ⎤
⎢ ⎥⎣ ⎦

2

3

1

−

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

1

3

3

1

−

−

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎣ ⎦

The specific expressions for clγ  coefficient for both
approximations of the clutter correlation functions, which are
obtained by formula (11), are shown in Table 2.

Functions cl ( )Kγ  for the RF fixed structure (dashed line)
and for the RF adjustable structure (solid lines) calculated
according to Table 2 expressions for G exp 0, 99ρ ρ= =  are
shown in Fig. 2. Characteristics with number 1 correspond to
the Gaussian function of clutter correlation; characteristic with
number 2 correspond to the exponential function. As we see,
for adjustable structure of RF, the significant growth of clutter
suppression effectiveness can be achieved.
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“cloud” edge, the clutter detector CD produces the single
voltage signal, and the switch SW, which was earlier in open
state, is closed now. The digital sample of the first reflected
pulse passes to the first SDT input and, simultaneously,
through the switch SW and adders, to inputs of subsequent
SDT. At that, the compensation of clutter component takes
place. To the moment of the second reflected pulse arrival, the
clutter detector CD opens the switch SW until reflections from
the other clutter source begin to appear.

The further processing of samples of the signal and clutter
mixture is fulfilled in conventional manner: samples arrive in
sequence to the storage devices SDT, weighting units )(lg
and the output adder. Samples of the signal mixture and
decorrelated (for the received number of periods) interference
remainders. Beginning from the first clutter sample, the
compensation effectiveness for low-frequency components
during the transient mode constantly grows. Echoes from
moving targets, which differ from the narrowband clutter by
the Doppler modulation, are not compensated and beginning
from the second sample pass to RF output. As a whole,
effectiveness of Doppler signal extraction on the clutter
background in the transient mode increases sequentially from
one pulse to the next achieving. After ( 1+m )-th clutter
sample arrival, the steady-state value, which corresponds to
maximal effectiveness for RF chosen order and parameters.

Synchronous information timing in the storage devices
SDT and the other units provides by the pulses of the
synchronous generator SG, which follow with a period of time
discretization of the input data. The specific realization of the
clutter detector CD and description of its operation are given
in [18].

At continuous observation mode, perfection of the RF
structure with the aim of transient speeding-up has its own
peculiarities caused by clutter pulse modulation at its edges by
the antenna pattern. Detection of the front clutter edge is
performed over all modulated pulses of edges till the moments
of pulse arrival, which corresponds to the flat plateau of the
clutter envelope [19]. Further, the delayed clutter edge
samples are weighted with the aim of its squareness
recovering, which allows effective extraction of Doppler
signals at similar to Fig.1 processing, without waiting of
pulses arrival for the envelope flat part. As well, at arrival and
detection of the rear clutter edge by means of sample

weighting, the recovering of its envelope squareness takes
place. After the last pulse arrival, connection between storage
devices breaks, which leads to cancellation of the information
contained and thus to elimination of the RF transient mode
(chink) from the clutter rear edge. Implementation and
operation principle of edges detector for continuous
observation are described in [19].

The problem of transient speeding-up in the adaptive RF
can be solved in the same manner. This is achieved by
addition of conventional adaptation units, which perform
estimation of spectral-correlation clutter parameters and
adjustment of RF characteristics. For this, we may introduce
the similar to above-mentioned the detector of clutter edges
and appropriate units, which eliminate transients from front
and rear edges of the clutter [20].

IV. RF EFFECTIVENESS ANALYSIS IN THE TRANSIENT MODE

The analysis of RF effectiveness with adjustable structure
(Fig. 1) in the transient mode, we perform in the similar manner
using the method of state variables. The RF output, as it follows
from the matrix equation of input–state–output type, equals

( ) ( ) ( )y k k du k= +CX ,                                                   (7)
where C  is the vector-line of m -dimension describing a
connection between RF state and the output value; d  is  a
scalar characterizing a connection between input and output.

Taking (2) into consideration, equation (7) for RF output
takes a form
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For RF with fixed structure, the vector (0) 0≡X  and
expression (8) is converted to the conventional form, which is
a convolution of input impact and the weighting function ( )h l
(pulse response) of RF

1

0 0

( ) ( ) ( ) ( ) ( ) ( )
k k

l l

y k h k l u l du k h k l u l
−

= =

= − + = −∑ ∑ ,         (9)

where 1( ) k lh k l − −− = CA B  are coefficients of the RF pulse
response coinciding with RF weighting coefficients, i.e.,

( ) ( )h k l g k l− = − .
For RF with adjustable structure, taking into account (5),

Fig.1. Structural diagram of the adjustable RF
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“cloud” edge, the clutter detector CD produces the single
voltage signal, and the switch SW, which was earlier in open
state, is closed now. The digital sample of the first reflected
pulse passes to the first SDT input and, simultaneously,
through the switch SW and adders, to inputs of subsequent
SDT. At that, the compensation of clutter component takes
place. To the moment of the second reflected pulse arrival, the
clutter detector CD opens the switch SW until reflections from
the other clutter source begin to appear.

The further processing of samples of the signal and clutter
mixture is fulfilled in conventional manner: samples arrive in
sequence to the storage devices SDT, weighting units )(lg
and the output adder. Samples of the signal mixture and
decorrelated (for the received number of periods) interference
remainders. Beginning from the first clutter sample, the
compensation effectiveness for low-frequency components
during the transient mode constantly grows. Echoes from
moving targets, which differ from the narrowband clutter by
the Doppler modulation, are not compensated and beginning
from the second sample pass to RF output. As a whole,
effectiveness of Doppler signal extraction on the clutter
background in the transient mode increases sequentially from
one pulse to the next achieving. After ( 1+m )-th clutter
sample arrival, the steady-state value, which corresponds to
maximal effectiveness for RF chosen order and parameters.

Synchronous information timing in the storage devices
SDT and the other units provides by the pulses of the
synchronous generator SG, which follow with a period of time
discretization of the input data. The specific realization of the
clutter detector CD and description of its operation are given
in [18].

At continuous observation mode, perfection of the RF
structure with the aim of transient speeding-up has its own
peculiarities caused by clutter pulse modulation at its edges by
the antenna pattern. Detection of the front clutter edge is
performed over all modulated pulses of edges till the moments
of pulse arrival, which corresponds to the flat plateau of the
clutter envelope [19]. Further, the delayed clutter edge
samples are weighted with the aim of its squareness
recovering, which allows effective extraction of Doppler
signals at similar to Fig.1 processing, without waiting of
pulses arrival for the envelope flat part. As well, at arrival and
detection of the rear clutter edge by means of sample

weighting, the recovering of its envelope squareness takes
place. After the last pulse arrival, connection between storage
devices breaks, which leads to cancellation of the information
contained and thus to elimination of the RF transient mode
(chink) from the clutter rear edge. Implementation and
operation principle of edges detector for continuous
observation are described in [19].

The problem of transient speeding-up in the adaptive RF
can be solved in the same manner. This is achieved by
addition of conventional adaptation units, which perform
estimation of spectral-correlation clutter parameters and
adjustment of RF characteristics. For this, we may introduce
the similar to above-mentioned the detector of clutter edges
and appropriate units, which eliminate transients from front
and rear edges of the clutter [20].
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The analysis of RF effectiveness with adjustable structure
(Fig. 1) in the transient mode, we perform in the similar manner
using the method of state variables. The RF output, as it follows
from the matrix equation of input–state–output type, equals
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where C  is the vector-line of m -dimension describing a
connection between RF state and the output value; d  is  a
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                                                                                                                     Table 2. Specific expressions for clγ  coefficient

K RF type Gaussian correlation function Exponential correlation function

FS )]1(64[10 Gρ−+ )]1(64[10 expρ−+
2 AS )1(1 Gρ− )1(1 expρ−

FS ])1(5)1(19[19 4
G

3
GGG ρρρρ +−−− ])519()1[(19 2

expexpexp ρρρ +−−
3

AS )]1(4)1(14[14 3
GGG ρρρ −−− )414()1(14 expexp ρρ −−

4 FS and AS )]1(2)1(10)1(20[20 5
G

4
G

3
GGG ρρρρρ −+−−− )21020()1(20 2

expexpexp ρρρ +−−

For 2=K  the benefit in clγ  coefficient (compared to RF
without adjustment) is 17 dB, for 3K = –16 dB for the
Gaussian function and 12 dB for the exponential function. If

4K = , the steady-state mode of RF operation occurs. The
suppression effectiveness of the clutter with fast spectrum
decrease is shown essentially higher than with slow decrease.
However, in the last case, during RF structure the steady-state
mode of clutter suppression is achieved practically right away.

Let us consider the signal extraction effectiveness in the
RF, which can be characterized by the improving coefficient
of a signal/clutter ratio

s clμ = H R H H R H ,

where s s[ ( , )]j lρ=R  is the correlation matrix of the RF

input signal, s sγ=H R H  is the signal transmission factor

through RF.
Functions of s ( )Kγ  and ( )Kμ , respectively, are shown in

Figs. 3 and 4 for the optimal target velocity, mutual signal

fluctuations [ s ( , ) ( 1) j lj lρ
+

= − ] and former clutter
characteristics (designations correspond to Fig. 2). It follows
from Fig. 3 that under RF structure adjustment and 2K =  and
3, the rather small loss in signal transmission through the RF
takes place, which can be explained by differences in H
vector elements for RF of both types (see Table 1). Resulting
effectiveness of signal extraction on the background of clutter
edge, as we see from Fig. 4, for the filter with adjustable

structure, is higher than effectiveness of conventional RF with
the fixed structure by 12–17 dB.

VI. CONCLUSION

The improved non-recursive RF synthesized in this paper
using the method of state variables allows performing
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ensures significant effectiveness growth in the transient mode
for moving targets on the background of clutter edges for a
wide class of spectral-correlation characteristics.

Fig. 2. Functions of the clutter
suppression coefficient

Fig. 3. Functions of signal
transmission factor

Fig. 4. Functions of improvement
factor for signal/clutter
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For 2=K  the benefit in clγ  coefficient (compared to RF
without adjustment) is 17 dB, for 3K = –16 dB for the
Gaussian function and 12 dB for the exponential function. If

4K = , the steady-state mode of RF operation occurs. The
suppression effectiveness of the clutter with fast spectrum
decrease is shown essentially higher than with slow decrease.
However, in the last case, during RF structure the steady-state
mode of clutter suppression is achieved practically right away.

Let us consider the signal extraction effectiveness in the
RF, which can be characterized by the improving coefficient
of a signal/clutter ratio

s clμ = H R H H R H ,

where s s[ ( , )]j lρ=R  is the correlation matrix of the RF

input signal, s sγ=H R H  is the signal transmission factor

through RF.
Functions of s ( )Kγ  and ( )Kμ , respectively, are shown in

Figs. 3 and 4 for the optimal target velocity, mutual signal

fluctuations [ s ( , ) ( 1) j lj lρ
+

= − ] and former clutter
characteristics (designations correspond to Fig. 2). It follows
from Fig. 3 that under RF structure adjustment and 2K =  and
3, the rather small loss in signal transmission through the RF
takes place, which can be explained by differences in H
vector elements for RF of both types (see Table 1). Resulting
effectiveness of signal extraction on the background of clutter
edge, as we see from Fig. 4, for the filter with adjustable

structure, is higher than effectiveness of conventional RF with
the fixed structure by 12–17 dB.

VI. CONCLUSION

The improved non-recursive RF synthesized in this paper
using the method of state variables allows performing
speeding-up of the transient process by means of setting the
initial RF state, which is proportional to the first clutter sample
at the moment of its arrival.

RF modernization is achieved by its structure adjustment
according to results of clutter edge detection, which leads to
its effectiveness increase in the transient mode sequentially
from one pulse to another.

The comparative RF analysis for fixed and adjustable
structures performed by authors on the base of the state
variables method shows that adjustment of RF structure
ensures significant effectiveness growth in the transient mode
for moving targets on the background of clutter edges for a
wide class of spectral-correlation characteristics.

Fig. 2. Functions of the clutter
suppression coefficient

Fig. 3. Functions of signal
transmission factor

Fig. 4. Functions of improvement
factor for signal/clutter

http://doi.org/10.1109/TGRS.2012.2218659
http://doi.org/10.1615/TelecomRadEng.v72.i9.70
http://doi.org/10.3724/SP.J.1146.2013.00063
http://doi.org/10.3906/elk-1705-215


Methods for Predicting Behavior of Elephant Flows  
in Data Center Networks

SEPTEMBER 2019 • VOLUME XI • NUMBER 334

INFOCOMMUNICATIONS JOURNAL

Methods for Predicting Behavior of Elephant Flows  
in Data Center Networks

Aymen Hasan Alawadi 1, Maiass Zaher 2, and Sándor Molnár 3

Methods for Predicting Behavior of Elephant Flows 
in Data Center Networks 

 
 

Aymen Hasan Alawadi 1, Maiass Zaher 2, and Sándor Molnár 3 

Abstract—Several Traffic Engineering (TE) techniques based 
on SDN (Software-defined networking) proposed to resolve flow 
competitions for network resources. However, there is no 
comprehensive study on the probability distribution of their 
throughput. Moreover, there is no study on predicting the future 
of elephant flows. To address these issues, we propose a new 
stochastic performance evaluation model to estimate the loss rate 
of two state-of-art flow scheduling algorithms including Equal-
cost multi-path routing (ECMP), Hedera besides a flow congestion 
control algorithm which is Data Center TCP (DCTCP). Although 
these algorithms have theoretical and practical benefits, their 
effectiveness has not been statistically investigated and analyzed in 
conserving the elephant flows. Therefore, we conducted extensive 
experiments on the fat-tree data center network to examine the 
efficiency of the algorithms under different network 
circumstances based on Monte Carlo risk analysis. The results 
show that Hedera is still risky to be used to handle the elephant 
flows due to its unstable throughput achieved under stochastic 
network congestion. On the other hand, DCTCP found suffering 
under high load scenarios. These outcomes might apply to all data 
center applications, in particular, the applications that demand 
high stability and productivity. 

Index Terms— Elephant flow, SDN, Risk analysis, Value-at-
Risk, Flow scheduling, Congestion control. 

I.  INTRODUCTION 
Nowadays, many enterprises leverage data center fabrics to 

manage highly-demanded bandwidth applications. Applications 
like Hadoop [1] and MapReduce [2] rely on hundreds or 
thousands of servers to provide high availability and scalability; 
therefore large data is transferred through the data center 
network to achieve these requirements. However, other types of 
data center applications such as regular web services are hosted 
inside the data center as well, due to the guaranteed availability 
and reliability. Because of these substantial requirements, many 
data center topologies evolved like hyperx [3], flattened 
butterfly [4], and fat-tree [5]. On the other hand, many traffic 
management techniques emerged, like throughput-based 
forwarding and load balancing [6]. Typically, the applications of 
data center produce two types of flows which are mice and 
elephant flows [6]. Mice flows are known as the smallest and 
shortest-lived TCP flows in the network and more sensitive to 
the communication delay. Whereas the most massive and long-
lived TCP flows, elephant flows, are more affected by the 
residual link bandwidth [6]. 
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The number of elephant flows in data centers is fewer than 
that of mice flows, but they carry the most, e.g., 80%, of the 
transferred data [7]. Some applications, like data mining, 
machine learning, and data analysis [8] [9] generate such flows 
since they demand intensive data transmission. These flows 
must be forwarded through appropriate routes following their 
requirements. Static forwarding techniques like ECMP [10] 
could yield network congestions where bottlenecks would stem 
from collides on a specific switch port due to static hashing [11] 
[12]. Hence, enhancing flow scheduling in data center networks 
would improve throughput and Flow Completion Time (FCT). 

In today’s data centers, SDN plays a vital role in network 
resource allocation, traffic monitoring, and classification [14]. 
The paradigm has significantly employed by the research 
community for flow scheduling, and traffic load balancing [15] 
[16] since the implementation of real-time applications is 
delicate without adequate resource and traffic management [2]. 
The standard design of a data center network includes multi-
rooted trees that have multiple paths between every pair of hosts 
[12]. As a result, the challenge is to identify the suitable path for 
flows according to the current load of the paths and to avoid 
network congestion. However, most of the existing flow 
scheduling solutions like Hedera [12] forward both flow types 
on the same paths; hence, flow competitions and bottlenecks are 
inevitable [17]. Furthermore, rerouting the elephant flows might 
yield delay, packet reordering, and retransmission.  

In this paper, we evaluate and predict the performance of 
ECMP, Hedera, and DCTCP. Particularly, we empirically 
investigate the performance and efficiency of the algorithms  to 
answer the following questions: 

1. What is the predicted loss rate of elephant flows using 
different algorithms? 

2. What are the risk factors of implementing these 
algorithms regarding the elephant flow preserving?  

3. How could the FCT and throughput of mice and 
elephant flows be under different algorithms? 

Therefore, our main contributions are: 
1. Implementing a wide range of workloads to estimate the 

probability distribution of the algorithms’ performance.   
2.  Conducting stochastic performance analysis instead of 

deterministic one to explore the minimum and 
maximum value of elephant flows loss rate. 

3. Predicting the future performance of the different 
algorithms based on the stochastic evaluation and 
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demonstrate their impact on data center applications in 
terms of the expected productivity. 

The rest of the paper is organized as follows. In section II, 
we present related works. We describe the proposed model in 
section III. In section IV, we describe the simulations, results 
and, discussions. We finally conclude in Section V. 

II. RELATED WORKS 
Liu et al. [18] present a framework to enable adaptive 

multipath routing of elephant flows in data center networks 
under changing load conditions; however, this solution 
employs NOX controller which has some negative effects on 
the performance. Similar to Mahout [15], it detects elephant 
flows at end-hosts, but it monitors TCP socket buffer at end-
host to mark flows exceed a predefined threshold so that 
elephant flows are forwarded based on a weighted multipath 
routing algorithm which results in installing better paths in 
switches. Besides, like Hedera, mice flows are delivered 
based on ECMP by default. However, it employs link load as 
the only metric for rerouting decisions. Devoflow [19] 
provides a flow control mechanism in data center networks 
by rerouting elephant flows whose sizes are more significant 
than 1 MB. 

Similarly, authors in [20] employ group feature of 
OpenFlow to implement a framework for managing the 
routes in data center networks by checking links load so that 
the framework distributes flows among different paths to 
balance the loads. This framework provides no 
distinguishing between elephant and mice flows, but when 
the congestion occurs on a link, the framework selects a 
backup flow with most considerable traffic demand, which 
means in practice most probably it will be an elephant flow, 
but it does not provide any measurements about the impact 
on mice flows. Wang et al. in [21] present TSACO, which 
detects elephant flows by OpenFlow and sFlow then 
forwards them according to an adaptive multi-path algorithm 
and handles mice flows differently. TSACO computes the 
available bandwidth and delay of paths and splits an elephant 
flow over multiple paths, which have considerably enough 
free bandwidth to balance the load whereas it sends mice 
flows on the remaining computed flows whose delay 
characteristics are suitable. As a result, TSACO provides 
better throughput for elephant flows, and shorter delay for 
mice flows in comparison with ECMP and weighted ECMP. 

III. EXPERIMENTAL METHODOLOGY 
     In this section, we describe our experimental methodology, 
including our system setup, network setup, and applications 
workloads employed in our empirical study. 

A. System setup 
     K-4 fat-tree data center topology was built by using Mininet 
2.2.2 SDN emulator installed on Ubuntu 16.04 machine 
provided with Intel Core i5-8400 CPU 2.80 GHz with 16 GB of 
RAM. 

B. Flow scheduling algorithms 
1. Hedera: estimates the demand for elephant flows then 

reroute them to a path with sufficient bandwidth by 
installing new flow entries on the switches. 
Particularly, flows will be forwarded through one of the 
equal-cost paths by applying a static hashing based 
technique as in ECMP until they grow beyond the 
predefined threshold which is 10% of the link capacity 
[12]. 

2. Equal-Cost Multi-Path (ECMP): switches are 
statically configured with several forwarding paths for 
different subnets. The forwarding is based on the hash 
value of specific fields of packets header modulo the 
number of paths for spreading the load across many 
paths [10]. 

3. DCTCP: employs Explicit Congestion Notification 
(ECN) to estimate the fraction of bytes that encounter 
congestion rather than directly detecting that 
congestion has occurred.  Then, DCTCP scales the size 
of the TCP congestion window accordingly. This 
method provides low latency and high throughput with 
shallow-buffered switches where they can be used in 
large data centers to reduce the capital expenditure. In 
typical DCTCP deployments, the marking threshold in 
the switches is set to a deficient value to reduce 
queueing delay, and a relatively small amount of 
congestion will cause the marking. During the 
blockage, DCTCP will use the fraction of marked 
packets to reduce the size of the congestion window 
more gradually than that in case of conventional TCP 
[22].  

      DCTCP and Hedera algorithms are implemented and tested 
as SDN applications by using Ryu controller whereas, ECMP 
is implemented statically in switches. 

C. Collecting and normalizing the data 
 In this section, we present the conducted experiment to 
evaluate the results of the proposed evaluation model. In this 
paper, fat-tree topology is used since it is considered one of the 
essential topologies for building efficient, scalable, and cost-
effective data centers. Fat-tree topology constructed from three 
main layers of connected switches located in core, aggregate, 
and edge layers. However, K-4 fat-tree data center  topology has 
been built in Mininet with 10 Mbps links for each as shown in 
Figure 1.  

 
Fig. 1 K-4 fat-tree data center. 
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 The conducted scenarios have two patterns; the first one 
generates connections that span all topology layers while the 
second one generates connections span the switches in edge and 
aggregation layers only as depicted in Figure 2. In these patterns, 
all of the end hosts in each rack employed to generate the traffic 
for each of the proposed scenario. To generate the required 
elephant and mice flows, we employed iperf for generating 
elephant flows, whereas the traffic of mice flows was generated 
by requesting specific files whose sizes are 10 Kbyte by 
applying an Apache server repeatedly in a random fashion as 
reported in [7].  

 However, the performance of the proposed model will be 
evaluated under high load scenarios where the mice flows are 
synchronized with the elephant flows to introduce congestion in 
the network. The evaluation process includes three different 
scenarios with different workloads, a mix of elephant and mice 
flows, whose time span are varied from 1 to 15 seconds in case 
of elephant flows to evaluate the investigated algorithms with 
different sizes of elephant flows. In the first scenario, 1:1 ratio, 
we generated 120 concurrent connections, so mice and elephant 
flows have an equal proportion, e.g., 60:60, respectively. In the 
second scenario, the 1:2 ratio, where we increased the number 
of the elephant flows to 80, and reduced mice flows to 40. 
Finally, in the third scenario, 2:1 ratio, where we have 40 
elephant flows to 80 mice flows. However, each scenario has 
been executed twenty-five times, and during each repetition, the 
throughput has been measured between hosts 1 and 16 by 
creating a 20 seconds connection using iperf to reflect the impact 
of different algorithms on the throughput of a specific elephant 
flow, and we built our risk analysis based on it. To obtain the 
risk factor of the error in throughput measurements, we utilized 
the arithmetic sample standard deviation. The maximum value 
of the calculated standard deviation is considered since it 
indicates a more significant value than the sample mean for the 
worst-case evaluation. 

D. Goodness of fit 
The goodness of fit test performed to find the proper 

probability distribution functions of the throughputs and errors. 
Therefore, we adopted EasyFit professional [23], which is a 
specialized statistical tool to test the collected data. Since the 
collected data is in the discrete domain, we chose to use the 
Kolmogorov Smirnov statistic test (KS) as a hypothesis test to 
assess the distribution of the data [24]. KS test is a non-
parametric test mainly used to compare the distance between the 
empirical data samples and a specific class of well-known 
reference probability distributions as in equation 1  [25].  

               𝐷𝐷𝑛𝑛 = sup
𝑥𝑥

|𝐹𝐹𝑛𝑛(𝑥𝑥) − 𝐹𝐹(𝑥𝑥)|                   (1) 

 Where 𝐹𝐹𝑛𝑛 is the cumulative distribution function of the 
observed samples in comparison with the reference distribution 
functions 𝐹𝐹 of an ordered data. 
 A null hypothesis testing has been performed to accomplish 
this kind of testing, where H0 is identified when the tested data 
specify the distribution, and H1 is recognized when the data does 
not follow the distribution. To come up with the desired 
distribution, KS assumes a significance level α (0.01, 0.05, etc.) 
and compares the tested statistics (𝐷𝐷𝑛𝑛) with some of the critical 
values of the well-known distribution. The hypothesis of the 
measured distribution will be discarded if the value of 
𝐷𝐷𝑛𝑛 exceeds the critical value at a significant level. 
  P-value based on the KS test helps to identify the level when 
the null hypothesis is rejected. This value indicates a threshold 
for the significant level (H0) to accept all values less than the P-
value. For instance, when the P-value = 0.025, the null 
hypothesis will take all the significance levels less than the P-
value, i.e., 0.01 and 0.02, and reject the higher levels [26]. 
 Table 1 shows the results of conducting KS null hypothesis 
testing on the throughput measurements of the algorithms. The 
throughput of both Hedera and ECMP followed the Geometric 
distribution (G-D) based on P-value, and the acceptable critical 
value was 0.02. However, G-D is recognized as a discrete 
probability distribution that represents the probability of the 
success number of independent trials, i.e., Bernoulli trials [27]. 

TABLE I. KS TEST VALUES FOR THE AVAILABLE THROUGHOUT. 

Algorithm KS  accepted values 
(critical values) P-Value Distribution 

Hedera 0.05 0.07077 Geometric 

ECMP 0.02 0.03 Geometric 

DCTCP Rejected 0.008 - 

 
We got rejection as a result of DCTCP distribution testing 

for all of the significance levels, as appeared in Table 1. 
Therefore, we used another normality test called the Anderson-
Darling (AD) test. However, the AD test followed the null 
hypothesis testing and defined as A2. 

                           A2 = — N — S             (2) 
Where S: 

𝑆𝑆 =  ∑ (2𝑖𝑖—1)
𝑁𝑁
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𝑖𝑖=1 [ln𝐹𝐹(𝑌𝑌𝑖𝑖) + ln(1—𝐹𝐹(𝑌𝑌𝑁𝑁 + 1− ⅈ))]              (3) 

 Where 𝐹𝐹 is the cumulative distribution function of the 
observed samples and 𝑌𝑌𝑖𝑖  are the ordered data. 
 The testing shows that the throughput of DCTCP followed 
G-D with an acceptable critical value equals 0.02. Hence, we 
utilized probability mass function of G-D to generate samples 
required for Monte Carlo simulation model by applying equation 
4 where Hedera, ECMP, and DCTCP have different probability 
values. 
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reported in [7].  

 However, the performance of the proposed model will be 
evaluated under high load scenarios where the mice flows are 
synchronized with the elephant flows to introduce congestion in 
the network. The evaluation process includes three different 
scenarios with different workloads, a mix of elephant and mice 
flows, whose time span are varied from 1 to 15 seconds in case 
of elephant flows to evaluate the investigated algorithms with 
different sizes of elephant flows. In the first scenario, 1:1 ratio, 
we generated 120 concurrent connections, so mice and elephant 
flows have an equal proportion, e.g., 60:60, respectively. In the 
second scenario, the 1:2 ratio, where we increased the number 
of the elephant flows to 80, and reduced mice flows to 40. 
Finally, in the third scenario, 2:1 ratio, where we have 40 
elephant flows to 80 mice flows. However, each scenario has 
been executed twenty-five times, and during each repetition, the 
throughput has been measured between hosts 1 and 16 by 
creating a 20 seconds connection using iperf to reflect the impact 
of different algorithms on the throughput of a specific elephant 
flow, and we built our risk analysis based on it. To obtain the 
risk factor of the error in throughput measurements, we utilized 
the arithmetic sample standard deviation. The maximum value 
of the calculated standard deviation is considered since it 
indicates a more significant value than the sample mean for the 
worst-case evaluation. 

D. Goodness of fit 
The goodness of fit test performed to find the proper 

probability distribution functions of the throughputs and errors. 
Therefore, we adopted EasyFit professional [23], which is a 
specialized statistical tool to test the collected data. Since the 
collected data is in the discrete domain, we chose to use the 
Kolmogorov Smirnov statistic test (KS) as a hypothesis test to 
assess the distribution of the data [24]. KS test is a non-
parametric test mainly used to compare the distance between the 
empirical data samples and a specific class of well-known 
reference probability distributions as in equation 1  [25].  

               𝐷𝐷𝑛𝑛 = sup
𝑥𝑥

|𝐹𝐹𝑛𝑛(𝑥𝑥) − 𝐹𝐹(𝑥𝑥)|                   (1) 

 Where 𝐹𝐹𝑛𝑛 is the cumulative distribution function of the 
observed samples in comparison with the reference distribution 
functions 𝐹𝐹 of an ordered data. 
 A null hypothesis testing has been performed to accomplish 
this kind of testing, where H0 is identified when the tested data 
specify the distribution, and H1 is recognized when the data does 
not follow the distribution. To come up with the desired 
distribution, KS assumes a significance level α (0.01, 0.05, etc.) 
and compares the tested statistics (𝐷𝐷𝑛𝑛) with some of the critical 
values of the well-known distribution. The hypothesis of the 
measured distribution will be discarded if the value of 
𝐷𝐷𝑛𝑛 exceeds the critical value at a significant level. 
  P-value based on the KS test helps to identify the level when 
the null hypothesis is rejected. This value indicates a threshold 
for the significant level (H0) to accept all values less than the P-
value. For instance, when the P-value = 0.025, the null 
hypothesis will take all the significance levels less than the P-
value, i.e., 0.01 and 0.02, and reject the higher levels [26]. 
 Table 1 shows the results of conducting KS null hypothesis 
testing on the throughput measurements of the algorithms. The 
throughput of both Hedera and ECMP followed the Geometric 
distribution (G-D) based on P-value, and the acceptable critical 
value was 0.02. However, G-D is recognized as a discrete 
probability distribution that represents the probability of the 
success number of independent trials, i.e., Bernoulli trials [27]. 

TABLE I. KS TEST VALUES FOR THE AVAILABLE THROUGHOUT. 

Algorithm KS  accepted values 
(critical values) P-Value Distribution 

Hedera 0.05 0.07077 Geometric 

ECMP 0.02 0.03 Geometric 

DCTCP Rejected 0.008 - 

 
We got rejection as a result of DCTCP distribution testing 

for all of the significance levels, as appeared in Table 1. 
Therefore, we used another normality test called the Anderson-
Darling (AD) test. However, the AD test followed the null 
hypothesis testing and defined as A2. 
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Where S: 

𝑆𝑆 =  ∑ (2𝑖𝑖—1)
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 Where 𝐹𝐹 is the cumulative distribution function of the 
observed samples and 𝑌𝑌𝑖𝑖  are the ordered data. 
 The testing shows that the throughput of DCTCP followed 
G-D with an acceptable critical value equals 0.02. Hence, we 
utilized probability mass function of G-D to generate samples 
required for Monte Carlo simulation model by applying equation 
4 where Hedera, ECMP, and DCTCP have different probability 
values. 
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 Where 𝐴𝐴 is the random variable of the throughput, 𝑟𝑟 is the 
number of failures with 𝑝𝑝 probability.  
 Besides, we repeated the same procedure, to identify the 
distribution of measurement errors, i.e., error factors, as shown 
in Table 2.  

TABLE II. KS TEST VALUES FOR ERROR FACTOR. 

Algorithm KS  accepted values 
(critical values) P-Value Distribution 

Hedera 0.05 0.86674 Discrete uniform 

ECMP 0.05 0.2179 Negative binomial 

DCTCP 0.05 0.76964 Poisson 

  
 In the case of Hedera, the testing of Hedera algorithm 
showed that it was following the Discrete Uniform distribution 
(D-U). Therefore, to generate the required samples of the error 
factor, we used equation 5. 

                                   𝑃𝑃𝑟𝑟(𝐸𝐸𝑟𝑟𝑟𝑟) = 1
𝑛𝑛                                        (5) 

 Where 𝐸𝐸𝑟𝑟𝑟𝑟  is the random variable of the error factor for 
Hedera algorithm and 𝑛𝑛 is the number of samples generated for 
the error factor.  
 On the other hand, the error factor of the ECMP algorithm 
followed Negative binomial distribution (N-B). N-B is a discrete 
probability distribution mainly describes the number of 
successes in a series of independent Bernoulli trials until arriving 
the defined number of non-random failures occurs. Hence, to 
generate its sample values for error factor, we utilized equation 
6.  

               𝑃𝑃𝑟𝑟(𝐸𝐸𝑟𝑟𝑟𝑟) = (𝑟𝑟 + 𝑐𝑐 − 1
𝑐𝑐 )𝑝𝑝𝑐𝑐(1− 𝑝𝑝)𝑟𝑟                    (6) 

 Where 𝐸𝐸𝑟𝑟𝑟𝑟  is the random variable of the error, 𝑟𝑟 is the 
number of failures with 1 − 𝑝𝑝 probability, 𝑐𝑐 is the number of 
success or failure and, 𝑝𝑝 is the probability of success. 
 Similarly, the error factor for DCTCP followed a Poisson 
distribution (P-D) function. However, P-D mostly used to 
express the probability of occurring certain events within the 
sample space or fixed interval of time [28]. The probability mass 
function of the P-D, i.e., equation 7, was used to generate its 
required samples of the error factor.  

                                   𝑃𝑃𝑟𝑟(𝐸𝐸𝑟𝑟𝑟𝑟) = 𝑒𝑒−𝑘𝑘 𝜆𝜆𝑘𝑘

𝑘𝑘!                                  (7) 

 Where 𝐸𝐸𝑟𝑟𝑟𝑟  is the random variable of the error factor, 𝜆𝜆 is the 
average number of errors recorded per the whole sample, 𝑒𝑒 is the 
Euler’s number 2.71828, and 𝑘𝑘 is the number actually observed 
occurrences. 

E. Monte Carlo Simulation 
 Monte Carlo approach is a technique used to reproduce the 
stochastic behavior of a system or to assess a set of uncertainty 
input of a deterministic model. Typically, it is not possible to 
predict and determine all possible outcomes of a black box 
system [29]. Hence, the Monte Carlo simulation process utilized 
to generate multiple predicted scenarios by estimating the 
probability distribution of the stochastic input parameters. 

Consequently, this process recurred hundreds or thousands of 
times to produce possible scenarios or solutions with different 
probabilities.  
 However, we address the impact of the algorithms by 
calculating the value at risk of the elephant flows. For this 
purpose, we used the generated samples of throughput and error 
factor as inputs of the Monte Carlo simulation model. Our 
fundamental equation, i.e., equation 8 that forms Monte Carlo 
simulation based on simulating various sizes and volumes of 
elephant flows along with the risk values. 
     𝑃𝑃𝑃𝑃𝑒𝑒 (𝑉𝑉, 𝑆𝑆, 𝐴𝐴, 𝐸𝐸) = 𝐵𝐵𝑚𝑚 = 𝑉𝑉𝑖𝑖 × (𝑆𝑆𝑗𝑗 − (𝐴𝐴𝑘𝑘 + 𝐸𝐸𝑙𝑙))                    (8) 

 Where 𝐵𝐵𝑚𝑚 is the predicted loss rate, 𝑉𝑉𝑖𝑖 is the different 
volumes of the evaluated elephant flows, 𝑆𝑆𝑗𝑗 is the sizes of the 
elephant flows, as shown in Table 3, 𝐴𝐴𝑘𝑘 is the available 
throughput factor, and 𝐸𝐸𝑙𝑙  is the error factor variables. 

TABLE III. ELEPHANT FLOW PARAMETERS. 
Elephant flow Size S Volume V 

Large 1.25 MByte 100 

Normal 1 0.75 MByte 85 

Normal 2 0.5 MByte 65 

Small 0.12 MByte 45 

 
 The assumed values for the size S varies from the maximum 
bandwidth the physical link can handle, i.e., 10 Mbps, to the 
minimum elephant flow size, i.e., 10% of link capacity, as 
defined by Al-Fares et al. [12]. The volume parameter V 
represents the amount of the flow within a specific path. 

IV.  RESULTS AND DISCUSSIONS 
 The proposed model performed on the algorithms to 

investigate how they will preserve the elephant flows. The 
primary expected outcome from this analysis is a histogram 
represents the probability distribution of the predicted loss rate 
of elephant flows resulted from employing each algorithm. 
Therefore, equation 8 repeated one million times. On the 
upcoming subsections, we will address and compare the results 
of the investigated algorithms. 

A. Throughput of the elephant flow 
In Figure 3, we compare the achieved throughput of the 

algorithms under different scenarios by tracking the connection 
between hosts 1 and 16. Furthermore, to measure the stability 
of each algorithm, we calculated the second central moment, 
e.g., error variance. Results show that Hedera achieved the 
highest variance, 25.5, in comparison with ECMP, 21.74, while 
DCTCP had 17.17. 

B. Loss rate distribution 
Monte Carlo simulation provided the whole estimation for 

the tested data, as shown in Table 4. However, it is clear that the 
DCTCP algorithm achieved the worst loss rate due to the fact 
that DCTCP does not provide any special handling for elephant 
flows. Furthermore, Hedera and ECMP have layer-4 flow 
control mechanisms and scheduling capabilities as well. 
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system [29]. Hence, the Monte Carlo simulation process utilized 
to generate multiple predicted scenarios by estimating the 
probability distribution of the stochastic input parameters. 

Consequently, this process recurred hundreds or thousands of 
times to produce possible scenarios or solutions with different 
probabilities.  
 However, we address the impact of the algorithms by 
calculating the value at risk of the elephant flows. For this 
purpose, we used the generated samples of throughput and error 
factor as inputs of the Monte Carlo simulation model. Our 
fundamental equation, i.e., equation 8 that forms Monte Carlo 
simulation based on simulating various sizes and volumes of 
elephant flows along with the risk values. 
     𝑃𝑃𝑃𝑃𝑒𝑒 (𝑉𝑉, 𝑆𝑆, 𝐴𝐴, 𝐸𝐸) = 𝐵𝐵𝑚𝑚 = 𝑉𝑉𝑖𝑖 × (𝑆𝑆𝑗𝑗 − (𝐴𝐴𝑘𝑘 + 𝐸𝐸𝑙𝑙))                    (8) 

 Where 𝐵𝐵𝑚𝑚 is the predicted loss rate, 𝑉𝑉𝑖𝑖 is the different 
volumes of the evaluated elephant flows, 𝑆𝑆𝑗𝑗 is the sizes of the 
elephant flows, as shown in Table 3, 𝐴𝐴𝑘𝑘 is the available 
throughput factor, and 𝐸𝐸𝑙𝑙  is the error factor variables. 

TABLE III. ELEPHANT FLOW PARAMETERS. 
Elephant flow Size S Volume V 

Large 1.25 MByte 100 

Normal 1 0.75 MByte 85 

Normal 2 0.5 MByte 65 

Small 0.12 MByte 45 

 
 The assumed values for the size S varies from the maximum 
bandwidth the physical link can handle, i.e., 10 Mbps, to the 
minimum elephant flow size, i.e., 10% of link capacity, as 
defined by Al-Fares et al. [12]. The volume parameter V 
represents the amount of the flow within a specific path. 

IV.  RESULTS AND DISCUSSIONS 
 The proposed model performed on the algorithms to 

investigate how they will preserve the elephant flows. The 
primary expected outcome from this analysis is a histogram 
represents the probability distribution of the predicted loss rate 
of elephant flows resulted from employing each algorithm. 
Therefore, equation 8 repeated one million times. On the 
upcoming subsections, we will address and compare the results 
of the investigated algorithms. 

A. Throughput of the elephant flow 
In Figure 3, we compare the achieved throughput of the 

algorithms under different scenarios by tracking the connection 
between hosts 1 and 16. Furthermore, to measure the stability 
of each algorithm, we calculated the second central moment, 
e.g., error variance. Results show that Hedera achieved the 
highest variance, 25.5, in comparison with ECMP, 21.74, while 
DCTCP had 17.17. 

B. Loss rate distribution 
Monte Carlo simulation provided the whole estimation for 

the tested data, as shown in Table 4. However, it is clear that the 
DCTCP algorithm achieved the worst loss rate due to the fact 
that DCTCP does not provide any special handling for elephant 
flows. Furthermore, Hedera and ECMP have layer-4 flow 
control mechanisms and scheduling capabilities as well. 
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 Besides, we repeated the same procedure, to identify the 
distribution of measurement errors, i.e., error factors, as shown 
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(D-U). Therefore, to generate the required samples of the error 
factor, we used equation 5. 

                                   𝑃𝑃𝑟𝑟(𝐸𝐸𝑟𝑟𝑟𝑟) = 1
𝑛𝑛                                        (5) 

 Where 𝐸𝐸𝑟𝑟𝑟𝑟  is the random variable of the error factor for 
Hedera algorithm and 𝑛𝑛 is the number of samples generated for 
the error factor.  
 On the other hand, the error factor of the ECMP algorithm 
followed Negative binomial distribution (N-B). N-B is a discrete 
probability distribution mainly describes the number of 
successes in a series of independent Bernoulli trials until arriving 
the defined number of non-random failures occurs. Hence, to 
generate its sample values for error factor, we utilized equation 
6.  

               𝑃𝑃𝑟𝑟(𝐸𝐸𝑟𝑟𝑟𝑟) = (𝑟𝑟 + 𝑐𝑐 − 1
𝑐𝑐 )𝑝𝑝𝑐𝑐(1− 𝑝𝑝)𝑟𝑟                    (6) 

 Where 𝐸𝐸𝑟𝑟𝑟𝑟  is the random variable of the error, 𝑟𝑟 is the 
number of failures with 1 − 𝑝𝑝 probability, 𝑐𝑐 is the number of 
success or failure and, 𝑝𝑝 is the probability of success. 
 Similarly, the error factor for DCTCP followed a Poisson 
distribution (P-D) function. However, P-D mostly used to 
express the probability of occurring certain events within the 
sample space or fixed interval of time [28]. The probability mass 
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stochastic behavior of a system or to assess a set of uncertainty 
input of a deterministic model. Typically, it is not possible to 
predict and determine all possible outcomes of a black box 
system [29]. Hence, the Monte Carlo simulation process utilized 
to generate multiple predicted scenarios by estimating the 
probability distribution of the stochastic input parameters. 

Consequently, this process recurred hundreds or thousands of 
times to produce possible scenarios or solutions with different 
probabilities.  
 However, we address the impact of the algorithms by 
calculating the value at risk of the elephant flows. For this 
purpose, we used the generated samples of throughput and error 
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elephant flows along with the risk values. 
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volumes of the evaluated elephant flows, 𝑆𝑆𝑗𝑗 is the sizes of the 
elephant flows, as shown in Table 3, 𝐴𝐴𝑘𝑘 is the available 
throughput factor, and 𝐸𝐸𝑙𝑙  is the error factor variables. 

TABLE III. ELEPHANT FLOW PARAMETERS. 
Elephant flow Size S Volume V 

Large 1.25 MByte 100 

Normal 1 0.75 MByte 85 

Normal 2 0.5 MByte 65 

Small 0.12 MByte 45 

 
 The assumed values for the size S varies from the maximum 
bandwidth the physical link can handle, i.e., 10 Mbps, to the 
minimum elephant flow size, i.e., 10% of link capacity, as 
defined by Al-Fares et al. [12]. The volume parameter V 
represents the amount of the flow within a specific path. 

IV.  RESULTS AND DISCUSSIONS 
 The proposed model performed on the algorithms to 

investigate how they will preserve the elephant flows. The 
primary expected outcome from this analysis is a histogram 
represents the probability distribution of the predicted loss rate 
of elephant flows resulted from employing each algorithm. 
Therefore, equation 8 repeated one million times. On the 
upcoming subsections, we will address and compare the results 
of the investigated algorithms. 

A. Throughput of the elephant flow 
In Figure 3, we compare the achieved throughput of the 

algorithms under different scenarios by tracking the connection 
between hosts 1 and 16. Furthermore, to measure the stability 
of each algorithm, we calculated the second central moment, 
e.g., error variance. Results show that Hedera achieved the 
highest variance, 25.5, in comparison with ECMP, 21.74, while 
DCTCP had 17.17. 

B. Loss rate distribution 
Monte Carlo simulation provided the whole estimation for 

the tested data, as shown in Table 4. However, it is clear that the 
DCTCP algorithm achieved the worst loss rate due to the fact 
that DCTCP does not provide any special handling for elephant 
flows. Furthermore, Hedera and ECMP have layer-4 flow 
control mechanisms and scheduling capabilities as well. 
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TABLE IV. DISTRIBUTION STATISTICS OF THE TESTED ALGORITHMS. 

Algorithm Loss rate 

Hedera 64% 

ECMP 68% 

DCTCP 77% 

   

C. Distribution shape analysis 
To implement the value at risk (VaR) analysis for the 

obtained result, we should present the histogram of loss rate for 
each algorithm to figure out the variations of the values. Figures 
4, 5, and 6 depict the histograms for Hedera, ECMP, and 
DCTCP, respectively. The current histograms do not follow a 
particular type of known probability distributions, but we can 
indicate that they have a heavy left-hand tail and unsteady 
proceed to the long right-hand tail. Nevertheless, the yielded 
histograms may plot almost the same behavior regarding the 
shape, since the input values (S and V) are the same. Considering 
the first raw moment of the mean value, blue line, and median 
value, red line, for such samples may not present the exact 
expected value of the loss rate [30] since the prediction depends 
on the merging of the risk values of different samples. 
Consequently, since we have the sufficient number of samples 
and for better understanding of the behavior of the loss rate, 
common distribution shape measurements were calculated, like 
skewness and kurtosis, as shown in Table 5.  

Skewness is the third central moment, and it used for 
measuring the symmetry of the distribution, and it has two 
values; positive and negative. The positive value, i.e., right 
skew, indicates that the mean value is higher than the median 
value, while the negative value, left skew, suggests the opposite. 

Equation 9 describes the skewness degree calculation for the 
observed distributions. 

TABLE V. MEAN, MEDIAN, SKEWNESS, KURTOSIS, AND 
NUMBER OF SAMPLES FOR THE ALGORITHMS. 

 

Fig. 4. Histogram of Hedera for the blocked rate. 

Fig. 5. Histogram of ECMP the blocked rate. 

Fig. 6. Histogram of DCTCP for the blocked rate. 
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3
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                    (9) 

Where xi holds n observations and 𝑥̅𝑥 is the mean values of 
the observations. 

Kurtosis, as shown in equation 10, is the fourth central 
moment, and it is another essential shape measurement utilized 
for describing the distribution tail thickness compared to the 
Normal distribution. Typically, there are three types of Kurtosis, 
which are mesokurtic, leptokurtic, and platykurtic distributions. 
Mesokurtic distribution has the same characteristics of the 
Normal distribution concerning the extreme tail values, while 
leptokurtic has higher tail values due to the long tail, as for the 
platykurtic type, it has a precise tail with fewer outliers [31].  
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Where 𝐵𝐵𝑚𝑚 holds n observations of the predicted blocked rate 
and 𝐵𝐵𝑚𝑚̅̅ ̅̅   is the mean values of the observations. 

    The calculated values indicate that all of the algorithms 
follow positive and semi-identical symmetry, but they are right-

Algorithm Mean Median Skewness Kurtosis Samples 

Hedera 48.11 39.95 0.55 -0.97 640385 
ECMP 48.96 40.80 0.55 -0.97 678761 
DCTCP 51.14 43.35 0.49 -1.09 770154 

 
Fig. 3 Throughput achievement of the different scenarios. 

 

 

 

 

 

skewed since the mean values precede the median values. 
However, the degree of the skewness shows that the skews are 
moderate, which are between 0.5 and 1 [32].  In this case, the 
right-hand tail of the histograms will be longer than the left-
hand tail, which means most of the data will be on the left-hand 
tail. But the length of the tail may affect the considering of the 
average value as the expected value of the loss rate [30]. 
However, we obtained kurtosis degrees for each algorithm to 
identify which one has the propensity to produce more outlier 
results. We found that the prediction distribution for the 
algorithms follows the platykurtic distribution since the 
kurtosis is negative compared with the Normal distribution. 
Therefore, the expected behavior for the algorithms is to 
produce fewer extreme values for the outliers at their tails, but 
it is clear that Hedera and ECMP have a higher degree of 
kurtosis, i.e., 0.79, in comparison with DCTCP what makes 
their highest loss rate not so trusted. Back to the histograms of 
ECMP and DCTCP in Figures 5 and 6, we noticed that the error 
rate to present its lowest values in the rage of 65 – 75 MB/s. 
However, these centrally located values may happen due to the 
throughput outliers’ effects achieved from scenario 1:1 and 1:2 
for both algorithms (Figure 3).     

D. Value at Risk (VaR) analysis 
Even though, the histogram and the statistics provide 

comparative information about the behavior of the model and 
the loss rate prediction, Value at Risk (VaR) analysis could 
provide more deep analysis based on some confidence [33]. The 
Monte Carlo simulation model considered as one of the three 
common types of VaR. In this research and for better 
generalizability, the chosen confidence level was 95%, since 
outlier results would appear with a more significant percentage, 
especially for Hedera and ECMP. Note that we calculated the 
probability of the confidence level by considering the quantile 
function, as in equation 11 [33]. 

                   𝑉𝑉𝑉𝑉𝑉𝑉 = −𝜇𝜇𝑛𝑛 + ∅−1(1 − 𝑢𝑢)𝜎𝜎𝑛𝑛                      (11) 

Where 𝜇𝜇𝑛𝑛 is the mean of the values of the prediction, ∅ is the 
function of the standard Normal distribution, 𝜎𝜎𝑛𝑛 is the standard 
deviation of the values and (1 − 𝑢𝑢) used for the chosen 
confidence level.  

This kind of investigation presents a dynamic interpretation 
of how the elephant flows will be handled while employing such 
flow scheduling or congestion control algorithms. However, we 
depicted a broad examination of various confidence levels for 
the analysis in Figure 7. The loss rate in the case of Hedera is 
lowest with 112 MB/s for the total number of tested elephant 
flows appeared in Table 3.  The loss of the others, i.e., ECMP 
and DCTCP, were 116 and 117 MB/s, respectively. Mainly, 
these values represent the maximum value that will be under risk 
of losing.   

5. The probability distribution of the whole overload 
In this section, we present the probability distribution of the 

entire workload, i.e., 120 connections of each scenario for all 

algorithms. We evaluate the performance of DCTCP, ECMP, 
and Hedera in terms of throughput of elephant flows and flow 
completion time of mice flows. All figures show the fact that 
Hedera and ECMP have very similar performance regarding 
flow completion time of mice flows and the throughput of 
elephant flows. Where Hedera employs ECMP for forwarding 
the mice flows, and ECMP performs well when there are no 
collide on switch ports what makes its performance in terms of 
elephant flows throughput closely approaches that of Hedera as 
shown in Figure 8(a), 8(b), 8(c). On the other hand, figures 9(a), 
9(b), 9(c) depict the performance of DCTCP where its FCT of 
mice flows is more significant than that of Hedera and ECMP 
because of that DCTCP employs shallow threshold to trigger the 
marking event. Consequently, the transmission rate will be 
mitigated by sources where mice flow is delay-sensitive traffic, 
as well as elephant flows, have worse throughput than that of 
ECMP and Hedera where DCTCP provides flow control 
mechanisms, but it does not provide scheduling technique. 

 
 In a nutshell, Hedera achieved a lower loss rate than ECMP 
as expected, but with higher variance for the error factor. We can 
infer that this factor makes the Hedera does not much 
outperform over ECMP. As for the response time, Hedera and 
ECMP achieved better flow completion time due to the static 
hashing between every source and destination on the network. 
In the case of flow congestion control in DCTCP, it has achieved 
its best in the 2:1 scenario whereas it has many outlier results in 
the 1:1 scenario as depicted in Figure 3. This indicates that the 
algorithm suffers in case of high elephant flow loads. Regarding 
data center applications that demand high bandwidth and low 
latency, every TCP loss causes bursty retransmission and that 
what makes queues length of the data center switches bloat 
frequently. Therefore, applications like MapReduce cannot 
make incremental progress without limiting the number of 
contending flows. 
 Therefore, we suggest that some fairness should be 
considered by providing a balance between link utilization,  

 
 

 
Fig. 7 Different confidence levels of VaR analysis. 
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each algorithm to figure out the variations of the values. Figures 
4, 5, and 6 depict the histograms for Hedera, ECMP, and 
DCTCP, respectively. The current histograms do not follow a 
particular type of known probability distributions, but we can 
indicate that they have a heavy left-hand tail and unsteady 
proceed to the long right-hand tail. Nevertheless, the yielded 
histograms may plot almost the same behavior regarding the 
shape, since the input values (S and V) are the same. Considering 
the first raw moment of the mean value, blue line, and median 
value, red line, for such samples may not present the exact 
expected value of the loss rate [30] since the prediction depends 
on the merging of the risk values of different samples. 
Consequently, since we have the sufficient number of samples 
and for better understanding of the behavior of the loss rate, 
common distribution shape measurements were calculated, like 
skewness and kurtosis, as shown in Table 5.  

Skewness is the third central moment, and it used for 
measuring the symmetry of the distribution, and it has two 
values; positive and negative. The positive value, i.e., right 
skew, indicates that the mean value is higher than the median 
value, while the negative value, left skew, suggests the opposite. 
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skewed since the mean values precede the median values. 
However, the degree of the skewness shows that the skews are 
moderate, which are between 0.5 and 1 [32].  In this case, the 
right-hand tail of the histograms will be longer than the left-
hand tail, which means most of the data will be on the left-hand 
tail. But the length of the tail may affect the considering of the 
average value as the expected value of the loss rate [30]. 
However, we obtained kurtosis degrees for each algorithm to 
identify which one has the propensity to produce more outlier 
results. We found that the prediction distribution for the 
algorithms follows the platykurtic distribution since the 
kurtosis is negative compared with the Normal distribution. 
Therefore, the expected behavior for the algorithms is to 
produce fewer extreme values for the outliers at their tails, but 
it is clear that Hedera and ECMP have a higher degree of 
kurtosis, i.e., 0.79, in comparison with DCTCP what makes 
their highest loss rate not so trusted. Back to the histograms of 
ECMP and DCTCP in Figures 5 and 6, we noticed that the error 
rate to present its lowest values in the rage of 65 – 75 MB/s. 
However, these centrally located values may happen due to the 
throughput outliers’ effects achieved from scenario 1:1 and 1:2 
for both algorithms (Figure 3).     

D. Value at Risk (VaR) analysis 
Even though, the histogram and the statistics provide 

comparative information about the behavior of the model and 
the loss rate prediction, Value at Risk (VaR) analysis could 
provide more deep analysis based on some confidence [33]. The 
Monte Carlo simulation model considered as one of the three 
common types of VaR. In this research and for better 
generalizability, the chosen confidence level was 95%, since 
outlier results would appear with a more significant percentage, 
especially for Hedera and ECMP. Note that we calculated the 
probability of the confidence level by considering the quantile 
function, as in equation 11 [33]. 

                   𝑉𝑉𝑉𝑉𝑉𝑉 = −𝜇𝜇𝑛𝑛 + ∅−1(1 − 𝑢𝑢)𝜎𝜎𝑛𝑛                      (11) 

Where 𝜇𝜇𝑛𝑛 is the mean of the values of the prediction, ∅ is the 
function of the standard Normal distribution, 𝜎𝜎𝑛𝑛 is the standard 
deviation of the values and (1 − 𝑢𝑢) used for the chosen 
confidence level.  

This kind of investigation presents a dynamic interpretation 
of how the elephant flows will be handled while employing such 
flow scheduling or congestion control algorithms. However, we 
depicted a broad examination of various confidence levels for 
the analysis in Figure 7. The loss rate in the case of Hedera is 
lowest with 112 MB/s for the total number of tested elephant 
flows appeared in Table 3.  The loss of the others, i.e., ECMP 
and DCTCP, were 116 and 117 MB/s, respectively. Mainly, 
these values represent the maximum value that will be under risk 
of losing.   

5. The probability distribution of the whole overload 
In this section, we present the probability distribution of the 

entire workload, i.e., 120 connections of each scenario for all 

algorithms. We evaluate the performance of DCTCP, ECMP, 
and Hedera in terms of throughput of elephant flows and flow 
completion time of mice flows. All figures show the fact that 
Hedera and ECMP have very similar performance regarding 
flow completion time of mice flows and the throughput of 
elephant flows. Where Hedera employs ECMP for forwarding 
the mice flows, and ECMP performs well when there are no 
collide on switch ports what makes its performance in terms of 
elephant flows throughput closely approaches that of Hedera as 
shown in Figure 8(a), 8(b), 8(c). On the other hand, figures 9(a), 
9(b), 9(c) depict the performance of DCTCP where its FCT of 
mice flows is more significant than that of Hedera and ECMP 
because of that DCTCP employs shallow threshold to trigger the 
marking event. Consequently, the transmission rate will be 
mitigated by sources where mice flow is delay-sensitive traffic, 
as well as elephant flows, have worse throughput than that of 
ECMP and Hedera where DCTCP provides flow control 
mechanisms, but it does not provide scheduling technique. 

 
 In a nutshell, Hedera achieved a lower loss rate than ECMP 
as expected, but with higher variance for the error factor. We can 
infer that this factor makes the Hedera does not much 
outperform over ECMP. As for the response time, Hedera and 
ECMP achieved better flow completion time due to the static 
hashing between every source and destination on the network. 
In the case of flow congestion control in DCTCP, it has achieved 
its best in the 2:1 scenario whereas it has many outlier results in 
the 1:1 scenario as depicted in Figure 3. This indicates that the 
algorithm suffers in case of high elephant flow loads. Regarding 
data center applications that demand high bandwidth and low 
latency, every TCP loss causes bursty retransmission and that 
what makes queues length of the data center switches bloat 
frequently. Therefore, applications like MapReduce cannot 
make incremental progress without limiting the number of 
contending flows. 
 Therefore, we suggest that some fairness should be 
considered by providing a balance between link utilization,  
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congestion control. As for the performance evaluation methods 
of new algorithms that handle traffic flows, we recommend 
considering the uncertainty behaviors of the tested network and 
predict their loss rates. To the best of our knowledge, most of 
the developed heuristic algorithms for flow scheduling are 
evaluated using the average values for the obtained data without 
employing the probability distribution function. Note that the 
expected value for random variables does not exist for some 
distributions that have a long tail [30]. Consequently, 
considering the average for any sample of the data may not 
actually describe the expected value of the measured data, 
especially if the number of samples is limited. Such as in the 
case of Hedera [12] and Mahout [15] where the average value is 
taken for different performance evaluation objectives without 
identifying the proper probability distribution. Nevertheless, the 
essence of the prediction produced by independent and random 
variables relies on current observations to predict future 
performance. Accordingly, the model and assumptions need to 
be accurate enough. 

V. CONCLUSIONS 
 In this paper, we empirically designed, implemented, and 
analyzed a new performance evaluation model for flow 
scheduling and flow congestion control algorithms used in data 
center networks based on multiple stochastic workloads to 
predict the value at risk of the elephant flows loss rate. The 

evaluation considers the proper probability distribution 
functions for the proposed risk factors of the loss rate for  
Hedera, ECMP, and DCTCP. The proposed evaluation model 
has been built based on Monte Carlo simulation as a value at risk 
analysis model. The evaluation included an estimation of the 
probability distribution for risk factors based on Kolmogorov 
Smirnov and Anderson-Darling tests. Finding the probability 
distribution of such algorithms helps further mathematical 
analysis regarding elephant flow handling without conducting 
more practical experiments. The results of Hedera show that 
64% of the evaluated TCP elephant flows are exhibited to be lost 
112 MB/s with 95% of the confidence level, while ECMP lost 
67.8% with 116 MB/s at risk, and DCTCP lost 77% with 117 
MB/s. However, the throughput achieved by Hedera is not 
permanent due to the stochastic behavior of the traffic 
congestion. These risks have a direct influence on the status of 
data center applications in terms of flow completion time and 
throughput. However, the development of the flow scheduling 
techniques needs to have proper awareness in terms of flow risk 
analysis instead of accepting the simple average values of the 
results, especially when the samples are not large enough.  
Finally, further study is needed to evaluate more complicated 
data center workloads with real traces from data center 
applications to analyze more complex bottlenecks cases. 
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moderate, which are between 0.5 and 1 [32].  In this case, the 
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hand tail, which means most of the data will be on the left-hand 
tail. But the length of the tail may affect the considering of the 
average value as the expected value of the loss rate [30]. 
However, we obtained kurtosis degrees for each algorithm to 
identify which one has the propensity to produce more outlier 
results. We found that the prediction distribution for the 
algorithms follows the platykurtic distribution since the 
kurtosis is negative compared with the Normal distribution. 
Therefore, the expected behavior for the algorithms is to 
produce fewer extreme values for the outliers at their tails, but 
it is clear that Hedera and ECMP have a higher degree of 
kurtosis, i.e., 0.79, in comparison with DCTCP what makes 
their highest loss rate not so trusted. Back to the histograms of 
ECMP and DCTCP in Figures 5 and 6, we noticed that the error 
rate to present its lowest values in the rage of 65 – 75 MB/s. 
However, these centrally located values may happen due to the 
throughput outliers’ effects achieved from scenario 1:1 and 1:2 
for both algorithms (Figure 3).     

D. Value at Risk (VaR) analysis 
Even though, the histogram and the statistics provide 

comparative information about the behavior of the model and 
the loss rate prediction, Value at Risk (VaR) analysis could 
provide more deep analysis based on some confidence [33]. The 
Monte Carlo simulation model considered as one of the three 
common types of VaR. In this research and for better 
generalizability, the chosen confidence level was 95%, since 
outlier results would appear with a more significant percentage, 
especially for Hedera and ECMP. Note that we calculated the 
probability of the confidence level by considering the quantile 
function, as in equation 11 [33]. 

                   𝑉𝑉𝑉𝑉𝑉𝑉 = −𝜇𝜇𝑛𝑛 + ∅−1(1 − 𝑢𝑢)𝜎𝜎𝑛𝑛                      (11) 

Where 𝜇𝜇𝑛𝑛 is the mean of the values of the prediction, ∅ is the 
function of the standard Normal distribution, 𝜎𝜎𝑛𝑛 is the standard 
deviation of the values and (1 − 𝑢𝑢) used for the chosen 
confidence level.  

This kind of investigation presents a dynamic interpretation 
of how the elephant flows will be handled while employing such 
flow scheduling or congestion control algorithms. However, we 
depicted a broad examination of various confidence levels for 
the analysis in Figure 7. The loss rate in the case of Hedera is 
lowest with 112 MB/s for the total number of tested elephant 
flows appeared in Table 3.  The loss of the others, i.e., ECMP 
and DCTCP, were 116 and 117 MB/s, respectively. Mainly, 
these values represent the maximum value that will be under risk 
of losing.   

5. The probability distribution of the whole overload 
In this section, we present the probability distribution of the 

entire workload, i.e., 120 connections of each scenario for all 

algorithms. We evaluate the performance of DCTCP, ECMP, 
and Hedera in terms of throughput of elephant flows and flow 
completion time of mice flows. All figures show the fact that 
Hedera and ECMP have very similar performance regarding 
flow completion time of mice flows and the throughput of 
elephant flows. Where Hedera employs ECMP for forwarding 
the mice flows, and ECMP performs well when there are no 
collide on switch ports what makes its performance in terms of 
elephant flows throughput closely approaches that of Hedera as 
shown in Figure 8(a), 8(b), 8(c). On the other hand, figures 9(a), 
9(b), 9(c) depict the performance of DCTCP where its FCT of 
mice flows is more significant than that of Hedera and ECMP 
because of that DCTCP employs shallow threshold to trigger the 
marking event. Consequently, the transmission rate will be 
mitigated by sources where mice flow is delay-sensitive traffic, 
as well as elephant flows, have worse throughput than that of 
ECMP and Hedera where DCTCP provides flow control 
mechanisms, but it does not provide scheduling technique. 

 
 In a nutshell, Hedera achieved a lower loss rate than ECMP 
as expected, but with higher variance for the error factor. We can 
infer that this factor makes the Hedera does not much 
outperform over ECMP. As for the response time, Hedera and 
ECMP achieved better flow completion time due to the static 
hashing between every source and destination on the network. 
In the case of flow congestion control in DCTCP, it has achieved 
its best in the 2:1 scenario whereas it has many outlier results in 
the 1:1 scenario as depicted in Figure 3. This indicates that the 
algorithm suffers in case of high elephant flow loads. Regarding 
data center applications that demand high bandwidth and low 
latency, every TCP loss causes bursty retransmission and that 
what makes queues length of the data center switches bloat 
frequently. Therefore, applications like MapReduce cannot 
make incremental progress without limiting the number of 
contending flows. 
 Therefore, we suggest that some fairness should be 
considered by providing a balance between link utilization,  
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as well as elephant flows, have worse throughput than that of 
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mechanisms, but it does not provide scheduling technique. 
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outperform over ECMP. As for the response time, Hedera and 
ECMP achieved better flow completion time due to the static 
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its best in the 2:1 scenario whereas it has many outlier results in 
the 1:1 scenario as depicted in Figure 3. This indicates that the 
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congestion control. As for the performance evaluation methods 
of new algorithms that handle traffic flows, we recommend 
considering the uncertainty behaviors of the tested network and 
predict their loss rates. To the best of our knowledge, most of 
the developed heuristic algorithms for flow scheduling are 
evaluated using the average values for the obtained data without 
employing the probability distribution function. Note that the 
expected value for random variables does not exist for some 
distributions that have a long tail [30]. Consequently, 
considering the average for any sample of the data may not 
actually describe the expected value of the measured data, 
especially if the number of samples is limited. Such as in the 
case of Hedera [12] and Mahout [15] where the average value is 
taken for different performance evaluation objectives without 
identifying the proper probability distribution. Nevertheless, the 
essence of the prediction produced by independent and random 
variables relies on current observations to predict future 
performance. Accordingly, the model and assumptions need to 
be accurate enough. 

V. CONCLUSIONS 
 In this paper, we empirically designed, implemented, and 
analyzed a new performance evaluation model for flow 
scheduling and flow congestion control algorithms used in data 
center networks based on multiple stochastic workloads to 
predict the value at risk of the elephant flows loss rate. The 

evaluation considers the proper probability distribution 
functions for the proposed risk factors of the loss rate for  
Hedera, ECMP, and DCTCP. The proposed evaluation model 
has been built based on Monte Carlo simulation as a value at risk 
analysis model. The evaluation included an estimation of the 
probability distribution for risk factors based on Kolmogorov 
Smirnov and Anderson-Darling tests. Finding the probability 
distribution of such algorithms helps further mathematical 
analysis regarding elephant flow handling without conducting 
more practical experiments. The results of Hedera show that 
64% of the evaluated TCP elephant flows are exhibited to be lost 
112 MB/s with 95% of the confidence level, while ECMP lost 
67.8% with 116 MB/s at risk, and DCTCP lost 77% with 117 
MB/s. However, the throughput achieved by Hedera is not 
permanent due to the stochastic behavior of the traffic 
congestion. These risks have a direct influence on the status of 
data center applications in terms of flow completion time and 
throughput. However, the development of the flow scheduling 
techniques needs to have proper awareness in terms of flow risk 
analysis instead of accepting the simple average values of the 
results, especially when the samples are not large enough.  
Finally, further study is needed to evaluate more complicated 
data center workloads with real traces from data center 
applications to analyze more complex bottlenecks cases. 
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congestion control. As for the performance evaluation methods 
of new algorithms that handle traffic flows, we recommend 
considering the uncertainty behaviors of the tested network and 
predict their loss rates. To the best of our knowledge, most of 
the developed heuristic algorithms for flow scheduling are 
evaluated using the average values for the obtained data without 
employing the probability distribution function. Note that the 
expected value for random variables does not exist for some 
distributions that have a long tail [30]. Consequently, 
considering the average for any sample of the data may not 
actually describe the expected value of the measured data, 
especially if the number of samples is limited. Such as in the 
case of Hedera [12] and Mahout [15] where the average value is 
taken for different performance evaluation objectives without 
identifying the proper probability distribution. Nevertheless, the 
essence of the prediction produced by independent and random 
variables relies on current observations to predict future 
performance. Accordingly, the model and assumptions need to 
be accurate enough. 
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analysis model. The evaluation included an estimation of the 
probability distribution for risk factors based on Kolmogorov 
Smirnov and Anderson-Darling tests. Finding the probability 
distribution of such algorithms helps further mathematical 
analysis regarding elephant flow handling without conducting 
more practical experiments. The results of Hedera show that 
64% of the evaluated TCP elephant flows are exhibited to be lost 
112 MB/s with 95% of the confidence level, while ECMP lost 
67.8% with 116 MB/s at risk, and DCTCP lost 77% with 117 
MB/s. However, the throughput achieved by Hedera is not 
permanent due to the stochastic behavior of the traffic 
congestion. These risks have a direct influence on the status of 
data center applications in terms of flow completion time and 
throughput. However, the development of the flow scheduling 
techniques needs to have proper awareness in terms of flow risk 
analysis instead of accepting the simple average values of the 
results, especially when the samples are not large enough.  
Finally, further study is needed to evaluate more complicated 
data center workloads with real traces from data center 
applications to analyze more complex bottlenecks cases. 
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Abstract—With the growth of volume of high quality 

information in the Deep Web, as the key to utilize this information, 
Deep Web data source classification becomes one topic with great 
research value. In this paper, we propose a Deep Web data source 
classification method based on text feature extension and 
extraction. Firstly, because the data source contains less text, some 
data sources even contain less than 10 words. In order to classify 
the data source based on the text content, the original text must be 
extended. In text feature extension stage, we use the N-gram model 
to select extension words. Secondly, we proposed a feature 
extraction and classification method based on Attention-based Bi-
LSTM. By combining LSTM and Attention mechanism, we can 
obtain contextual semantic representation and focus on words that 
are closer to the theme of the text, so that more accurate text vector 
representation can be obtained. In order to evaluate the 
performance of our classification model, some experiments are 
executed on the UIUC TEL-8 dataset. The experimental result 
shows that Deep Web data source classification method based on 
text feature extension and extraction has certain promotion in 
performance than some existing methods.
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I. INTRODUCTION

VER the past decade, the number of web pages has grown 
exponentially with the popularity of the Internet [1]. At 

present, Surface Web refers to resources that can be accessed 
through static hyperlinks, usually static HTML pages [2]. Such 
resources can be crawled by web crawlers and are also visible 
to search engines. Whereas Deep Web refers to resources that 
are not hidden in the Web database and cannot be crawled by 
the web crawler. These resources are invisible to the search 
engine, users who want to get data in it must fill out the form 
and submit it according to actual needs to dynamically obtain 
Deep Web resources [3]. Fig. 1 shows an example of the Deep 
Web. According to statistic, Deep Web has the following 
advantages compared to Surface Web [4]-[6] (1) Information in 
Deep Web is 700 to 800 times that of Surface Web information. 
It includes a large amount of information that traditional search 
engines cannot find, and its growth rate is much higher than 
Surface Web; (2) The information contains in Deep Web is of 
higher quality than the information contained in the Surface 
Web. Moreover, Deep Web contains information in all areas. In 
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the field of integration, structured data has a higher value, and 
the Deep Web contains information that is typically structured 
data. (3) Everyone has access to more than 90% of the Deep 
Web information, and we can get it for free, which greatly 
facilitates the interconnection of information. Therefore, 
research on Deep Web information acquisition has higher 
practical significance and practical value. To make better use of 
the information in the Deep Web, it is necessary to classify data 
sources based on content [7]-[8].

Fig. 1.  An example of Deep Web data source.

In recent years, scholars all over the world have propose 
many kinds of intelligent methods for the classification of data 
sources. Reference [9] combines the two methods to get the 
similarity of the search interface and implement classification. 
The first one is based on vector space. Classic TF-IDF statistics 
are used to obtain similarities between search interfaces. The 
other is to use HowNet to calculate the semantic similarity 
between two pages. Reference [10] proposes a  " one hot 
encoding" method to classify news headlines and summary 
information collected on the Deep Web. A content-based 
classification model is proposed in [11], which uses machine 
learning to filter unwanted information. Word2Vec word 
embedding tool is used to establish the classification model and 
classify the selected data set. Reference [12] proposes a new 
probabilistic subject model to realize text extension and enrich 
feature description. The deep architecture of the LSTM is 
applied to Web service recommendations and predictions for 
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encoding" method to classify news headlines and summary 
information collected on the Deep Web. A content-based 
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learning to filter unwanted information. Word2Vec word 
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more accurate service recommendations. A text categorization 
network model based on human conditioned reflex (BLSTM) is 
proposed in [13]. The receptor obtains context information 
through BLSTM, the nervous center obtains important 
information of sentences through attention mechanism, and the 
effector obtains more key information through CNN.  
Reference [14] proposes a coordinated CNN-LSTM-Attention 
model(CCLA). The semantic and emotional information of 
sentences and their relationships are adaptively encoded into 
vector representations of documents. Softmax regression 
classification is used to determine the emotional tendency in the 
text. For short text feature extension, there are two main 
methods at present [15]-[16]: (1) Using topic models such as 
potential Dirichlet allocation (LDA), Latent Semantic Analysis 
(LSA), and pLSA. (2) Using search engines and external 
knowledge bases like WordNet, HowNet, and Wikipedia. 

This paper propose a Deep Web data source classification 
method based on text feature expansion and extraction. In the 
feature extension stage, We choose extension words through the 
N-gram model which is easy to train and does not require an 
external corpus when during feature extension. Then, in the 
classification stage, we propose a classification method based 
on Attention-based Bi-LSTM. LSTM is an improvement on 
traditional RNN. Based on the RNN model, LSTM adds a cell 
control mechanism to solve the long-term dependence problem 
and the gradient explosion cause by excessive sequence length 
[17]-[18]. However, The LSTM model can only utilize the 
preceding part of the text and does not use the information 
below, so some semantic information will be lost. To solve this 
problem, we replace LSTM with Bi-LSTM, which can use both 
the above and below information simultaneously. Moreover, it 
is clear that each word in the text contributes differently to the 
characteristic representation of the text, so whether using the 
average output of each neuron in the network output layer or 
the output value of the last neuron, the vector representation of 
the text cannot be accurately obtained. Therefore, the best way 
is to use a weighted average to process the output of each 
neuron in the output layer. To achieve a weighted average, we 
use the Attention mechanism to handle the output of the Bi-
LSTM network. In summary, we propose the deep Web data 
source classification model based on N-gram and Attention-
based Bi-LSTM. Then we conducte multiple sets of 
comparative experiments on the UIUC TEL-8 dataset. The 
experimental results show that the Deep Web data source 
classification method based on n-gram and Attention-based Bi-
LSTM has better performance than existing methods. 

II. MATERIALS AND METHODS 

A. N-gram language model 
The N-gram language model plays a pivotal role in natural 

language processing. Especially in many NLP tasks such as 
machine translation, syntactic analysis, phrase recognition, 
part-of-speech tagging, handwriting recognition, and spelling 
correction. 

For a sentence S consisting of n words, the probability of its 
appearance is: 

P(S) = 𝑃𝑃(𝑤𝑤1, 𝑤𝑤2,∙∙∙, 𝑤𝑤𝑛𝑛)
          = P(𝑤𝑤1) ∗ P(𝑤𝑤2|𝑤𝑤1) ∗∙∙∙∗ P(𝑤𝑤𝑛𝑛|𝑤𝑤1𝑤𝑤2,∙∙∙, 𝑤𝑤𝑛𝑛−1)

                  =   ∏ P(𝑤𝑤𝑖𝑖|𝑤𝑤1𝑤𝑤2,∙∙∙, 𝑤𝑤𝑖𝑖−1)𝑛𝑛
𝑖𝑖=1                                  (1) 

The probability that (1) represents the ith word is determined 
by the previous i-1 words. However, a serious problem with this 
calculation method is that as the length of the sentence 
increases, the number of parameters that need to be trained will 
increase exponentially. To solve this problem, according to the 
Markov hypothesis, supposing that the appearance of the ith 
word is only related to the first n-1 words. Then, the probability 
of the sentence S = w1w2 ⋯ wn is: 

P(S) = 𝑃𝑃(𝑤𝑤1, 𝑤𝑤2,∙∙∙, 𝑤𝑤𝑛𝑛)
          = P(𝑤𝑤1) ∗ P(𝑤𝑤2|𝑤𝑤1) ∗∙∙∙∗ P(𝑤𝑤𝑛𝑛|𝑤𝑤1𝑤𝑤2,∙∙∙, 𝑤𝑤𝑛𝑛−1)

                  =   ∏ P(𝑤𝑤𝑖𝑖|𝑤𝑤1𝑤𝑤2,∙∙∙, 𝑤𝑤𝑖𝑖−1)𝑛𝑛
𝑖𝑖=1   

              ≈  ∏ P(𝑤𝑤𝑖𝑖|𝑤𝑤𝑖𝑖−𝑁𝑁+1𝑤𝑤𝑖𝑖−𝑁𝑁+2,∙∙∙, 𝑤𝑤𝑖𝑖−1)𝑛𝑛
𝑖𝑖=1                  (2) 

The above is the N-gram model. When N = 2, it is assumed 
that the appearance of each word is only related to one of the 
previous words, called Bi-gram, as shown in (2). 

                 𝑃𝑃(𝑆𝑆) ≈  ∏ P(𝑤𝑤𝑖𝑖|𝑤𝑤𝑖𝑖−1)𝑛𝑛
𝑖𝑖=1                           (3) 

In (3), 

                  P(𝑤𝑤𝑖𝑖|𝑤𝑤𝑖𝑖−1) =  𝑐𝑐(𝑤𝑤𝑖𝑖−1𝑤𝑤𝑖𝑖)
𝑐𝑐(𝑤𝑤𝑖𝑖−1)                                   (4) 

Where c(wi−1wi) refers to the number of occurrences of the 
word sequence wi−1wi in the training set, and c(wi−1) refers to 
the number of occurrences of the word wi−1. 

The performance of the models is different when choosing 
different N. The Bi-gram model is widely used in NLP. The 
larger N is, the more constraints appear on the next word, and 
the stronger the recognition ability of the language model, but 
the higher the complexity of model training, the more sparse the 
parameters. Conversely, if N is smaller, the language model is 
easier to train, and the parameters obtain from the corpus will 
be more, and the statistical information of the corpus can be 
better utilized. In the research and practical application of 
natural language processing, the Bi-gram model is the most 
used. 

B. Bidirectional Long Short-Term Memory Network 
Long short-term memory (LSTM) is an improvement of the 

recurrent neural network (RNN), which effectively solves the 
problem of disappearing gradients. LSTM solves the 
disappearing gradient problem in RNN by adding a gating 
function to the general recursive neural network [19]-[20]. Fig. 
2 shows the structure of the LSTM cell. 

As shown in Fig. 2, The LSTM cell is mainly composed of 
three parts: the input gate, the forgotten gate, and the output 
gate. Each gate consists of a sigmoid layer and a vector 
operation. The probability value of the sigmoid layer output is 
between 0 and 1, which describes how much each part can pass. 
The input gate allows the input signal to change the state of the 
memory unit or block it. Besides, the output gate allows the 
state of the memory cell to affect other neurons or block it. 
Finally, the forgotten gate allows the unit to remember or forget 
its previous state [21]. 
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more accurate service recommendations. A text categorization 
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comparative experiments on the UIUC TEL-8 dataset. The 
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that the appearance of each word is only related to one of the 
previous words, called Bi-gram, as shown in (2). 

                 𝑃𝑃(𝑆𝑆) ≈  ∏ P(𝑤𝑤𝑖𝑖|𝑤𝑤𝑖𝑖−1)𝑛𝑛
𝑖𝑖=1                           (3) 

In (3), 

                  P(𝑤𝑤𝑖𝑖|𝑤𝑤𝑖𝑖−1) =  𝑐𝑐(𝑤𝑤𝑖𝑖−1𝑤𝑤𝑖𝑖)
𝑐𝑐(𝑤𝑤𝑖𝑖−1)                                   (4) 

Where c(wi−1wi) refers to the number of occurrences of the 
word sequence wi−1wi in the training set, and c(wi−1) refers to 
the number of occurrences of the word wi−1. 

The performance of the models is different when choosing 
different N. The Bi-gram model is widely used in NLP. The 
larger N is, the more constraints appear on the next word, and 
the stronger the recognition ability of the language model, but 
the higher the complexity of model training, the more sparse the 
parameters. Conversely, if N is smaller, the language model is 
easier to train, and the parameters obtain from the corpus will 
be more, and the statistical information of the corpus can be 
better utilized. In the research and practical application of 
natural language processing, the Bi-gram model is the most 
used. 

B. Bidirectional Long Short-Term Memory Network 
Long short-term memory (LSTM) is an improvement of the 

recurrent neural network (RNN), which effectively solves the 
problem of disappearing gradients. LSTM solves the 
disappearing gradient problem in RNN by adding a gating 
function to the general recursive neural network [19]-[20]. Fig. 
2 shows the structure of the LSTM cell. 

As shown in Fig. 2, The LSTM cell is mainly composed of 
three parts: the input gate, the forgotten gate, and the output 
gate. Each gate consists of a sigmoid layer and a vector 
operation. The probability value of the sigmoid layer output is 
between 0 and 1, which describes how much each part can pass. 
The input gate allows the input signal to change the state of the 
memory unit or block it. Besides, the output gate allows the 
state of the memory cell to affect other neurons or block it. 
Finally, the forgotten gate allows the unit to remember or forget 
its previous state [21]. 
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more accurate service recommendations. A text categorization 
network model based on human conditioned reflex (BLSTM) is 
proposed in [13]. The receptor obtains context information 
through BLSTM, the nervous center obtains important 
information of sentences through attention mechanism, and the 
effector obtains more key information through CNN.  
Reference [14] proposes a coordinated CNN-LSTM-Attention 
model(CCLA). The semantic and emotional information of 
sentences and their relationships are adaptively encoded into 
vector representations of documents. Softmax regression 
classification is used to determine the emotional tendency in the 
text. For short text feature extension, there are two main 
methods at present [15]-[16]: (1) Using topic models such as 
potential Dirichlet allocation (LDA), Latent Semantic Analysis 
(LSA), and pLSA. (2) Using search engines and external 
knowledge bases like WordNet, HowNet, and Wikipedia. 

This paper propose a Deep Web data source classification 
method based on text feature expansion and extraction. In the 
feature extension stage, We choose extension words through the 
N-gram model which is easy to train and does not require an 
external corpus when during feature extension. Then, in the 
classification stage, we propose a classification method based 
on Attention-based Bi-LSTM. LSTM is an improvement on 
traditional RNN. Based on the RNN model, LSTM adds a cell 
control mechanism to solve the long-term dependence problem 
and the gradient explosion cause by excessive sequence length 
[17]-[18]. However, The LSTM model can only utilize the 
preceding part of the text and does not use the information 
below, so some semantic information will be lost. To solve this 
problem, we replace LSTM with Bi-LSTM, which can use both 
the above and below information simultaneously. Moreover, it 
is clear that each word in the text contributes differently to the 
characteristic representation of the text, so whether using the 
average output of each neuron in the network output layer or 
the output value of the last neuron, the vector representation of 
the text cannot be accurately obtained. Therefore, the best way 
is to use a weighted average to process the output of each 
neuron in the output layer. To achieve a weighted average, we 
use the Attention mechanism to handle the output of the Bi-
LSTM network. In summary, we propose the deep Web data 
source classification model based on N-gram and Attention-
based Bi-LSTM. Then we conducte multiple sets of 
comparative experiments on the UIUC TEL-8 dataset. The 
experimental results show that the Deep Web data source 
classification method based on n-gram and Attention-based Bi-
LSTM has better performance than existing methods. 

II. MATERIALS AND METHODS 

A. N-gram language model 
The N-gram language model plays a pivotal role in natural 

language processing. Especially in many NLP tasks such as 
machine translation, syntactic analysis, phrase recognition, 
part-of-speech tagging, handwriting recognition, and spelling 
correction. 

For a sentence S consisting of n words, the probability of its 
appearance is: 

P(S) = 𝑃𝑃(𝑤𝑤1, 𝑤𝑤2,∙∙∙, 𝑤𝑤𝑛𝑛)
          = P(𝑤𝑤1) ∗ P(𝑤𝑤2|𝑤𝑤1) ∗∙∙∙∗ P(𝑤𝑤𝑛𝑛|𝑤𝑤1𝑤𝑤2,∙∙∙, 𝑤𝑤𝑛𝑛−1)

                  =   ∏ P(𝑤𝑤𝑖𝑖|𝑤𝑤1𝑤𝑤2,∙∙∙, 𝑤𝑤𝑖𝑖−1)𝑛𝑛
𝑖𝑖=1                                  (1) 

The probability that (1) represents the ith word is determined 
by the previous i-1 words. However, a serious problem with this 
calculation method is that as the length of the sentence 
increases, the number of parameters that need to be trained will 
increase exponentially. To solve this problem, according to the 
Markov hypothesis, supposing that the appearance of the ith 
word is only related to the first n-1 words. Then, the probability 
of the sentence S = w1w2 ⋯ wn is: 

P(S) = 𝑃𝑃(𝑤𝑤1, 𝑤𝑤2,∙∙∙, 𝑤𝑤𝑛𝑛)
          = P(𝑤𝑤1) ∗ P(𝑤𝑤2|𝑤𝑤1) ∗∙∙∙∗ P(𝑤𝑤𝑛𝑛|𝑤𝑤1𝑤𝑤2,∙∙∙, 𝑤𝑤𝑛𝑛−1)

                  =   ∏ P(𝑤𝑤𝑖𝑖|𝑤𝑤1𝑤𝑤2,∙∙∙, 𝑤𝑤𝑖𝑖−1)𝑛𝑛
𝑖𝑖=1   

              ≈  ∏ P(𝑤𝑤𝑖𝑖|𝑤𝑤𝑖𝑖−𝑁𝑁+1𝑤𝑤𝑖𝑖−𝑁𝑁+2,∙∙∙, 𝑤𝑤𝑖𝑖−1)𝑛𝑛
𝑖𝑖=1                  (2) 

The above is the N-gram model. When N = 2, it is assumed 
that the appearance of each word is only related to one of the 
previous words, called Bi-gram, as shown in (2). 

                 𝑃𝑃(𝑆𝑆) ≈  ∏ P(𝑤𝑤𝑖𝑖|𝑤𝑤𝑖𝑖−1)𝑛𝑛
𝑖𝑖=1                           (3) 

In (3), 

                  P(𝑤𝑤𝑖𝑖|𝑤𝑤𝑖𝑖−1) =  𝑐𝑐(𝑤𝑤𝑖𝑖−1𝑤𝑤𝑖𝑖)
𝑐𝑐(𝑤𝑤𝑖𝑖−1)                                   (4) 

Where c(wi−1wi) refers to the number of occurrences of the 
word sequence wi−1wi in the training set, and c(wi−1) refers to 
the number of occurrences of the word wi−1. 

The performance of the models is different when choosing 
different N. The Bi-gram model is widely used in NLP. The 
larger N is, the more constraints appear on the next word, and 
the stronger the recognition ability of the language model, but 
the higher the complexity of model training, the more sparse the 
parameters. Conversely, if N is smaller, the language model is 
easier to train, and the parameters obtain from the corpus will 
be more, and the statistical information of the corpus can be 
better utilized. In the research and practical application of 
natural language processing, the Bi-gram model is the most 
used. 

B. Bidirectional Long Short-Term Memory Network 
Long short-term memory (LSTM) is an improvement of the 

recurrent neural network (RNN), which effectively solves the 
problem of disappearing gradients. LSTM solves the 
disappearing gradient problem in RNN by adding a gating 
function to the general recursive neural network [19]-[20]. Fig. 
2 shows the structure of the LSTM cell. 

As shown in Fig. 2, The LSTM cell is mainly composed of 
three parts: the input gate, the forgotten gate, and the output 
gate. Each gate consists of a sigmoid layer and a vector 
operation. The probability value of the sigmoid layer output is 
between 0 and 1, which describes how much each part can pass. 
The input gate allows the input signal to change the state of the 
memory unit or block it. Besides, the output gate allows the 
state of the memory cell to affect other neurons or block it. 
Finally, the forgotten gate allows the unit to remember or forget 
its previous state [21]. 
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Abstract—With the growth of volume of high quality 

information in the Deep Web, as the key to utilize this information, 
Deep Web data source classification becomes one topic with great 
research value. In this paper, we propose a Deep Web data source 
classification method based on text feature extension and 
extraction. Firstly, because the data source contains less text, some 
data sources even contain less than 10 words. In order to classify 
the data source based on the text content, the original text must be 
extended. In text feature extension stage, we use the N-gram model 
to select extension words. Secondly, we proposed a feature 
extraction and classification method based on Attention-based Bi-
LSTM. By combining LSTM and Attention mechanism, we can 
obtain contextual semantic representation and focus on words that 
are closer to the theme of the text, so that more accurate text vector 
representation can be obtained. In order to evaluate the 
performance of our classification model, some experiments are 
executed on the UIUC TEL-8 dataset. The experimental result 
shows that Deep Web data source classification method based on 
text feature extension and extraction has certain promotion in 
performance than some existing methods.

Index Terms—Deep Web, Classification, Attention mechanism,
Feature extension.

I. INTRODUCTION

VER the past decade, the number of web pages has grown 
exponentially with the popularity of the Internet [1]. At 

present, Surface Web refers to resources that can be accessed 
through static hyperlinks, usually static HTML pages [2]. Such 
resources can be crawled by web crawlers and are also visible 
to search engines. Whereas Deep Web refers to resources that 
are not hidden in the Web database and cannot be crawled by 
the web crawler. These resources are invisible to the search 
engine, users who want to get data in it must fill out the form 
and submit it according to actual needs to dynamically obtain 
Deep Web resources [3]. Fig. 1 shows an example of the Deep 
Web. According to statistic, Deep Web has the following 
advantages compared to Surface Web [4]-[6] (1) Information in 
Deep Web is 700 to 800 times that of Surface Web information. 
It includes a large amount of information that traditional search 
engines cannot find, and its growth rate is much higher than 
Surface Web; (2) The information contains in Deep Web is of 
higher quality than the information contained in the Surface 
Web. Moreover, Deep Web contains information in all areas. In 
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the field of integration, structured data has a higher value, and 
the Deep Web contains information that is typically structured 
data. (3) Everyone has access to more than 90% of the Deep 
Web information, and we can get it for free, which greatly 
facilitates the interconnection of information. Therefore, 
research on Deep Web information acquisition has higher 
practical significance and practical value. To make better use of 
the information in the Deep Web, it is necessary to classify data 
sources based on content [7]-[8].

Fig. 1.  An example of Deep Web data source.

In recent years, scholars all over the world have propose 
many kinds of intelligent methods for the classification of data 
sources. Reference [9] combines the two methods to get the 
similarity of the search interface and implement classification. 
The first one is based on vector space. Classic TF-IDF statistics 
are used to obtain similarities between search interfaces. The 
other is to use HowNet to calculate the semantic similarity 
between two pages. Reference [10] proposes a  " one hot 
encoding" method to classify news headlines and summary 
information collected on the Deep Web. A content-based 
classification model is proposed in [11], which uses machine 
learning to filter unwanted information. Word2Vec word 
embedding tool is used to establish the classification model and 
classify the selected data set. Reference [12] proposes a new 
probabilistic subject model to realize text extension and enrich 
feature description. The deep architecture of the LSTM is 
applied to Web service recommendations and predictions for 
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more accurate service recommendations. A text categorization 
network model based on human conditioned reflex (BLSTM) is 
proposed in [13]. The receptor obtains context information 
through BLSTM, the nervous center obtains important 
information of sentences through attention mechanism, and the 
effector obtains more key information through CNN.  
Reference [14] proposes a coordinated CNN-LSTM-Attention 
model(CCLA). The semantic and emotional information of 
sentences and their relationships are adaptively encoded into 
vector representations of documents. Softmax regression 
classification is used to determine the emotional tendency in the 
text. For short text feature extension, there are two main 
methods at present [15]-[16]: (1) Using topic models such as 
potential Dirichlet allocation (LDA), Latent Semantic Analysis 
(LSA), and pLSA. (2) Using search engines and external 
knowledge bases like WordNet, HowNet, and Wikipedia. 

This paper propose a Deep Web data source classification 
method based on text feature expansion and extraction. In the 
feature extension stage, We choose extension words through the 
N-gram model which is easy to train and does not require an 
external corpus when during feature extension. Then, in the 
classification stage, we propose a classification method based 
on Attention-based Bi-LSTM. LSTM is an improvement on 
traditional RNN. Based on the RNN model, LSTM adds a cell 
control mechanism to solve the long-term dependence problem 
and the gradient explosion cause by excessive sequence length 
[17]-[18]. However, The LSTM model can only utilize the 
preceding part of the text and does not use the information 
below, so some semantic information will be lost. To solve this 
problem, we replace LSTM with Bi-LSTM, which can use both 
the above and below information simultaneously. Moreover, it 
is clear that each word in the text contributes differently to the 
characteristic representation of the text, so whether using the 
average output of each neuron in the network output layer or 
the output value of the last neuron, the vector representation of 
the text cannot be accurately obtained. Therefore, the best way 
is to use a weighted average to process the output of each 
neuron in the output layer. To achieve a weighted average, we 
use the Attention mechanism to handle the output of the Bi-
LSTM network. In summary, we propose the deep Web data 
source classification model based on N-gram and Attention-
based Bi-LSTM. Then we conducte multiple sets of 
comparative experiments on the UIUC TEL-8 dataset. The 
experimental results show that the Deep Web data source 
classification method based on n-gram and Attention-based Bi-
LSTM has better performance than existing methods. 

II. MATERIALS AND METHODS 

A. N-gram language model 
The N-gram language model plays a pivotal role in natural 

language processing. Especially in many NLP tasks such as 
machine translation, syntactic analysis, phrase recognition, 
part-of-speech tagging, handwriting recognition, and spelling 
correction. 

For a sentence S consisting of n words, the probability of its 
appearance is: 

P(S) = 𝑃𝑃(𝑤𝑤1, 𝑤𝑤2,∙∙∙, 𝑤𝑤𝑛𝑛)
          = P(𝑤𝑤1) ∗ P(𝑤𝑤2|𝑤𝑤1) ∗∙∙∙∗ P(𝑤𝑤𝑛𝑛|𝑤𝑤1𝑤𝑤2,∙∙∙, 𝑤𝑤𝑛𝑛−1)

                  =   ∏ P(𝑤𝑤𝑖𝑖|𝑤𝑤1𝑤𝑤2,∙∙∙, 𝑤𝑤𝑖𝑖−1)𝑛𝑛
𝑖𝑖=1                                  (1) 

The probability that (1) represents the ith word is determined 
by the previous i-1 words. However, a serious problem with this 
calculation method is that as the length of the sentence 
increases, the number of parameters that need to be trained will 
increase exponentially. To solve this problem, according to the 
Markov hypothesis, supposing that the appearance of the ith 
word is only related to the first n-1 words. Then, the probability 
of the sentence S = w1w2 ⋯ wn is: 

P(S) = 𝑃𝑃(𝑤𝑤1, 𝑤𝑤2,∙∙∙, 𝑤𝑤𝑛𝑛)
          = P(𝑤𝑤1) ∗ P(𝑤𝑤2|𝑤𝑤1) ∗∙∙∙∗ P(𝑤𝑤𝑛𝑛|𝑤𝑤1𝑤𝑤2,∙∙∙, 𝑤𝑤𝑛𝑛−1)

                  =   ∏ P(𝑤𝑤𝑖𝑖|𝑤𝑤1𝑤𝑤2,∙∙∙, 𝑤𝑤𝑖𝑖−1)𝑛𝑛
𝑖𝑖=1   

              ≈  ∏ P(𝑤𝑤𝑖𝑖|𝑤𝑤𝑖𝑖−𝑁𝑁+1𝑤𝑤𝑖𝑖−𝑁𝑁+2,∙∙∙, 𝑤𝑤𝑖𝑖−1)𝑛𝑛
𝑖𝑖=1                  (2) 

The above is the N-gram model. When N = 2, it is assumed 
that the appearance of each word is only related to one of the 
previous words, called Bi-gram, as shown in (2). 

                 𝑃𝑃(𝑆𝑆) ≈  ∏ P(𝑤𝑤𝑖𝑖|𝑤𝑤𝑖𝑖−1)𝑛𝑛
𝑖𝑖=1                           (3) 

In (3), 

                  P(𝑤𝑤𝑖𝑖|𝑤𝑤𝑖𝑖−1) =  𝑐𝑐(𝑤𝑤𝑖𝑖−1𝑤𝑤𝑖𝑖)
𝑐𝑐(𝑤𝑤𝑖𝑖−1)                                   (4) 

Where c(wi−1wi) refers to the number of occurrences of the 
word sequence wi−1wi in the training set, and c(wi−1) refers to 
the number of occurrences of the word wi−1. 

The performance of the models is different when choosing 
different N. The Bi-gram model is widely used in NLP. The 
larger N is, the more constraints appear on the next word, and 
the stronger the recognition ability of the language model, but 
the higher the complexity of model training, the more sparse the 
parameters. Conversely, if N is smaller, the language model is 
easier to train, and the parameters obtain from the corpus will 
be more, and the statistical information of the corpus can be 
better utilized. In the research and practical application of 
natural language processing, the Bi-gram model is the most 
used. 

B. Bidirectional Long Short-Term Memory Network 
Long short-term memory (LSTM) is an improvement of the 

recurrent neural network (RNN), which effectively solves the 
problem of disappearing gradients. LSTM solves the 
disappearing gradient problem in RNN by adding a gating 
function to the general recursive neural network [19]-[20]. Fig. 
2 shows the structure of the LSTM cell. 

As shown in Fig. 2, The LSTM cell is mainly composed of 
three parts: the input gate, the forgotten gate, and the output 
gate. Each gate consists of a sigmoid layer and a vector 
operation. The probability value of the sigmoid layer output is 
between 0 and 1, which describes how much each part can pass. 
The input gate allows the input signal to change the state of the 
memory unit or block it. Besides, the output gate allows the 
state of the memory cell to affect other neurons or block it. 
Finally, the forgotten gate allows the unit to remember or forget 
its previous state [21]. 
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more accurate service recommendations. A text categorization 
network model based on human conditioned reflex (BLSTM) is 
proposed in [13]. The receptor obtains context information 
through BLSTM, the nervous center obtains important 
information of sentences through attention mechanism, and the 
effector obtains more key information through CNN.  
Reference [14] proposes a coordinated CNN-LSTM-Attention 
model(CCLA). The semantic and emotional information of 
sentences and their relationships are adaptively encoded into 
vector representations of documents. Softmax regression 
classification is used to determine the emotional tendency in the 
text. For short text feature extension, there are two main 
methods at present [15]-[16]: (1) Using topic models such as 
potential Dirichlet allocation (LDA), Latent Semantic Analysis 
(LSA), and pLSA. (2) Using search engines and external 
knowledge bases like WordNet, HowNet, and Wikipedia. 

This paper propose a Deep Web data source classification 
method based on text feature expansion and extraction. In the 
feature extension stage, We choose extension words through the 
N-gram model which is easy to train and does not require an 
external corpus when during feature extension. Then, in the 
classification stage, we propose a classification method based 
on Attention-based Bi-LSTM. LSTM is an improvement on 
traditional RNN. Based on the RNN model, LSTM adds a cell 
control mechanism to solve the long-term dependence problem 
and the gradient explosion cause by excessive sequence length 
[17]-[18]. However, The LSTM model can only utilize the 
preceding part of the text and does not use the information 
below, so some semantic information will be lost. To solve this 
problem, we replace LSTM with Bi-LSTM, which can use both 
the above and below information simultaneously. Moreover, it 
is clear that each word in the text contributes differently to the 
characteristic representation of the text, so whether using the 
average output of each neuron in the network output layer or 
the output value of the last neuron, the vector representation of 
the text cannot be accurately obtained. Therefore, the best way 
is to use a weighted average to process the output of each 
neuron in the output layer. To achieve a weighted average, we 
use the Attention mechanism to handle the output of the Bi-
LSTM network. In summary, we propose the deep Web data 
source classification model based on N-gram and Attention-
based Bi-LSTM. Then we conducte multiple sets of 
comparative experiments on the UIUC TEL-8 dataset. The 
experimental results show that the Deep Web data source 
classification method based on n-gram and Attention-based Bi-
LSTM has better performance than existing methods. 

II. MATERIALS AND METHODS 

A. N-gram language model 
The N-gram language model plays a pivotal role in natural 

language processing. Especially in many NLP tasks such as 
machine translation, syntactic analysis, phrase recognition, 
part-of-speech tagging, handwriting recognition, and spelling 
correction. 

For a sentence S consisting of n words, the probability of its 
appearance is: 

P(S) = 𝑃𝑃(𝑤𝑤1, 𝑤𝑤2,∙∙∙, 𝑤𝑤𝑛𝑛)
          = P(𝑤𝑤1) ∗ P(𝑤𝑤2|𝑤𝑤1) ∗∙∙∙∗ P(𝑤𝑤𝑛𝑛|𝑤𝑤1𝑤𝑤2,∙∙∙, 𝑤𝑤𝑛𝑛−1)

                  =   ∏ P(𝑤𝑤𝑖𝑖|𝑤𝑤1𝑤𝑤2,∙∙∙, 𝑤𝑤𝑖𝑖−1)𝑛𝑛
𝑖𝑖=1                                  (1) 

The probability that (1) represents the ith word is determined 
by the previous i-1 words. However, a serious problem with this 
calculation method is that as the length of the sentence 
increases, the number of parameters that need to be trained will 
increase exponentially. To solve this problem, according to the 
Markov hypothesis, supposing that the appearance of the ith 
word is only related to the first n-1 words. Then, the probability 
of the sentence S = w1w2 ⋯ wn is: 

P(S) = 𝑃𝑃(𝑤𝑤1, 𝑤𝑤2,∙∙∙, 𝑤𝑤𝑛𝑛)
          = P(𝑤𝑤1) ∗ P(𝑤𝑤2|𝑤𝑤1) ∗∙∙∙∗ P(𝑤𝑤𝑛𝑛|𝑤𝑤1𝑤𝑤2,∙∙∙, 𝑤𝑤𝑛𝑛−1)

                  =   ∏ P(𝑤𝑤𝑖𝑖|𝑤𝑤1𝑤𝑤2,∙∙∙, 𝑤𝑤𝑖𝑖−1)𝑛𝑛
𝑖𝑖=1   

              ≈  ∏ P(𝑤𝑤𝑖𝑖|𝑤𝑤𝑖𝑖−𝑁𝑁+1𝑤𝑤𝑖𝑖−𝑁𝑁+2,∙∙∙, 𝑤𝑤𝑖𝑖−1)𝑛𝑛
𝑖𝑖=1                  (2) 

The above is the N-gram model. When N = 2, it is assumed 
that the appearance of each word is only related to one of the 
previous words, called Bi-gram, as shown in (2). 

                 𝑃𝑃(𝑆𝑆) ≈  ∏ P(𝑤𝑤𝑖𝑖|𝑤𝑤𝑖𝑖−1)𝑛𝑛
𝑖𝑖=1                           (3) 

In (3), 

                  P(𝑤𝑤𝑖𝑖|𝑤𝑤𝑖𝑖−1) =  𝑐𝑐(𝑤𝑤𝑖𝑖−1𝑤𝑤𝑖𝑖)
𝑐𝑐(𝑤𝑤𝑖𝑖−1)                                   (4) 

Where c(wi−1wi) refers to the number of occurrences of the 
word sequence wi−1wi in the training set, and c(wi−1) refers to 
the number of occurrences of the word wi−1. 

The performance of the models is different when choosing 
different N. The Bi-gram model is widely used in NLP. The 
larger N is, the more constraints appear on the next word, and 
the stronger the recognition ability of the language model, but 
the higher the complexity of model training, the more sparse the 
parameters. Conversely, if N is smaller, the language model is 
easier to train, and the parameters obtain from the corpus will 
be more, and the statistical information of the corpus can be 
better utilized. In the research and practical application of 
natural language processing, the Bi-gram model is the most 
used. 

B. Bidirectional Long Short-Term Memory Network 
Long short-term memory (LSTM) is an improvement of the 

recurrent neural network (RNN), which effectively solves the 
problem of disappearing gradients. LSTM solves the 
disappearing gradient problem in RNN by adding a gating 
function to the general recursive neural network [19]-[20]. Fig. 
2 shows the structure of the LSTM cell. 

As shown in Fig. 2, The LSTM cell is mainly composed of 
three parts: the input gate, the forgotten gate, and the output 
gate. Each gate consists of a sigmoid layer and a vector 
operation. The probability value of the sigmoid layer output is 
between 0 and 1, which describes how much each part can pass. 
The input gate allows the input signal to change the state of the 
memory unit or block it. Besides, the output gate allows the 
state of the memory cell to affect other neurons or block it. 
Finally, the forgotten gate allows the unit to remember or forget 
its previous state [21]. 
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more accurate service recommendations. A text categorization 
network model based on human conditioned reflex (BLSTM) is 
proposed in [13]. The receptor obtains context information 
through BLSTM, the nervous center obtains important 
information of sentences through attention mechanism, and the 
effector obtains more key information through CNN.  
Reference [14] proposes a coordinated CNN-LSTM-Attention 
model(CCLA). The semantic and emotional information of 
sentences and their relationships are adaptively encoded into 
vector representations of documents. Softmax regression 
classification is used to determine the emotional tendency in the 
text. For short text feature extension, there are two main 
methods at present [15]-[16]: (1) Using topic models such as 
potential Dirichlet allocation (LDA), Latent Semantic Analysis 
(LSA), and pLSA. (2) Using search engines and external 
knowledge bases like WordNet, HowNet, and Wikipedia. 

This paper propose a Deep Web data source classification 
method based on text feature expansion and extraction. In the 
feature extension stage, We choose extension words through the 
N-gram model which is easy to train and does not require an 
external corpus when during feature extension. Then, in the 
classification stage, we propose a classification method based 
on Attention-based Bi-LSTM. LSTM is an improvement on 
traditional RNN. Based on the RNN model, LSTM adds a cell 
control mechanism to solve the long-term dependence problem 
and the gradient explosion cause by excessive sequence length 
[17]-[18]. However, The LSTM model can only utilize the 
preceding part of the text and does not use the information 
below, so some semantic information will be lost. To solve this 
problem, we replace LSTM with Bi-LSTM, which can use both 
the above and below information simultaneously. Moreover, it 
is clear that each word in the text contributes differently to the 
characteristic representation of the text, so whether using the 
average output of each neuron in the network output layer or 
the output value of the last neuron, the vector representation of 
the text cannot be accurately obtained. Therefore, the best way 
is to use a weighted average to process the output of each 
neuron in the output layer. To achieve a weighted average, we 
use the Attention mechanism to handle the output of the Bi-
LSTM network. In summary, we propose the deep Web data 
source classification model based on N-gram and Attention-
based Bi-LSTM. Then we conducte multiple sets of 
comparative experiments on the UIUC TEL-8 dataset. The 
experimental results show that the Deep Web data source 
classification method based on n-gram and Attention-based Bi-
LSTM has better performance than existing methods. 

II. MATERIALS AND METHODS 

A. N-gram language model 
The N-gram language model plays a pivotal role in natural 

language processing. Especially in many NLP tasks such as 
machine translation, syntactic analysis, phrase recognition, 
part-of-speech tagging, handwriting recognition, and spelling 
correction. 

For a sentence S consisting of n words, the probability of its 
appearance is: 

P(S) = 𝑃𝑃(𝑤𝑤1, 𝑤𝑤2,∙∙∙, 𝑤𝑤𝑛𝑛)
          = P(𝑤𝑤1) ∗ P(𝑤𝑤2|𝑤𝑤1) ∗∙∙∙∗ P(𝑤𝑤𝑛𝑛|𝑤𝑤1𝑤𝑤2,∙∙∙, 𝑤𝑤𝑛𝑛−1)

                  =   ∏ P(𝑤𝑤𝑖𝑖|𝑤𝑤1𝑤𝑤2,∙∙∙, 𝑤𝑤𝑖𝑖−1)𝑛𝑛
𝑖𝑖=1                                  (1) 

The probability that (1) represents the ith word is determined 
by the previous i-1 words. However, a serious problem with this 
calculation method is that as the length of the sentence 
increases, the number of parameters that need to be trained will 
increase exponentially. To solve this problem, according to the 
Markov hypothesis, supposing that the appearance of the ith 
word is only related to the first n-1 words. Then, the probability 
of the sentence S = w1w2 ⋯ wn is: 

P(S) = 𝑃𝑃(𝑤𝑤1, 𝑤𝑤2,∙∙∙, 𝑤𝑤𝑛𝑛)
          = P(𝑤𝑤1) ∗ P(𝑤𝑤2|𝑤𝑤1) ∗∙∙∙∗ P(𝑤𝑤𝑛𝑛|𝑤𝑤1𝑤𝑤2,∙∙∙, 𝑤𝑤𝑛𝑛−1)

                  =   ∏ P(𝑤𝑤𝑖𝑖|𝑤𝑤1𝑤𝑤2,∙∙∙, 𝑤𝑤𝑖𝑖−1)𝑛𝑛
𝑖𝑖=1   

              ≈  ∏ P(𝑤𝑤𝑖𝑖|𝑤𝑤𝑖𝑖−𝑁𝑁+1𝑤𝑤𝑖𝑖−𝑁𝑁+2,∙∙∙, 𝑤𝑤𝑖𝑖−1)𝑛𝑛
𝑖𝑖=1                  (2) 

The above is the N-gram model. When N = 2, it is assumed 
that the appearance of each word is only related to one of the 
previous words, called Bi-gram, as shown in (2). 

                 𝑃𝑃(𝑆𝑆) ≈  ∏ P(𝑤𝑤𝑖𝑖|𝑤𝑤𝑖𝑖−1)𝑛𝑛
𝑖𝑖=1                           (3) 

In (3), 

                  P(𝑤𝑤𝑖𝑖|𝑤𝑤𝑖𝑖−1) =  𝑐𝑐(𝑤𝑤𝑖𝑖−1𝑤𝑤𝑖𝑖)
𝑐𝑐(𝑤𝑤𝑖𝑖−1)                                   (4) 

Where c(wi−1wi) refers to the number of occurrences of the 
word sequence wi−1wi in the training set, and c(wi−1) refers to 
the number of occurrences of the word wi−1. 

The performance of the models is different when choosing 
different N. The Bi-gram model is widely used in NLP. The 
larger N is, the more constraints appear on the next word, and 
the stronger the recognition ability of the language model, but 
the higher the complexity of model training, the more sparse the 
parameters. Conversely, if N is smaller, the language model is 
easier to train, and the parameters obtain from the corpus will 
be more, and the statistical information of the corpus can be 
better utilized. In the research and practical application of 
natural language processing, the Bi-gram model is the most 
used. 

B. Bidirectional Long Short-Term Memory Network 
Long short-term memory (LSTM) is an improvement of the 

recurrent neural network (RNN), which effectively solves the 
problem of disappearing gradients. LSTM solves the 
disappearing gradient problem in RNN by adding a gating 
function to the general recursive neural network [19]-[20]. Fig. 
2 shows the structure of the LSTM cell. 

As shown in Fig. 2, The LSTM cell is mainly composed of 
three parts: the input gate, the forgotten gate, and the output 
gate. Each gate consists of a sigmoid layer and a vector 
operation. The probability value of the sigmoid layer output is 
between 0 and 1, which describes how much each part can pass. 
The input gate allows the input signal to change the state of the 
memory unit or block it. Besides, the output gate allows the 
state of the memory cell to affect other neurons or block it. 
Finally, the forgotten gate allows the unit to remember or forget 
its previous state [21]. 
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more accurate service recommendations. A text categorization 
network model based on human conditioned reflex (BLSTM) is 
proposed in [13]. The receptor obtains context information 
through BLSTM, the nervous center obtains important 
information of sentences through attention mechanism, and the 
effector obtains more key information through CNN.  
Reference [14] proposes a coordinated CNN-LSTM-Attention 
model(CCLA). The semantic and emotional information of 
sentences and their relationships are adaptively encoded into 
vector representations of documents. Softmax regression 
classification is used to determine the emotional tendency in the 
text. For short text feature extension, there are two main 
methods at present [15]-[16]: (1) Using topic models such as 
potential Dirichlet allocation (LDA), Latent Semantic Analysis 
(LSA), and pLSA. (2) Using search engines and external 
knowledge bases like WordNet, HowNet, and Wikipedia. 

This paper propose a Deep Web data source classification 
method based on text feature expansion and extraction. In the 
feature extension stage, We choose extension words through the 
N-gram model which is easy to train and does not require an 
external corpus when during feature extension. Then, in the 
classification stage, we propose a classification method based 
on Attention-based Bi-LSTM. LSTM is an improvement on 
traditional RNN. Based on the RNN model, LSTM adds a cell 
control mechanism to solve the long-term dependence problem 
and the gradient explosion cause by excessive sequence length 
[17]-[18]. However, The LSTM model can only utilize the 
preceding part of the text and does not use the information 
below, so some semantic information will be lost. To solve this 
problem, we replace LSTM with Bi-LSTM, which can use both 
the above and below information simultaneously. Moreover, it 
is clear that each word in the text contributes differently to the 
characteristic representation of the text, so whether using the 
average output of each neuron in the network output layer or 
the output value of the last neuron, the vector representation of 
the text cannot be accurately obtained. Therefore, the best way 
is to use a weighted average to process the output of each 
neuron in the output layer. To achieve a weighted average, we 
use the Attention mechanism to handle the output of the Bi-
LSTM network. In summary, we propose the deep Web data 
source classification model based on N-gram and Attention-
based Bi-LSTM. Then we conducte multiple sets of 
comparative experiments on the UIUC TEL-8 dataset. The 
experimental results show that the Deep Web data source 
classification method based on n-gram and Attention-based Bi-
LSTM has better performance than existing methods. 

II. MATERIALS AND METHODS 

A. N-gram language model 
The N-gram language model plays a pivotal role in natural 

language processing. Especially in many NLP tasks such as 
machine translation, syntactic analysis, phrase recognition, 
part-of-speech tagging, handwriting recognition, and spelling 
correction. 

For a sentence S consisting of n words, the probability of its 
appearance is: 

P(S) = 𝑃𝑃(𝑤𝑤1, 𝑤𝑤2,∙∙∙, 𝑤𝑤𝑛𝑛)
          = P(𝑤𝑤1) ∗ P(𝑤𝑤2|𝑤𝑤1) ∗∙∙∙∗ P(𝑤𝑤𝑛𝑛|𝑤𝑤1𝑤𝑤2,∙∙∙, 𝑤𝑤𝑛𝑛−1)

                  =   ∏ P(𝑤𝑤𝑖𝑖|𝑤𝑤1𝑤𝑤2,∙∙∙, 𝑤𝑤𝑖𝑖−1)𝑛𝑛
𝑖𝑖=1                                  (1) 

The probability that (1) represents the ith word is determined 
by the previous i-1 words. However, a serious problem with this 
calculation method is that as the length of the sentence 
increases, the number of parameters that need to be trained will 
increase exponentially. To solve this problem, according to the 
Markov hypothesis, supposing that the appearance of the ith 
word is only related to the first n-1 words. Then, the probability 
of the sentence S = w1w2 ⋯ wn is: 

P(S) = 𝑃𝑃(𝑤𝑤1, 𝑤𝑤2,∙∙∙, 𝑤𝑤𝑛𝑛)
          = P(𝑤𝑤1) ∗ P(𝑤𝑤2|𝑤𝑤1) ∗∙∙∙∗ P(𝑤𝑤𝑛𝑛|𝑤𝑤1𝑤𝑤2,∙∙∙, 𝑤𝑤𝑛𝑛−1)

                  =   ∏ P(𝑤𝑤𝑖𝑖|𝑤𝑤1𝑤𝑤2,∙∙∙, 𝑤𝑤𝑖𝑖−1)𝑛𝑛
𝑖𝑖=1   

              ≈  ∏ P(𝑤𝑤𝑖𝑖|𝑤𝑤𝑖𝑖−𝑁𝑁+1𝑤𝑤𝑖𝑖−𝑁𝑁+2,∙∙∙, 𝑤𝑤𝑖𝑖−1)𝑛𝑛
𝑖𝑖=1                  (2) 

The above is the N-gram model. When N = 2, it is assumed 
that the appearance of each word is only related to one of the 
previous words, called Bi-gram, as shown in (2). 

                 𝑃𝑃(𝑆𝑆) ≈  ∏ P(𝑤𝑤𝑖𝑖|𝑤𝑤𝑖𝑖−1)𝑛𝑛
𝑖𝑖=1                           (3) 

In (3), 

                  P(𝑤𝑤𝑖𝑖|𝑤𝑤𝑖𝑖−1) =  𝑐𝑐(𝑤𝑤𝑖𝑖−1𝑤𝑤𝑖𝑖)
𝑐𝑐(𝑤𝑤𝑖𝑖−1)                                   (4) 

Where c(wi−1wi) refers to the number of occurrences of the 
word sequence wi−1wi in the training set, and c(wi−1) refers to 
the number of occurrences of the word wi−1. 

The performance of the models is different when choosing 
different N. The Bi-gram model is widely used in NLP. The 
larger N is, the more constraints appear on the next word, and 
the stronger the recognition ability of the language model, but 
the higher the complexity of model training, the more sparse the 
parameters. Conversely, if N is smaller, the language model is 
easier to train, and the parameters obtain from the corpus will 
be more, and the statistical information of the corpus can be 
better utilized. In the research and practical application of 
natural language processing, the Bi-gram model is the most 
used. 

B. Bidirectional Long Short-Term Memory Network 
Long short-term memory (LSTM) is an improvement of the 

recurrent neural network (RNN), which effectively solves the 
problem of disappearing gradients. LSTM solves the 
disappearing gradient problem in RNN by adding a gating 
function to the general recursive neural network [19]-[20]. Fig. 
2 shows the structure of the LSTM cell. 

As shown in Fig. 2, The LSTM cell is mainly composed of 
three parts: the input gate, the forgotten gate, and the output 
gate. Each gate consists of a sigmoid layer and a vector 
operation. The probability value of the sigmoid layer output is 
between 0 and 1, which describes how much each part can pass. 
The input gate allows the input signal to change the state of the 
memory unit or block it. Besides, the output gate allows the 
state of the memory cell to affect other neurons or block it. 
Finally, the forgotten gate allows the unit to remember or forget 
its previous state [21]. 
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more accurate service recommendations. A text categorization 
network model based on human conditioned reflex (BLSTM) is 
proposed in [13]. The receptor obtains context information 
through BLSTM, the nervous center obtains important 
information of sentences through attention mechanism, and the 
effector obtains more key information through CNN.  
Reference [14] proposes a coordinated CNN-LSTM-Attention 
model(CCLA). The semantic and emotional information of 
sentences and their relationships are adaptively encoded into 
vector representations of documents. Softmax regression 
classification is used to determine the emotional tendency in the 
text. For short text feature extension, there are two main 
methods at present [15]-[16]: (1) Using topic models such as 
potential Dirichlet allocation (LDA), Latent Semantic Analysis 
(LSA), and pLSA. (2) Using search engines and external 
knowledge bases like WordNet, HowNet, and Wikipedia. 

This paper propose a Deep Web data source classification 
method based on text feature expansion and extraction. In the 
feature extension stage, We choose extension words through the 
N-gram model which is easy to train and does not require an 
external corpus when during feature extension. Then, in the 
classification stage, we propose a classification method based 
on Attention-based Bi-LSTM. LSTM is an improvement on 
traditional RNN. Based on the RNN model, LSTM adds a cell 
control mechanism to solve the long-term dependence problem 
and the gradient explosion cause by excessive sequence length 
[17]-[18]. However, The LSTM model can only utilize the 
preceding part of the text and does not use the information 
below, so some semantic information will be lost. To solve this 
problem, we replace LSTM with Bi-LSTM, which can use both 
the above and below information simultaneously. Moreover, it 
is clear that each word in the text contributes differently to the 
characteristic representation of the text, so whether using the 
average output of each neuron in the network output layer or 
the output value of the last neuron, the vector representation of 
the text cannot be accurately obtained. Therefore, the best way 
is to use a weighted average to process the output of each 
neuron in the output layer. To achieve a weighted average, we 
use the Attention mechanism to handle the output of the Bi-
LSTM network. In summary, we propose the deep Web data 
source classification model based on N-gram and Attention-
based Bi-LSTM. Then we conducte multiple sets of 
comparative experiments on the UIUC TEL-8 dataset. The 
experimental results show that the Deep Web data source 
classification method based on n-gram and Attention-based Bi-
LSTM has better performance than existing methods. 

II. MATERIALS AND METHODS 

A. N-gram language model 
The N-gram language model plays a pivotal role in natural 

language processing. Especially in many NLP tasks such as 
machine translation, syntactic analysis, phrase recognition, 
part-of-speech tagging, handwriting recognition, and spelling 
correction. 

For a sentence S consisting of n words, the probability of its 
appearance is: 

P(S) = 𝑃𝑃(𝑤𝑤1, 𝑤𝑤2,∙∙∙, 𝑤𝑤𝑛𝑛)
          = P(𝑤𝑤1) ∗ P(𝑤𝑤2|𝑤𝑤1) ∗∙∙∙∗ P(𝑤𝑤𝑛𝑛|𝑤𝑤1𝑤𝑤2,∙∙∙, 𝑤𝑤𝑛𝑛−1)

                  =   ∏ P(𝑤𝑤𝑖𝑖|𝑤𝑤1𝑤𝑤2,∙∙∙, 𝑤𝑤𝑖𝑖−1)𝑛𝑛
𝑖𝑖=1                                  (1) 

The probability that (1) represents the ith word is determined 
by the previous i-1 words. However, a serious problem with this 
calculation method is that as the length of the sentence 
increases, the number of parameters that need to be trained will 
increase exponentially. To solve this problem, according to the 
Markov hypothesis, supposing that the appearance of the ith 
word is only related to the first n-1 words. Then, the probability 
of the sentence S = w1w2 ⋯ wn is: 

P(S) = 𝑃𝑃(𝑤𝑤1, 𝑤𝑤2,∙∙∙, 𝑤𝑤𝑛𝑛)
          = P(𝑤𝑤1) ∗ P(𝑤𝑤2|𝑤𝑤1) ∗∙∙∙∗ P(𝑤𝑤𝑛𝑛|𝑤𝑤1𝑤𝑤2,∙∙∙, 𝑤𝑤𝑛𝑛−1)

                  =   ∏ P(𝑤𝑤𝑖𝑖|𝑤𝑤1𝑤𝑤2,∙∙∙, 𝑤𝑤𝑖𝑖−1)𝑛𝑛
𝑖𝑖=1   

              ≈  ∏ P(𝑤𝑤𝑖𝑖|𝑤𝑤𝑖𝑖−𝑁𝑁+1𝑤𝑤𝑖𝑖−𝑁𝑁+2,∙∙∙, 𝑤𝑤𝑖𝑖−1)𝑛𝑛
𝑖𝑖=1                  (2) 

The above is the N-gram model. When N = 2, it is assumed 
that the appearance of each word is only related to one of the 
previous words, called Bi-gram, as shown in (2). 

                 𝑃𝑃(𝑆𝑆) ≈  ∏ P(𝑤𝑤𝑖𝑖|𝑤𝑤𝑖𝑖−1)𝑛𝑛
𝑖𝑖=1                           (3) 

In (3), 

                  P(𝑤𝑤𝑖𝑖|𝑤𝑤𝑖𝑖−1) =  𝑐𝑐(𝑤𝑤𝑖𝑖−1𝑤𝑤𝑖𝑖)
𝑐𝑐(𝑤𝑤𝑖𝑖−1)                                   (4) 

Where c(wi−1wi) refers to the number of occurrences of the 
word sequence wi−1wi in the training set, and c(wi−1) refers to 
the number of occurrences of the word wi−1. 

The performance of the models is different when choosing 
different N. The Bi-gram model is widely used in NLP. The 
larger N is, the more constraints appear on the next word, and 
the stronger the recognition ability of the language model, but 
the higher the complexity of model training, the more sparse the 
parameters. Conversely, if N is smaller, the language model is 
easier to train, and the parameters obtain from the corpus will 
be more, and the statistical information of the corpus can be 
better utilized. In the research and practical application of 
natural language processing, the Bi-gram model is the most 
used. 

B. Bidirectional Long Short-Term Memory Network 
Long short-term memory (LSTM) is an improvement of the 

recurrent neural network (RNN), which effectively solves the 
problem of disappearing gradients. LSTM solves the 
disappearing gradient problem in RNN by adding a gating 
function to the general recursive neural network [19]-[20]. Fig. 
2 shows the structure of the LSTM cell. 

As shown in Fig. 2, The LSTM cell is mainly composed of 
three parts: the input gate, the forgotten gate, and the output 
gate. Each gate consists of a sigmoid layer and a vector 
operation. The probability value of the sigmoid layer output is 
between 0 and 1, which describes how much each part can pass. 
The input gate allows the input signal to change the state of the 
memory unit or block it. Besides, the output gate allows the 
state of the memory cell to affect other neurons or block it. 
Finally, the forgotten gate allows the unit to remember or forget 
its previous state [21]. 
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function to obtain the standardized weight ai of importance. 
Finally, according to the weight calculated in the previous step, 
we calculate the text vector V as the weight of each word vector. 
Since words that are closer to the text topic are assigned higher 
weights, the text vector obtains through the Attention 
mechanism can better express the semantics of the text.

D. Deep Web Data Source Feature Extension 
Since some data sources contain a few words, feature 

extension is required first. Firstly, we need to extract keywords 
from the Deep Web data source. Generally speaking, in a 
sentence, verbs, and nouns usually express the meaning of 
sentences. Although adjectives and adverbs have no practical 
meaning, they appear in conjunction with nouns and verbs. 
Therefore, we choose these four types of words as the starting 
point for feature expansion [15].

Firstly, the N-gram model is used to build a feature extension 
library in this paper. Starting from word wA , we can get 
conditional probability P(wB|wA) of word sequence wAwB, if 
P(wB|wA) > P, add wB to the extension library and continue 
the process with wB as the starting point until the maximum 
number of extensions M is reached. Detailed description is as 
follows:

Algorithm 1: Feature extension for Deep Web 
data source

Input: Original text of data source W
Threshold P of conditional probability

Extension library 𝑊𝑊𝐸𝐸={}
Set starting point word set 𝑊𝑊𝑆𝑆=W
while：Number of extensions <= M

Starting point set of the next round of         
extension 𝑊𝑊′={}

for：each word 𝑤𝑤𝑖𝑖 in W
for：each word sequence 𝑤𝑤𝑖𝑖𝑤𝑤𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛

𝑖𝑖

            if 𝑃𝑃(𝑤𝑤𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛
𝑖𝑖 |𝑤𝑤𝑖𝑖) > 𝑃𝑃

               Add 𝑤𝑤𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛
𝑖𝑖 to the extension

               set 𝑊𝑊𝐸𝐸
               Add 𝑤𝑤𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛

𝑖𝑖 to 𝑊𝑊′

           else
               Continue

end for
Number of extensions plus 1
𝑊𝑊𝑆𝑆 = 𝑊𝑊′

𝑊𝑊′ = {}
end for

end while
end
Output: extension library WE

E. Deep Web Data Source Classification Based on Attention-
based Bi-LSTM 

After feature extension, we solved the problem of the 
sparseness of feature. Then, our goal is to achieve accurate 
classification of data sources.

Through observation, we found that the structural difference 
of the data source is not very obvious and some data sources 
maybe only contain one or two html controls, which leads to 
bad performance of data source classification based on 
structural information. In addition, there is currently no large-
scale Deep Web data source dataset that can be used to train 
deep networks. Based on the above questions, in this paper, we 
classify data by text in the Deep Web page, which not only can 
accurately classify the data source with simple structure but also 
can use large-scale text classification data set in the training 
phase. The core of our model present in this paper is an 
Attention-based Bi-LSTM model, its network structure is 
shown in Fig. 5. Our classification model is consist of a word 
embedding layer, input layer, a forward LSTM, a backward 
LSTM, an attention layer, a fully connected layer and a softmax 
classifier.

Let word sequence W = {w1,w2, … ,wn} is all text of a Deep 
Web data source. Firstly, we convert W to word vector 
sequence X = {x1, x2, … , xn} by word2vec. Then, we use X as 
the input of forward LSTM and backward LSTM. The output 
sequence of the two layers of LSTM is H→ = {h1→, h2→, … , hn→}
and H← = {h1←, h2←, … , hn←} respectively, and the output 
sequence of Bi-LSTM network is O = {o1, o2, … , on}, in which, 
oi = [ht→, ht←]. Next, we compute the weight sum of sequence 
O as the output of the Attention-based Bi-LSTM. Finally, 
obtain the classification label by fully connected layer and a 
softmax classifier.

Fig. 5.  Attention-based Bi-LSTM for Deep Web data source classification. 

The main process of the proposed method is shown in Fig. 6
and described as follows:
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Fig. 2.  The structure of a LSTM cell. 

The calculation process of a LSTM memory cell is described
as follow:

Let vector sequence X = {x1, x2, … , xt, … , xn} is the input of 
LSTM network, vector sequence H = {h1, h2, … , ht, … , hn} is 
the output of hidden layer of LSTM network and Ci, i =
0,1, … , t, … n is the state of the i-th memory cell.

1. Decide how much to forget from the state of last memory 
cell, the calculation process is as follows.

( )1[ , ] +t f t t f ff W h x b −=  (5)
In (5), σ is sigmoid function, Wf and bf are respectively 

weights and bias of forget gate, ft ∈ (0,1).
2. Decide what to add to the cell state, the calculation process 

is as follows.
( )1[ , ]t f t t ii W h x b −=  +

(6)

( )
~

1tanh [ , ]t C t t CC W h x b−=  + (7)
In this step Ct̃ is the update candidate who calculates by 

output of last cell and input of current cell, and it ∈ (0,1)
decide which part of the candidate value is added to the state of 
the cell.

3. Update cell state
Update Ct−1 to Ct according to (8).

~

-1* *t t t tC f C i C= +                                             (8)
Firstly, multiply the old state by ft to discard some 

information in old state. Then, add new candidate value to old 
state.

4. Calculated output
( )1[ , ]t o t t oo W h x b −=  + (9)

( )tanht t th o C=  (10)
In (9), σ is sigmoid function, Wo and bo is respectively 

weights and bias of output gate, and the result of (10) ht is the 
output of current memory cell.

Bidirectional LSTM (Bi-LSTM) is a combination of two 
layers of LSTM networks [22]. In Fig. 3, the boxes are the 
LSTM cells, where  representes as the output of the memory 

unit at the forward time t and are the output of the memory 
model in the backward direction at time t. A contextual 
semantic representation of the text can be obtained by 
concatenating the output of the forward sequence and the 
backward sequence.

Fig. 3.  Bidirectional LSTM. 
 

C. Attention mechanism
We can take the average of the output at all times or the 

output at the last moment as a characteristic representation as to 
the output of the network [23]-[24]. However, all words 
contribute differently to the meaning of the sentence. Moreover, 
if the output of the last moment is taken as a feature 
representation, the previous semantic information will be lost. 
Therefore, to give higher weight to words that are more 
important to the meaning of the text, it is best to use a weighted 
average approach to process network output. To achieve this 
goal, We use the Attention mechanism to extract and aggregate 
words that are important to the meaning of the web page to form 
a text vector. Fig. 4 is a schematic diagram of the Attention 
mechanism. In the picture, we can see that the key to Attention 
mechanism is an attention matrix [25]-[26]. The calculation 
process of attention weights is shown in (11) (12) (13).

Fig. 4.  Attention mechanism. 
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Firstly, We feed the word vector representation  oi through a 
one-layer MLP to get  as a hidden representation of oi
according to (11). Then, as shown in (12), We use the softmax 
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function to obtain the standardized weight ai of importance. 
Finally, according to the weight calculated in the previous step, 
we calculate the text vector V as the weight of each word vector. 
Since words that are closer to the text topic are assigned higher 
weights, the text vector obtains through the Attention 
mechanism can better express the semantics of the text.

D. Deep Web Data Source Feature Extension 
Since some data sources contain a few words, feature 

extension is required first. Firstly, we need to extract keywords 
from the Deep Web data source. Generally speaking, in a 
sentence, verbs, and nouns usually express the meaning of 
sentences. Although adjectives and adverbs have no practical 
meaning, they appear in conjunction with nouns and verbs. 
Therefore, we choose these four types of words as the starting 
point for feature expansion [15].

Firstly, the N-gram model is used to build a feature extension 
library in this paper. Starting from word wA , we can get 
conditional probability P(wB|wA) of word sequence wAwB, if 
P(wB|wA) > P, add wB to the extension library and continue 
the process with wB as the starting point until the maximum 
number of extensions M is reached. Detailed description is as 
follows:

Algorithm 1: Feature extension for Deep Web 
data source

Input: Original text of data source W
Threshold P of conditional probability

Extension library 𝑊𝑊𝐸𝐸={}
Set starting point word set 𝑊𝑊𝑆𝑆=W
while：Number of extensions <= M

Starting point set of the next round of         
extension 𝑊𝑊′={}

for：each word 𝑤𝑤𝑖𝑖 in W
for：each word sequence 𝑤𝑤𝑖𝑖𝑤𝑤𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛

𝑖𝑖

            if 𝑃𝑃(𝑤𝑤𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛
𝑖𝑖 |𝑤𝑤𝑖𝑖) > 𝑃𝑃

               Add 𝑤𝑤𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛
𝑖𝑖 to the extension

               set 𝑊𝑊𝐸𝐸
               Add 𝑤𝑤𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛

𝑖𝑖 to 𝑊𝑊′

           else
               Continue

end for
Number of extensions plus 1
𝑊𝑊𝑆𝑆 = 𝑊𝑊′

𝑊𝑊′ = {}
end for

end while
end
Output: extension library WE

E. Deep Web Data Source Classification Based on Attention-
based Bi-LSTM 

After feature extension, we solved the problem of the 
sparseness of feature. Then, our goal is to achieve accurate 
classification of data sources.

Through observation, we found that the structural difference 
of the data source is not very obvious and some data sources 
maybe only contain one or two html controls, which leads to 
bad performance of data source classification based on 
structural information. In addition, there is currently no large-
scale Deep Web data source dataset that can be used to train 
deep networks. Based on the above questions, in this paper, we 
classify data by text in the Deep Web page, which not only can 
accurately classify the data source with simple structure but also 
can use large-scale text classification data set in the training 
phase. The core of our model present in this paper is an 
Attention-based Bi-LSTM model, its network structure is 
shown in Fig. 5. Our classification model is consist of a word 
embedding layer, input layer, a forward LSTM, a backward 
LSTM, an attention layer, a fully connected layer and a softmax 
classifier.

Let word sequence W = {w1,w2, … ,wn} is all text of a Deep 
Web data source. Firstly, we convert W to word vector 
sequence X = {x1, x2, … , xn} by word2vec. Then, we use X as 
the input of forward LSTM and backward LSTM. The output 
sequence of the two layers of LSTM is H→ = {h1→, h2→, … , hn→}
and H← = {h1←, h2←, … , hn←} respectively, and the output 
sequence of Bi-LSTM network is O = {o1, o2, … , on}, in which, 
oi = [ht→, ht←]. Next, we compute the weight sum of sequence 
O as the output of the Attention-based Bi-LSTM. Finally, 
obtain the classification label by fully connected layer and a 
softmax classifier.

Fig. 5.  Attention-based Bi-LSTM for Deep Web data source classification. 

The main process of the proposed method is shown in Fig. 6
and described as follows:
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Fig. 2.  The structure of a LSTM cell. 

The calculation process of a LSTM memory cell is described
as follow:

Let vector sequence X = {x1, x2, … , xt, … , xn} is the input of 
LSTM network, vector sequence H = {h1, h2, … , ht, … , hn} is 
the output of hidden layer of LSTM network and Ci, i =
0,1, … , t, … n is the state of the i-th memory cell.

1. Decide how much to forget from the state of last memory 
cell, the calculation process is as follows.

( )1[ , ] +t f t t f ff W h x b −=  (5)
In (5), σ is sigmoid function, Wf and bf are respectively 

weights and bias of forget gate, ft ∈ (0,1).
2. Decide what to add to the cell state, the calculation process 

is as follows.
( )1[ , ]t f t t ii W h x b −=  +

(6)

( )
~

1tanh [ , ]t C t t CC W h x b−=  + (7)
In this step Ct̃ is the update candidate who calculates by 

output of last cell and input of current cell, and it ∈ (0,1)
decide which part of the candidate value is added to the state of 
the cell.

3. Update cell state
Update Ct−1 to Ct according to (8).

~

-1* *t t t tC f C i C= +                                             (8)
Firstly, multiply the old state by ft to discard some 

information in old state. Then, add new candidate value to old 
state.

4. Calculated output
( )1[ , ]t o t t oo W h x b −=  + (9)

( )tanht t th o C=  (10)
In (9), σ is sigmoid function, Wo and bo is respectively 

weights and bias of output gate, and the result of (10) ht is the 
output of current memory cell.

Bidirectional LSTM (Bi-LSTM) is a combination of two 
layers of LSTM networks [22]. In Fig. 3, the boxes are the 
LSTM cells, where  representes as the output of the memory 

unit at the forward time t and are the output of the memory 
model in the backward direction at time t. A contextual 
semantic representation of the text can be obtained by 
concatenating the output of the forward sequence and the 
backward sequence.

Fig. 3.  Bidirectional LSTM. 
 

C. Attention mechanism
We can take the average of the output at all times or the 

output at the last moment as a characteristic representation as to 
the output of the network [23]-[24]. However, all words 
contribute differently to the meaning of the sentence. Moreover, 
if the output of the last moment is taken as a feature 
representation, the previous semantic information will be lost. 
Therefore, to give higher weight to words that are more 
important to the meaning of the text, it is best to use a weighted 
average approach to process network output. To achieve this 
goal, We use the Attention mechanism to extract and aggregate 
words that are important to the meaning of the web page to form 
a text vector. Fig. 4 is a schematic diagram of the Attention 
mechanism. In the picture, we can see that the key to Attention 
mechanism is an attention matrix [25]-[26]. The calculation 
process of attention weights is shown in (11) (12) (13).

Fig. 4.  Attention mechanism. 
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Firstly, We feed the word vector representation  oi through a 
one-layer MLP to get  as a hidden representation of oi
according to (11). Then, as shown in (12), We use the softmax 
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(1) Since the data source of the deep web is the <form> tag 
in the html page, the first step is to parse the html and locate the 
<form> tag. In order to deal with non-standard html code and 
mismatched tags, we use Jsoup to parse the html code, which 
can fills in missing tags automatically. Moreover, in some 
<form> tags, some drop-down menus have hundreds of options. 
These drop-down menus are generally noises that do not help 
the classification (e.g. country, state). Therefore, drop-down 
menus with options greater than 30 are not used as feature.

(2) Next, we get all text between <form> tag through XML
parsing and carry out some pretreatment (e.g. lemmatization,
tokenize) by Stanford’s CoreNLP and natural language toolkit
(NLTK) [27]-[29].

(3) Then, we convert them into word vectors via Google 
word2vec.

(4) Build our Attention-based Bi-LSTM Deep Web data 
source classification.

(5) Training and test the classification model.

Start

Parse html code and 
locate form tag

Get all text between 
form tag

Preprocess text

Convert words to vectors by 
Word2Vec

Build Attention-Bi-LSTM 
classification model

Training

The result is 
normal

Test model

Get classification 
results

End

Test set

Training set

Y

N

Fig. 6.  The flow of our classification method. 

III. EXPERIMENT AND DISCUSSION

A. DataSets
We experiment on UIUC TEL-8 datasets and evaluate the 

performance of our model. The UIUC TEL -8 dataset contains 
the original query interface of 447 Deep Web sources from 8 
representative domains and its manually extract query 
functions. The 8 areas are further divided into three groups:(1) 
In the Travel group: Airfares, Hotels, and Car Rentals; (2) In 
the Entertainment group: Books, Movies, and Music Records; 
(3) In the Living group: Jobs and Automobiles.

B. Result and Analysis
1) Experiment for feature extension
In experiment for feature extension, we illustrate the effect 

of the feature extension process to the data source classification 
effect.

First of all, due to the sparseness of the data, smoothing 
techniques are needed in the process of training Bi-grams. We 
tried 4 smoothing algorithms: Add-one smoothing; Good-
Turing smoothing; Interpolation; Kneser-Key smoothing. The 
evaluation index of the N-gram model is the perplexity, and its 
calculation method is as follows:

For the sentences S = {w1w2 ⋯ wn} in the test set, the 
perplexity is calculated as (14).

PP(S) = 𝑃𝑃(𝑤𝑤1𝑤𝑤2 ∙∙∙ 𝑤𝑤𝑛𝑛)−1
𝑛𝑛

             = √ 1
𝑃𝑃(𝑤𝑤1𝑤𝑤2 ∙∙∙∙ 𝑤𝑤𝑛𝑛)

𝑛𝑛

                                             =  √∏ 1
𝑃𝑃(𝑤𝑤1|𝑤𝑤1𝑤𝑤2 ∙∙∙ 𝑤𝑤𝑖𝑖−1)

𝑛𝑛
𝑖𝑖=1

𝑛𝑛 (14)

For Bi-gram, 

                        PP(S) =  √∏ 1
𝑃𝑃(𝑤𝑤𝑖𝑖 |𝑤𝑤𝑖𝑖−1)

𝑛𝑛
𝑖𝑖=1

𝑛𝑛                     (15) 

The perplexity of model when using different smoothing 
algorithm is shown in Table I.

It can be seen from the above results that the selection of the 
smoothing algorithm is very important. According to the 
experimental results, we choose the Kneser-Key smoothing as
the smoothing algorithm of our method.

TABLE I
THE PERPLEXITY OF MODEL WHEN USING DIFFERENT SMOOTHING ALGORITHM

Smoothing algorithm Perplexity
Add-one smoothing 4253

Good-Turing smoothing 754

Interpolation 568
Kneser-Key smoothing 532

In the process of feature extension, the parameters that need 
to be manually selected are P and M. Firstly, we set M=3 and 

carry out text feature extension of Deep Web data source text 
with different P and use the Attention-based Bi-LSTM network 
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for feature extraction and classification. The experimental 
results are shown in Fig. 7.

 
Fig. 7.  The influence of the threshold P. 

From the Fig.7 we can see that with the increase of P, the 
classification precision shows a trend of rising first and then 
decreasing. This is because when P is bigger, the restriction on 
feature extension is larger, and the fewer extension words are 
added to original text, so that the problem of feature sparseness 
cannot be solved. And when P is smaller, more extension words 
will be added, but the semantic difference between these words 
and the original text will be larger, which will bring noisy.
When P=0.015, the best classification performance can be 
obtained.

Secondly, we set P=0.015 and change the value of M, 
respectively 0,1,2,3,4,5,6, where M=0 means no feature 
extension is performed. The results are shown in Fig. 8.

 Fig. 8.  The influence of maximum number of extension M. 

 
As we can see in Fig. 8, the precision first increases with the 

increase of M, and then basically does not change when M>=3.
Since the increase of M will increases the consumption of time, 
setting M=3 is the optimal choice.

Finally, we experiment to compare the performance of the 
classification model with and without feature expansion. The 
results are shown in Fig. 9.

Fig. 9.  Advantage of the feature extension. 
 
Obviously, adding feature extension process can 

significantly improve performance of classification model.
2) Experiment for data source classification
In the second set of experiments, The performance of the 

Attention-based Bi-LSTM feature extraction and classification 
method is evaluated by comparison with existing methods. We 
compare our approach with the methods widely used for text 
classification. We choose the term frequency-inverse document 
frequency and support vector machine based(TF-IDF+SVM),
latent dirichlet allocation and support vector machine-
based(LDA+SVM), convolutional neural network (CNN) 
based Deep Web data source classification method as baselines.
In this experiment, all results are obtained after the feature 
extension. The result of our experiments is shown in Fig.10.

Fig. 10.  The performance of different Deep Web data source classification 
method. 

We use precision, recall and F-measure as evaluation 
indexes. Compare with two shallow learning methods based on 
SVM, our model outperforms them in precision by 20.4% and 
16.3% respectively and in recall by 21.0% and 19.2%. 
Meanwhile, Attention-based Bi-LSTM classification model is 
6.7% higher than CNN based method in precision and 5.5% 
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for feature extraction and classification. The experimental 
results are shown in Fig. 7.

 
Fig. 7.  The influence of the threshold P. 

From the Fig.7 we can see that with the increase of P, the 
classification precision shows a trend of rising first and then 
decreasing. This is because when P is bigger, the restriction on 
feature extension is larger, and the fewer extension words are 
added to original text, so that the problem of feature sparseness 
cannot be solved. And when P is smaller, more extension words 
will be added, but the semantic difference between these words 
and the original text will be larger, which will bring noisy.
When P=0.015, the best classification performance can be 
obtained.

Secondly, we set P=0.015 and change the value of M, 
respectively 0,1,2,3,4,5,6, where M=0 means no feature 
extension is performed. The results are shown in Fig. 8.

 Fig. 8.  The influence of maximum number of extension M. 

 
As we can see in Fig. 8, the precision first increases with the 

increase of M, and then basically does not change when M>=3.
Since the increase of M will increases the consumption of time, 
setting M=3 is the optimal choice.

Finally, we experiment to compare the performance of the 
classification model with and without feature expansion. The 
results are shown in Fig. 9.

Fig. 9.  Advantage of the feature extension. 
 
Obviously, adding feature extension process can 

significantly improve performance of classification model.
2) Experiment for data source classification
In the second set of experiments, The performance of the 

Attention-based Bi-LSTM feature extraction and classification 
method is evaluated by comparison with existing methods. We 
compare our approach with the methods widely used for text 
classification. We choose the term frequency-inverse document 
frequency and support vector machine based(TF-IDF+SVM),
latent dirichlet allocation and support vector machine-
based(LDA+SVM), convolutional neural network (CNN) 
based Deep Web data source classification method as baselines.
In this experiment, all results are obtained after the feature 
extension. The result of our experiments is shown in Fig.10.

Fig. 10.  The performance of different Deep Web data source classification 
method. 

We use precision, recall and F-measure as evaluation 
indexes. Compare with two shallow learning methods based on 
SVM, our model outperforms them in precision by 20.4% and 
16.3% respectively and in recall by 21.0% and 19.2%. 
Meanwhile, Attention-based Bi-LSTM classification model is 
6.7% higher than CNN based method in precision and 5.5% 
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(1) Since the data source of the deep web is the <form> tag 
in the html page, the first step is to parse the html and locate the 
<form> tag. In order to deal with non-standard html code and 
mismatched tags, we use Jsoup to parse the html code, which 
can fills in missing tags automatically. Moreover, in some 
<form> tags, some drop-down menus have hundreds of options. 
These drop-down menus are generally noises that do not help 
the classification (e.g. country, state). Therefore, drop-down 
menus with options greater than 30 are not used as feature.

(2) Next, we get all text between <form> tag through XML
parsing and carry out some pretreatment (e.g. lemmatization,
tokenize) by Stanford’s CoreNLP and natural language toolkit
(NLTK) [27]-[29].

(3) Then, we convert them into word vectors via Google 
word2vec.

(4) Build our Attention-based Bi-LSTM Deep Web data 
source classification.

(5) Training and test the classification model.
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Fig. 6.  The flow of our classification method. 

III. EXPERIMENT AND DISCUSSION

A. DataSets
We experiment on UIUC TEL-8 datasets and evaluate the 

performance of our model. The UIUC TEL -8 dataset contains 
the original query interface of 447 Deep Web sources from 8 
representative domains and its manually extract query 
functions. The 8 areas are further divided into three groups:(1) 
In the Travel group: Airfares, Hotels, and Car Rentals; (2) In 
the Entertainment group: Books, Movies, and Music Records; 
(3) In the Living group: Jobs and Automobiles.

B. Result and Analysis
1) Experiment for feature extension
In experiment for feature extension, we illustrate the effect 

of the feature extension process to the data source classification 
effect.

First of all, due to the sparseness of the data, smoothing 
techniques are needed in the process of training Bi-grams. We 
tried 4 smoothing algorithms: Add-one smoothing; Good-
Turing smoothing; Interpolation; Kneser-Key smoothing. The 
evaluation index of the N-gram model is the perplexity, and its 
calculation method is as follows:

For the sentences S = {w1w2 ⋯ wn} in the test set, the 
perplexity is calculated as (14).

PP(S) = 𝑃𝑃(𝑤𝑤1𝑤𝑤2 ∙∙∙ 𝑤𝑤𝑛𝑛)−1
𝑛𝑛

             = √ 1
𝑃𝑃(𝑤𝑤1𝑤𝑤2 ∙∙∙∙ 𝑤𝑤𝑛𝑛)

𝑛𝑛

                                             =  √∏ 1
𝑃𝑃(𝑤𝑤1|𝑤𝑤1𝑤𝑤2 ∙∙∙ 𝑤𝑤𝑖𝑖−1)

𝑛𝑛
𝑖𝑖=1

𝑛𝑛 (14)

For Bi-gram, 

                        PP(S) =  √∏ 1
𝑃𝑃(𝑤𝑤𝑖𝑖 |𝑤𝑤𝑖𝑖−1)

𝑛𝑛
𝑖𝑖=1

𝑛𝑛                     (15) 

The perplexity of model when using different smoothing 
algorithm is shown in Table I.

It can be seen from the above results that the selection of the 
smoothing algorithm is very important. According to the 
experimental results, we choose the Kneser-Key smoothing as
the smoothing algorithm of our method.

TABLE I
THE PERPLEXITY OF MODEL WHEN USING DIFFERENT SMOOTHING ALGORITHM

Smoothing algorithm Perplexity
Add-one smoothing 4253

Good-Turing smoothing 754

Interpolation 568
Kneser-Key smoothing 532

In the process of feature extension, the parameters that need 
to be manually selected are P and M. Firstly, we set M=3 and 

carry out text feature extension of Deep Web data source text 
with different P and use the Attention-based Bi-LSTM network 
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for feature extraction and classification. The experimental 
results are shown in Fig. 7.

 
Fig. 7.  The influence of the threshold P. 

From the Fig.7 we can see that with the increase of P, the 
classification precision shows a trend of rising first and then 
decreasing. This is because when P is bigger, the restriction on 
feature extension is larger, and the fewer extension words are 
added to original text, so that the problem of feature sparseness 
cannot be solved. And when P is smaller, more extension words 
will be added, but the semantic difference between these words 
and the original text will be larger, which will bring noisy.
When P=0.015, the best classification performance can be 
obtained.

Secondly, we set P=0.015 and change the value of M, 
respectively 0,1,2,3,4,5,6, where M=0 means no feature 
extension is performed. The results are shown in Fig. 8.

 Fig. 8.  The influence of maximum number of extension M. 

 
As we can see in Fig. 8, the precision first increases with the 

increase of M, and then basically does not change when M>=3.
Since the increase of M will increases the consumption of time, 
setting M=3 is the optimal choice.

Finally, we experiment to compare the performance of the 
classification model with and without feature expansion. The 
results are shown in Fig. 9.

Fig. 9.  Advantage of the feature extension. 
 
Obviously, adding feature extension process can 

significantly improve performance of classification model.
2) Experiment for data source classification
In the second set of experiments, The performance of the 

Attention-based Bi-LSTM feature extraction and classification 
method is evaluated by comparison with existing methods. We 
compare our approach with the methods widely used for text 
classification. We choose the term frequency-inverse document 
frequency and support vector machine based(TF-IDF+SVM),
latent dirichlet allocation and support vector machine-
based(LDA+SVM), convolutional neural network (CNN) 
based Deep Web data source classification method as baselines.
In this experiment, all results are obtained after the feature 
extension. The result of our experiments is shown in Fig.10.

Fig. 10.  The performance of different Deep Web data source classification 
method. 

We use precision, recall and F-measure as evaluation 
indexes. Compare with two shallow learning methods based on 
SVM, our model outperforms them in precision by 20.4% and 
16.3% respectively and in recall by 21.0% and 19.2%. 
Meanwhile, Attention-based Bi-LSTM classification model is 
6.7% higher than CNN based method in precision and 5.5% 
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higher in recall. From Fig. 10 we can clearly see that our 
classification method has the best performance among the four 
methods.

Besides, we experiment to prove the optimization effect of 
the Attention mechanism on the classification model. The 
experimental results are shown in Fig. 11, where AVG indicates 
averaging and MAX indicates max-pooling.

Fig. 11.  Advantage of the attention mechanism. 

 

Using the Attention mechanism to process the output at each 
time can obtain a more accurate vector representation of the 
text, thus achieving a more accurate classification of Deep Web 
data source. The model with Attention mechanism is 3.7% and 
2.9% higher in precision and 4.2% and 4.8% higher in recall 
than models using averaging and max-pooling, respectively.

 
Fig. 12.  Comparison of cost of time in training stage.

Finally, to prove that our classification method is feasible, we 
compare the network training time before and after adding the 
Attention mechanism when the network parameters and the 
number of samples are the same. In Fig. 12 we can see that the 
training time of model with Attention mechanism is longer than 
models that are not using it. However, the increase in training 
time is not significant. Therefore, the method we propose is 
completely feasible.

As can be seen from the above experimental results that the 
propose method is higher in precision than the existing method, 
and at the same time, there is no great increase in time 
consumption during the training stage.

IV. CONCLUSIONS

In this paper, we propose a Deep Web data source 
classification method based on text feature extension and 
extraction. In text feature extension stage, to solve the problem 
of feature sparseness, we built the feature extension using the 
N-gram model.  In the Deep Web data source classification 
stage, we build a classification model based on Attention-based 
Bi-LSTM.  Moreover, the Attention mechanism can give 
greater weight to words that are more relevant to the category 
of text, so that more accurate text vector representation can be 
obtained. The experimental results not only show that our 
model has significant advantages over the previous method, 
especially for Deep Web data sources with less text content, but 
also prove that the use of the Attention mechanism can improve 
the precision without a huge increase in the cost of training 
time. In conclusion, the Deep Web data source classification 
method based on text feature extension and extraction is a high 
performance and feasible method.
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higher in recall. From Fig. 10 we can clearly see that our 
classification method has the best performance among the four 
methods.

Besides, we experiment to prove the optimization effect of 
the Attention mechanism on the classification model. The 
experimental results are shown in Fig. 11, where AVG indicates 
averaging and MAX indicates max-pooling.

Fig. 11.  Advantage of the attention mechanism. 

 

Using the Attention mechanism to process the output at each 
time can obtain a more accurate vector representation of the 
text, thus achieving a more accurate classification of Deep Web 
data source. The model with Attention mechanism is 3.7% and 
2.9% higher in precision and 4.2% and 4.8% higher in recall 
than models using averaging and max-pooling, respectively.

 
Fig. 12.  Comparison of cost of time in training stage.

Finally, to prove that our classification method is feasible, we 
compare the network training time before and after adding the 
Attention mechanism when the network parameters and the 
number of samples are the same. In Fig. 12 we can see that the 
training time of model with Attention mechanism is longer than 
models that are not using it. However, the increase in training 
time is not significant. Therefore, the method we propose is 
completely feasible.

As can be seen from the above experimental results that the 
propose method is higher in precision than the existing method, 
and at the same time, there is no great increase in time 
consumption during the training stage.

IV. CONCLUSIONS

In this paper, we propose a Deep Web data source 
classification method based on text feature extension and 
extraction. In text feature extension stage, to solve the problem 
of feature sparseness, we built the feature extension using the 
N-gram model.  In the Deep Web data source classification 
stage, we build a classification model based on Attention-based 
Bi-LSTM.  Moreover, the Attention mechanism can give 
greater weight to words that are more relevant to the category 
of text, so that more accurate text vector representation can be 
obtained. The experimental results not only show that our 
model has significant advantages over the previous method, 
especially for Deep Web data sources with less text content, but 
also prove that the use of the Attention mechanism can improve 
the precision without a huge increase in the cost of training 
time. In conclusion, the Deep Web data source classification 
method based on text feature extension and extraction is a high 
performance and feasible method.
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higher in recall. From Fig. 10 we can clearly see that our 
classification method has the best performance among the four 
methods.

Besides, we experiment to prove the optimization effect of 
the Attention mechanism on the classification model. The 
experimental results are shown in Fig. 11, where AVG indicates 
averaging and MAX indicates max-pooling.

Fig. 11.  Advantage of the attention mechanism. 

 

Using the Attention mechanism to process the output at each 
time can obtain a more accurate vector representation of the 
text, thus achieving a more accurate classification of Deep Web 
data source. The model with Attention mechanism is 3.7% and 
2.9% higher in precision and 4.2% and 4.8% higher in recall 
than models using averaging and max-pooling, respectively.

 
Fig. 12.  Comparison of cost of time in training stage.

Finally, to prove that our classification method is feasible, we 
compare the network training time before and after adding the 
Attention mechanism when the network parameters and the 
number of samples are the same. In Fig. 12 we can see that the 
training time of model with Attention mechanism is longer than 
models that are not using it. However, the increase in training 
time is not significant. Therefore, the method we propose is 
completely feasible.

As can be seen from the above experimental results that the 
propose method is higher in precision than the existing method, 
and at the same time, there is no great increase in time 
consumption during the training stage.

IV. CONCLUSIONS

In this paper, we propose a Deep Web data source 
classification method based on text feature extension and 
extraction. In text feature extension stage, to solve the problem 
of feature sparseness, we built the feature extension using the 
N-gram model.  In the Deep Web data source classification 
stage, we build a classification model based on Attention-based 
Bi-LSTM.  Moreover, the Attention mechanism can give 
greater weight to words that are more relevant to the category 
of text, so that more accurate text vector representation can be 
obtained. The experimental results not only show that our 
model has significant advantages over the previous method, 
especially for Deep Web data sources with less text content, but 
also prove that the use of the Attention mechanism can improve 
the precision without a huge increase in the cost of training 
time. In conclusion, the Deep Web data source classification 
method based on text feature extension and extraction is a high 
performance and feasible method.
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Format of the manuscripts

Original manuscripts and final versions of papers
should be submitted in IEEE format according to the
formatting instructions available on 

http://www.ieee.org/publications_standards/
publications/authors/authors_journals.html#sect2,

“Template and Instructions on How to Create Your
Paper”.

Length of the manuscripts

The length of papers in the aforementioned format
should be 6-8 journal pages. 
Wherever appropriate, include 1-2 figures or tables
per journal page. 

Paper structure

Papers should follow the standard structure, consist-
ing of Introduction (the part of paper numbered by
“1”), and Conclusion (the last numbered part) and
several Sections in between. 
The Introduction should introduce the topic, tell why
the subject of the paper is important, summarize the
state of the art with references to existing works
and underline the main innovative results of the pa-
per. The Introduction should conclude with outlining
the structure of the paper.

Accompanying parts

Papers should be accompanied by an Abstract and a
few index terms (Keywords). For the final version of ac-
cepted papers, please send the short cvs and photos
of the authors as well. 

Authors

In the title of the paper, authors are listed in the or-
der given in the submitted manuscript. Their full affili-
ations and e-mail addresses will be given in a foot-
note on the first page as shown in the template. No
degrees or other titles of the authors are given. Mem-
berships of IEEE, HTE and other professional socie-
ties will be indicated so please supply this information.
When submitting the manuscript, one of the authors
should be indicated as corresponding author provid-
ing his/her postal address, fax number and telephone
number for eventual correspondence and communi-
cation with the Editorial Board.

References

References should be listed at the end of the paper
in the IEEE format, see below:

a) Last name of author or authors and first name or
initials, or name of organization 

b) Title of article in quotation marks 
c) Title of periodical in full and set in italics 
d) Volume, number, and, if available, part 
e) First and last pages of article 
f) Date of issue 

[11] Boggs, S.A. and Fujimoto, N., “Techniques and
instrumentation for measurement of transients in
gas-insulated switchgear,” IEEE Transactions on
Electrical Installation, vol. ET-19, no. 2, pp.87–92,
April 1984.

Format of a book reference:

[26] Peck, R.B., Hanson, W.E., and Thornburn, 
T.H., Foundation Engineering, 2nd ed. New York:
McGraw-Hill, 1972, pp.230–292.

All references should be referred by the correspond-
ing numbers in the text.

Figures

Figures should be black-and-white, clear, and drawn
by the authors. Do not use figures or pictures down-
loaded from the Internet. Figures and pictures should
be submitted also as separate files. Captions are ob-
ligatory. Within the text, references should be made
by figure numbers, e.g. “see Fig. 2.” 
When using figures from other printed materials, ex-
act references and note on copyright should be in-
cluded. Obtaining the copyright is the responsibility
of authors.

Contact address

Authors are requested to send their manuscripts via
electronic mail or on an electronic medium such as a
CD by mail to the Editor-in-Chief:

Csaba A. Szabo
Department of Networked Systems and Services
Budapest University of Technology and Economics
2 Magyar Tudosok krt.
Budapest, 1117 Hungary
szabo@hit.bme.hu
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Format of the manuscripts

Original manuscripts and final versions of papers 
should be submitted in IEEE format according to the
formatting instructions available on
  https://journals.ieeeauthorcenter.ieee.org/
  Then click: "IEEE Author Tools for Journals"
  - "Article Templates"
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References
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	    initials, or name of organization
b)  Title of article in quotation marks
c)  Title of periodical in full and set in italics
d)  Volume, number, and, if available, part
e)  First and last pages of article
 f)  Date of issue
g)  Document Object Identifier (DOI)

[11] Boggs, S.A. and Fujimoto, N., “Techniques and
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Figures

Figures should be black-and-white, clear, and drawn
by the authors. Do not use figures or pictures down-
loaded from the Internet. Figures and pictures should
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by figure numbers, e.g. “see Fig. 2.”
When using figures from other printed materials, ex-
act references and note on copyright should be in-
cluded. Obtaining the copyright is the responsibility 
of authors.

Contact address

Authors are requested to submit their papers elec-
tronically via the EasyChair system. The link for sub-
mission can be found on the journal’s website:
www.infocommunications.hu/for-our-authors
If you have any question about the journal or the 
submission process, please do not hesitate to con- 
tact us via e-mail:
Pál Varga – Editor-in-Chief:
pvarga@tmit.bme.hu
Rolland Vida – Associate Editor-in-Chief: 
vida@tmit.bme.hu



“Cognitive Infocommunications Theory 
and Applications”

Special Issue
of the Infocommunication Journal
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Cognitive infocommunications (CogInfoCom) investigates the link between the 
research areas of infocommunications and cognitive sciences, as well as the various 
engineering applications which have emerged as the synergic combination of these 
sciences. The primary goal of CogInfoCom is to provide a systematic view of how 
cognitive processes can co-evolve with infocommunications devices so that the 
capabilities of the human brain may not only be extended through these devices, 
irrespective of geographical distance but may also be blended with the capabilities 
of any artificially cognitive system. This merging and extension of cognitive 
capabilities are targeted towards engineering applications in which artificial and/or 
natural cognitive systems are enabled to work together more effectively.

This special issue collects the latest  
results emerging on the field of  
Cognitive Infocommunications.

Guest Editor: 

Prof. Peter Baranyi DSc.,  
Budapest University of Technology and Economics

Important dates:

Submission deadline: 30th of December, 2019
Notification of the first review: 1st of March, 2020
Deadline for revision is 1st of April 2020
Camera Ready submission is 10th of May, 2020

Regarding manuscript submission information, please visit:
https://www.infocommunications.hu/for-our-authors



SCIENTIFIC ASSOCIATION FOR INFOCOMMUNICATIONS

Who we are
Founded in 1949, the Scientific Association for Info-
communications (formerly known as Scientific Society 
for Telecommunications) is a voluntary and autono-
mous professional society of engineers and econo-
mists, researchers and businessmen, managers and 
educational, regulatory and other professionals work-
ing in the fields of telecommunications, broadcast-
ing, electronics, information and media technologies 
in Hungary.

Besides its 1000 individual members, the Scientific 
Association for Infocommunications (in Hungarian:  
HÍRKÖZLÉSI ÉS INFORMATIKAI TUDOMÁNYOS EGYESÜLET, HTE) 
has more than 60 corporate members as well. Among 
them there are large companies and small-and-medi-
um enterprises with industrial, trade, service-providing, 
research and development activities, as well as educa-
tional institutions and research centers.

HTE is a Sister Society of the Institute of Electrical and
Electronics Engineers, Inc. (IEEE) and the IEEE Communi-
cations Society.

What we do
HTE has a broad range of activities that aim to pro-
mote the convergence of information and communi-
cation technologies and the deployment of synergic
applications and services, to broaden the knowledge
and skills of our members, to facilitate the exchange
of ideas and experiences, as well as to integrate and

harmonize the professional opinions and standpoints
derived from various group interests and market dy-
namics.

To achieve these goals, we…

•	 contribute to the analysis of technical, economic, 
and social questions related to our field of compe-
tence, and forward the synthesized opinion of our 
experts to scientific, legislative, industrial and edu-
cational organizations and institutions;

•	 follow the national and international trends and 
results related to our field of competence, foster 
the professional and business relations between 
foreign and Hungarian companies and institutes;

•	 organize an extensive range of lectures, seminars, 
debates, conferences, exhibitions, company pres-
entations, and club events in order to transfer and 
deploy scientific, technical and economic knowl-
edge and skills;

•	 promote professional secondary and higher edu-
cation and take active part in the development of 
professional education, teaching and training;

•	 establish and maintain relations with other domes-
tic and foreign fellow associations, IEEE sister soci-
eties;

•	 award prizes for outstanding scientific, education-
al, managerial, commercial and/or societal activities 
and achievements in the fields of infocommunica-
tion.
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