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Abstract—With the growth of volume of high quality information in the Deep Web, as the key to utilize this information, Deep Web data source classification becomes one topic with great research value. In this paper, we propose a Deep Web data source classification method based on text feature extension and extraction. Firstly, because the data source contains less text, some data sources even contain less than 10 words. In order to classify the data source based on the text content, the original text must be extended. In text feature extension stage, we use the N-gram model to select extension words. Secondly, we proposed a feature extraction and classification method based on Attention-based Bi-LSTM. By combining LSTM and Attention mechanism, we can obtain contextual semantic representation and focus on words that are closer to the theme of the text, so that more accurate text vector representation can be obtained. In order to evaluate the performance of our classification model, some experiments are executed on the UIUC TEL-8 dataset. The experimental result shows that Deep Web data source classification method based on text feature extension and extraction has certain promotion in performance than some existing methods.
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I. INTRODUCTION

O ver the past decade, the number of web pages has grown exponentially with the popularity of the Internet [1]. At present, Surface Web refers to resources that can be accessed through static hyperlinks, usually static HTML pages [2]. Such resources can be crawled by web crawlers and are also visible to search engines. Whereas Deep Web refers to resources that are not hidden in the Web database and cannot be crawled by the web crawler. These resources are invisible to the search engine, users who want to get data in it must fill out the form and submit it according to actual needs to dynamically obtain Deep Web resources [3]. Fig. 1 shows an example of the Deep Web. According to statistic, Deep Web has the following advantages compared to Surface Web [4]-[6] (1) Information in Deep Web is 700 to 800 times that of Surface Web information. It includes a large amount of information that traditional search engines cannot find, and its growth rate is much higher than Surface Web; (2) The information contains in Deep Web is of higher quality than the information contained in the Surface Web. Moreover, Deep Web contains information in all areas. In the field of integration, structured data has a higher value, and the Deep Web contains information that is typically structured data. (3) Everyone has access to more than 90% of the Deep Web information, and we can get it for free, which greatly facilitates the interconnection of information. Therefore, research on Deep Web information acquisition has higher practical significance and practical value. To make better use of the information in the Deep Web, it is necessary to classify data sources based on content [7]-[8].

In recent years, scholars all over the world have propose many kinds of intelligent methods for the classification of data sources. Reference [9] combines the two methods to get the similarity of the search interface and implement classification. The first one is based on vector space. Classic TF-IDF statistics are used to obtain similarities between search interfaces. The other is to use HowNet to calculate the semantic similarity between two pages. Reference [10] proposes a "one hot encoding" method to classify news headlines and summary information collected on the Deep Web. A content-based classification model is proposed in [11], which uses machine learning to filter unwanted information. Word2Vec word embedding tool is used to establish the classification model and classify the selected data set. Reference [12] proposes a new probabilistic subject model to realize text extension and enrich feature description. The deep architecture of the LSTM is applied to Web service recommendations and predictions for more accurate service recommendations. A text categorization network model based on human conditioned reflex (BLSTM) is proposed in [13]. The receptor obtains context information through BLSTM, the nervous center obtains important information of sentences through attention mechanism, and the effecter obtains more key information through CNN.
Reference [14] proposes a coordinated CNN-LSTM-Attention model (CCLA). The semantic and emotional information of sentences and their relationships are adaptively encoded into vector representations of documents. Softmax regression classification is used to determine the emotional tendency in the text. For short text feature extraction, there are two main methods at present [15]-[16]: (1) Using topic models such as potential Dirichlet allocation (LDA), Latent Semantic Analysis (LSA), and pLSA. (2) Using search engines and external knowledge bases like WordNet, HowNet, and Wikipedia.

This paper proposes a Deep Web data source classification method based on text feature expansion and extraction. In the feature extraction stage, we choose extension words through the N-gram model which is easy to train and does not require an external corpus when during feature extraction. Then, in the classification stage, we propose a classification method based on Attention-based Bi-LSTM. LSTM is an improvement on traditional RNN. Based on the RNN model, LSTM adds a cell control mechanism to solve the long-term dependence problem and the gradient explosion caused by the excessive sequence length [17]-[18]. However, The LSTM model can only utilize the preceding part of the text and does not use the information below, so some semantic information will be lost. To solve this problem, we replace LSTM with Bi-LSTM, which can use both the above and below information simultaneously. Moreover, it is clear that each word in the text contributes differently to the characteristic representation of the text, so whether using the average output of each neuron in the network output layer or the output value of the last neuron, the vector representation of the text cannot be accurately obtained. Therefore, the best way is to use a weighted average to process the output of each neuron in the output layer. To achieve a weighted average, we use the Attention mechanism to handle the output of the Bi-LSTM network. In summary, we propose the Deep Web data source classification model based on N-gram and Attention-based Bi-LSTM. Then we conduct multiple sets of comparative experiments on the UIUC TEL-8 dataset. The experimental results show that the Deep Web data source classification method based on n-gram and Attention-based Bi-LSTM has better performance than existing methods.

II. MATERIALS AND METHODS

A. N-gram language model

The N-gram language model plays a pivotal role in natural language processing. Especially in many NLP tasks such as machine translation, syntactic analysis, phrase recognition, part-of-speech tagging, handwriting recognition, and spelling correction.

For a sentence S consisting of n words, the probability of its appearance is:

\[ P(S) = P(w_1, w_2, \ldots, w_n) = P(w_1) \cdot P(w_2|w_1) \cdot \cdots \cdot P(w_n|w_1w_2, \ldots, w_{n-1}) = \prod_{i=1}^{n} P(w_i|w_1w_2, \ldots, w_{i-1}) \] (1)

The probability that (1) represents the i-th word is determined by the previous i-1 words. However, a serious problem with this calculation method is that as the length of the sentence increases, the number of parameters that need to be trained will increase exponentially. To solve this problem, according to the Markov hypothesis, supposing that the appearance of the i-th word is only related to the first n-1 words. Then, the probability of the sentence S = w_1w_2 \ldots w_n is:

\[ P(S) = P(w_1, w_2, \ldots, w_n) = P(w_1) \cdot P(w_2|w_1) \cdot \cdots \cdot P(w_n|w_1w_2, \ldots, w_{n-1}) \approx \prod_{i=1}^{n} P(w_i|w_{1+i}, \ldots, w_{i+n-1}) \] (2)

The above is the N-gram model. When N = 2, it is assumed that the appearance of each word is only related to one of the previous words, called the Bi-gram, as shown in (2).

\[ P(S) \approx \prod_{i=1}^{n} P(w_i|w_{i-1}) \] (3)

\[ P(w_i|w_{i-1}) = \frac{c(w_{i-1}, w_i)}{\sum_{w_i} c(w_{i-1}, w_i)} \] (4)

Where c(w_{i-1}, w_i) refers to the number of occurrences of the word sequence w_{i-1}w_i in the training set, and c(w_{i-1}) refers to the number of occurrences of the word w_{i-1}.

The performance of the models is different when choosing different N. The Bi-gram model is widely used in NLP. The larger N is, the more constraints appear on the next word, and the stronger the recognition ability of the language model, but the higher the complexity of model training, the more sparse the parameters. Conversely, if N is smaller, the language model is easier to train, and the parameters obtained from the corpus will be more, and the statistical information of the corpus can be better utilized. In the research and practical application of natural language processing, the Bi-gram model is the most used.

B. Bidirectional Long Short-Term Memory Network

Long short-term memory (LSTM) is an improvement of the recurrent neural network (RNN), which effectively solves the problem of disappearing gradients. LSTM solves the disappearing gradient problem in RNN by adding a gating function to the general recursive neural network [19]-[20]. Fig. 2 shows the structure of the LSTM cell.

As shown in Fig. 2, The LSTM cell is mainly composed of three parts: the input gate, the forgotten gate, and the output gate. Each gate consists of a sigmoid layer and a vector operation. The probability value of the sigmoid layer output is between 0 and 1, which describes how much each part can pass. The input gate allows the input signal to change the state of the memory unit or block it. Besides, the output gate allows the state of the memory cell to affect other neurons or block it. Finally, the forgotten gate allows the unit to remember or forget its previous state [21].
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Fig. 2. The structure of a LSTM cell.

The calculation process of a LSTM memory cell is described as follow:

1. Decide how much to forget from the state of last memory cell, the calculation process is as follows.
   \( f_t = \sigma(W_f \cdot [h_{t-1}, x_t] + b_f) \) \hspace{1cm} (5)

   In (5), \( \sigma \) is sigmoid function, \( W_f \) and \( b_f \) are respectively weights and bias of forget gate, \( f_t \in (0,1) \).

2. Decide what to add to the cell state, the calculation process is as follows.
   \( i_t = \sigma(W_i \cdot [h_{t-1}, x_t] + b_i) \)
   \( C_t = \tanh(W_c \cdot [h_{t-1}, x_t] + b_c) \) \hspace{1cm} (7)

   In this step \( \tilde{C}_t \) is the update candidate who calculates by output of last cell and input of current cell, and \( i_t \in (0,1) \) decide which part of the candidate value is added to the state of the cell.

3. Update cell state
   Update \( C_{t-1} \) to \( C_t \) according to (8).
   \( C_t = f_t \cdot C_{t-1} + i_t \cdot \tilde{C}_t \)
\hspace{1cm} (8)

Firstly, multiply the old state by \( f_t \) to discard some information in old state. Then, add new candidate value to old state.

4. Calculated output
   \( o_t = \sigma(W_o \cdot [h_{t-1}, x_t] + b_o) \)
   \( h_t = o_t \cdot \tanh(C_t) \) \hspace{1cm} (10)

In (9), \( \sigma \) is sigmoid function, \( W_o \) and \( b_o \) is respectively weights and bias of output gate, and the result of (10) \( h_t \) is the output of current memory cell.

Bidirectional LSTM (Bi-LSTM) is a combination of two layers of LSTM networks [22]. In Fig. 3, the boxes are the LSTM cells, where represents as the output of the memory unit at the forward time \( t \) and are the output of the memory model in the backward direction at time \( t \). A contextual semantic representation of the text can be obtained by concatenating the output of the forward sequence and the backward sequence.

Fig. 3. Bidirectional LSTM.

C. Attention mechanism

We can take the average of the output at all times or the output at the last moment as a characteristic representation as to the output of the network [23]-[24]. However, all words contribute differently to the meaning of the sentence. Moreover, if the output of the last moment is taken as a feature representation, the previous semantic information will be lost. Therefore, to give higher weight to words that are more important to the meaning of the text, it is best to use a weighted average approach to process network output. To achieve this goal, We use the Attention mechanism to extract and aggregate words that are important to the meaning of the web page to form a text vector. Fig. 4 is a schematic diagram of the Attention mechanism. In the picture, we can see that the key to Attention mechanism is an attention matrix [25]-[26]. The calculation process of attention weights is shown in (11) (12) (13).

Fig. 4. Attention mechanism.

\[ u_t = \tanh(W_o \cdot o_t + b_o) \] \hspace{1cm} (11)
\[ a_t = \frac{\exp(u_t \cdot W_s)}{\sum_{i=1}^{n} \exp(u_i \cdot W_s)} \] \hspace{1cm} (12)
\[ V = \sum_{i=1}^{n} o_i a_t \] \hspace{1cm} (13)

Firstly, We feed the word vector representation \( o_t \) through a one-layer MLP to get as a hidden representation of \( o_t \) according to (11). Then, as shown in (12), We use the softmax
function to obtain the standardized weight $a_i$ of importance. Finally, according to the weight calculated in the previous step, we calculate the text vector $V$ as the weight of each word vector. Since words that are closer to the text topic are assigned higher weights, the text vector obtains through the Attention mechanism can better express the semantics of the text.

D. Deep Web Data Source Feature Extension

Since some data sources contain a few words, feature extension is required first. Firstly, we need to extract keywords from the Deep Web data source. Generally speaking, in a sentence, verbs, and nouns usually express the meaning of sentences. Although adjectives and adverbs have no practical meaning, they appear in conjunction with nouns and verbs. Therefore, we choose these four types of words as the starting point for feature expansion [15].

Firstly, the N-gram model is used to build a feature extension library in this paper. Starting from word $w_A$, we can get conditional probability $P(w_B|w_A)$ of word sequence $w_Aw_B$, if $P(w_B|w_A) > P$, add $w_B$ to the extension library and continue the process with $w_B$ as the starting point until the maximum number of extensions $M$ is reached. Detailed description is as follows:

\[
\text{Algorithm 1: Feature extension for Deep Web data source}
\]

Input: Original text of data source $W$  
Threshold $P$ of conditional probability $P$

Extension library $W_E = \{}$
Set starting point word set $W_2 = W$
while: Number of extensions $\leq M$
Start point set of the next round of extension $W' = \{}$
for: each word $w_i$ in $W$
for: each word sequence $w_iw_{i+1}$
if $P(w_{i+1}|w_i) > P$
Add $w_{i+1}$ to the extension set $W_E$
Add $w_{i+1}$ to $W'$
else
Continue
end for
Number of extensions plus 1
$W_2 = W'$
$W' = \{}$
end for
end while

Output: extension library $W_E$

E. Deep Web Data Source Classification Based on Attention-based Bi-LSTM

After feature extension, we solved the problem of the sparseness of feature. Then, our goal is to achieve accurate classification of data sources.

Through observation, we found that the structural difference of the data source is not very obvious and some data sources maybe only contain one or two html controls, which leads to bad performance of data source classification based on structural information. In addition, there is currently no large-scale Deep Web data source dataset that can be used to train deep networks. Based on the above questions, in this paper, we classify data by text in the Deep Web page, which not only can accurately classify the data source with simple structure but also can use large-scale text classification data set in the training phase. The core of our model present in this paper is an Attention-based Bi-LSTM model, its network structure is shown in Fig. 5. Our classification model is consist of a word embedding layer, input layer, a forward LSTM, a backward LSTM, an attention layer, a fully connected layer and a softmax classifier.

Let word sequence $W = \{w_1, w_2, ..., w_n\}$ is all text of a Deep Web data source. Firstly, we convert $W$ to word vector sequence $X = \{x_1, x_2, ..., x_n\}$ by word2vec. Then, we use $X$ as the input of forward LSTM and backward LSTM. The output sequence of the two layers of LSTM is $H^+ = \{h_1^+, h_2^+, ..., h_n^+\}$ and $H^- = \{h_1^-, h_2^-, ..., h_n^-\}$ respectively, and the output sequence of Bi-LSTM network is $O = \{o_1, o_2, ..., o_n\}$, in which, $o_i = [h_i^+, h_i^-]$. Next, we compute the weight sum of sequence $O$ as the output of the Attention-based Bi-LSTM. Finally, obtain the classification label by fully connected layer and a softmax classifier.

\[
\text{Fig. 5. Attention-based Bi-LSTM for Deep Web data source classification.}
\]

The main process of the proposed method is shown in Fig. 6 and described as follows:
(1) Since the data source of the deep web is the <form> tag in the html page, the first step is to parse the html and locate the <form> tag. In order to deal with non-standard html code and mismatched tags, we use Jsoup to parse the html code, which can fills in missing tags automatically. Moreover, in some <form> tags, some drop-down menus have hundreds of options. These drop-down menus are generally noises that do not help the classification (e.g. country, state). Therefore, drop-down menus with options greater than 30 are not used as feature.

(2) Next, we get all text between <form> tag through XML parsing and carry out some pretreatment (e.g. lemmatization, tokenize) by Stanford’s CoreNLP and natural language toolkit (NLTK) [27]-[29].

(3) Then, we convert them into word vectors via Google word2vec.

(4) Build our Attention-based Bi-LSTM Deep Web data source classification.

(5) Training and test the classification model.

![Flowchart of classification method](image)

**Fig. 6.** The flow of our classification method.

### III. EXPERIMENT AND DISCUSSION

#### A. DataSets

We experiment on UIUC TEL-8 datasets and evaluate the performance of our model. The UIUC TEL-8 dataset contains the original query interface of 447 Deep Web sources from 8 representative domains and its manually extract query functions. The 8 areas are further divided into three groups: (1) In the Travel group: Airfares, Hotels, and Car Rentals; (2) In the Entertainment group: Books, Movies, and Music Records; (3) In the Living group: Jobs and Automobiles.

#### B. Result and Analysis

1) **Experiment for feature extension**

In experiment for feature extension, we illustrate the effect of the feature extension process to the data source classification effect. First of all, due to the sparseness of the data, smoothing techniques are needed in the process of training Bi-grams. We tried 4 smoothing algorithms: Add-one smoothing; Good-Turing smoothing; Interpolation; Kneser-Key smoothing. The evaluation index of the N-gram model is the perplexity, and its calculation method is as follows:

For the sentences $S = \{w_1, w_2, \ldots, w_n\}$ in the test set, the perplexity is calculated as (14).

$$PP(S) = \frac{1}{n} \prod_{i=1}^{n} P(w_{i+1} | w_i)$$  \hspace{1cm} (14)

For Bi-gram,

$$PP(S) = \frac{1}{n} \prod_{i=1}^{n} P(w_{i+1} | w_i)$$  \hspace{1cm} (15)

The perplexity of model when using different smoothing algorithm is shown in Table I.

**TABLE I**

<table>
<thead>
<tr>
<th>Smoothing algorithm</th>
<th>Perplexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Add-one smoothing</td>
<td>4253</td>
</tr>
<tr>
<td>Good-Turing smoothing</td>
<td>754</td>
</tr>
<tr>
<td>Interpolation</td>
<td>568</td>
</tr>
<tr>
<td>Kneser-Key smoothing</td>
<td>532</td>
</tr>
</tbody>
</table>

In the process of feature extension, the parameters that need to be manually selected are P and M. Firstly, we set M=3 and carry out text feature extension of Deep Web data source text with different P and use the Attention-based Bi-LSTM network.
for feature extraction and classification. The experimental results are shown in Fig. 7.

![Fig. 7. The influence of the threshold P.](image)

From the Fig.7 we can see that with the increase of P, the classification precision shows a trend of rising first and then decreasing. This is because when P is bigger, the restriction on feature extension is larger, and the fewer extension words are added to original text, so that the problem of feature sparseness cannot be solved. And when P is smaller, more extension words will be added, but the semantic difference between these words and the original text will be larger, which will bring noisy. When P=0.015, the best classification performance can be obtained.

Secondly, we set P=0.015 and change the value of M, respectively 0,1,2,3,4,5,6, where M=0 means no feature extension is performed. The results are shown in Fig. 8.

![Fig. 8. The influence of maximum number of extension M.](image)

As we can see in Fig. 8, the precision first increases with the increase of M, and then basically does not change when M>=3. Since the increase of M will increases the consumption of time, setting M=3 is the optimal choice.

Finally, we experiment to compare the performance of the classification model with and without feature expansion. The results are shown in Fig. 9.

![Fig. 9. Advantage of the feature extension.](image)

Obviously, adding feature extension process can significantly improve performance of classification model.

2) Experiment for data source classification

In the second set of experiments, The performance of the Attention-based Bi-LSTM feature extraction and classification method is evaluated by comparison with existing methods. We compare our approach with the methods widely used for text classification. We choose the term frequency-inverse document frequency and support vector machine based(TF-IDF+SVM), latent dirichlet allocation and support vector machine-based(LDA+SVM), convolutional neural network (CNN) based Deep Web data source classification method as baselines. In this experiment, all results are obtained after the feature extraction. The result of our experiments is shown in Fig.10.

![Fig. 10. The performance of different Deep Web data source classification method.](image)

We use precision, recall and F-measure as evaluation indexes. Compare with two shallow learning methods based on SVM, our model outperforms them in precision by 20.4% and 16.3% respectively and in recall by 21.0% and 19.2%. Meanwhile, Attention-based Bi-LSTM classification model is 6.7% higher than CNN based method in precision and 5.5%
higher in recall. From Fig. 10 we can clearly see that our classification method has the best performance among the four methods.

Besides, we experiment to prove the optimization effect of the Attention mechanism on the classification model. The experimental results are shown in Fig. 11, where AVG indicates averaging and MAX indicates max-pooling.

![Fig. 11. Advantage of the attention mechanism.](image)

Using the Attention mechanism to process the output at each time can obtain a more accurate vector representation of the text, thus achieving a more accurate classification of Deep Web data source. The model with Attention mechanism is 3.7% and 2.9% higher in precision and 4.2% and 4.8% higher in recall than models using averaging and max-pooling, respectively.

![Fig. 12. Comparison of cost of time in training stage.](image)

Finally, to prove that our classification method is feasible, we compare the network training time before and after adding the Attention mechanism when the network parameters and the number of samples are the same. In Fig. 12 we can see that the training time of model with Attention mechanism is longer than models that are not using it. However, the increase in training time is not significant. Therefore, the method we propose is completely feasible.

As can be seen from the above experimental results that the propose method is higher in precision than the existing method, and at the same time, there is no great increase in time consumption during the training stage.

IV. CONCLUSIONS

In this paper, we propose a Deep Web data source classification method based on text feature extension and extraction. In text feature extraction stage, to solve the problem of feature sparseness, we built the feature extraction using the N-gram model. In the Deep Web data source classification stage, we build a classification model based on Attention-based Bi-LSTM. Moreover, the Attention mechanism can give greater weight to words that are more relevant to the category of text, so that more accurate text vector representation can be obtained. The experimental results not only show that our model has significant advantages over the previous method, especially for Deep Web data sources with less text content, but also prove that the use of the Attention mechanism can improve the precision without a huge increase in the cost of training time. In conclusion, the Deep Web data source classification method based on text feature extraction and extraction is a high performance and feasible method.
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