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Abstract— Underwater Acoustic (UWA) communication is 

mainly characterized by bandwidth limited complex UWA 
channels. Orthogonal Frequency Division Multiplexing (OFDM) 
solves the bandwidth problem and an efficient channel estimation 
scheme estimates the channel parameters. Iterative channel 
estimation refines the channel estimation by reducing the number 
of pilots and coupling the channel estimator with channel 
decoder. This paper proposes an iterative receiver for OFDM 
UWA communication, based on a novel cost function threshold 
driven soft decision feedback iterative channel estimation 
technique. The receiver exploits orthogonal matching pursuit 
(OMP) channel estimation and low density parity check (LDPC) 
coding techniques after comparing different channel estimation 
and coding schemes. The performance of the proposed receiver is 
verified by simulations as well as sea experiments. Furthermore, 
the proposed iterative receiver is compared with other non-
iterative and soft decision feedback iterative receivers. 
 

Index Terms— Channel Estimation, Equalization, Iterative 
Receiver, OFDM, Underwater Communication.  

I. INTRODUCTION 
NDERWATER Acoustic (UWA)  communication is 

challenging because of the extremely limited bandwidth, 
slow speed of sound, multipath, delay spread, signal 
attenuation and ambient noise.  The UWA channel makes it 
different from terrestrial communication. . Inter-symbol 
interference (ISI) and Inter-carrier interference (ICI) are 
introduced into the transmitted signal by the channel.  Channel 
estimation estimates the channel parameters and equalization 
removes the effects of the channel on the received signal [1]. 
The role of channel estimation is of prime importance in 
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designing any communication model.  Different channel 
estimation schemes were applied to OFDM UWA 
communication depending upon the requirement of the model 
[2]. Many such scheme are summarized and compared with 
each other in our review article previously [3]. Least Square 
(LS) is one of commonly used channel estimation scheme, 
where pilot tones are used for channel estimation [4]. In this 
case many subcarriers need to be assigned to pilot subcarriers 
and therefore the data rate is affected. To increase the 
efficiency, many iterative/adaptive channel estimation 
schemes were introduced and were proved to be more efficient 
as it reduces the number of pilots [5, 6]. Furthermore the 
performance of the iterative channel estimation depends on the 
type of decision feedback used; feedback methods like hard 
decision and soft decision feedback methods were introduced 
[7, 8]. Compressed sensing based channel estimation was 
introduced for sparse channels where a dictionary was used to 
formulate the channel coefficient vector [9]. Orthogonal 
Matching Pursuit is one such algorithm widely used for 
OFDM UWA communication [10]. 

Channel coding adds some redundancy in the useful bits in 
order to protect the data in noisy channel. Trellis Coded 
Modulation (TCM), convolutional codes, Reed Solomon (RS) 
codes, turbo codes, Space time trellis codes and low density 
parity check codes (LDPC) are the commonly used coding 
schemes used for UWA communication. LDPC code is 
preferred for noisy channels as its check matrix is sparse and 
the threshold can be set very near to Shannon capacity limit 
[11].  

In this paper we propose an iterative receiver which exploits 
cost function based soft decision feedback orthogonal 
matching pursuit (OMP) channel estimation and LDPC coding 
/decoding schemes. The performance of the receiver is 
analyzed via simulations as well as experiments. The 
performance of the proposed receiver is compared with non-
iterative and others soft and hard decision feedback iterative 
receivers. Furthermore in the experimental analysis, different 
combinations of channel estimation techniques and coding 
techniques are compared using the proposed feedback method. 

The rest of the paper is organized as: section 2 gives the 
system model, section 3 proposes the receiver design and 
explains cost function based soft decision feedback method, 
the OMP channel estimation for UWA communication and 
LDPC coding scheme. Section 4 gives the results including 
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our work. 

II. SYSTEM AND CHANNEL MODEL 
Consider an OFDM system with symbol duration T  and 

cyclic prefix interval cpT , so that the total OFDM block 
duration is cpT T T    . The subcarrier spacing is given by 

1f T   and for total number of K  subcarriers, the 

bandwidth can be given by KB T  . The frequency of thm  

subcarrier is given by: 

/ , / 2,..., / 2 1m cf f m T m K K      (1) 

Where cf denotes the center frequency. The passband signal 
transmitted is given by: 
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Assume that the channel is time-invariant channel within each 
OFDM symbol, and the channel impulse response of the 
multipath channel with L  number of paths can be given by: 
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Where l and l respectively denote the amplitude and delay 
of thl  path, and the received signal ( )y t  with additive noise 

( )w t can be given by: 
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III. ITERATIVE RECEIVER DESIGN 
An iterative receiver is proposed here, which uses cost 

function based soft decision feedback OMP channel 
estimation and LDPC coding /decoding algorithm as shown in 
Figure 1. In the preprocessing block, the value of I  is taken 
as zero, which will make the receiver similar to non-iterative 
receiver, where the pilot symbols will be used for channel 
estimation. After the decoding, the cost function based soft 
information will be compared with the previous iteration 
value, which serves as threshold and value of I  is 
incremented for next iteration. The cost function based soft 
decision feedback method, OMP channel estimation and 
LDPC decoding are explained in detail as follows. 

 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

A. Cost Function Based Soft Decision Feedback 
Threshold controlled and uncontrolled soft and hard decision 

feedback methods are already in practice in iterative receiver 
systems [12, 13]. The soft symbol estimates are claimed to be 
better than hard symbol estimates especially for iterative 
channel estimation as they provide more statistical information 
about the transmitted data [14, 15]. We propose a new 
feedback method that uses cost function as decision condition 
threshold. Based on the cost function threshold, it decides 
whether to select the current iterative channel estimation result 
or to use the pilot-aided initial channel estimation value. This 
design is based on the idea given in detail in [15],  where a 
cost function was used for decision feedback for coded OFDM 
wireless communication system. However the cost function of 
the channel estimation for the current iteration was always 
compared with the initial channel cost function   0

mH , 

whereas we compare the cost function of the current iteration 
with the cost function of the previous iteration of channel 
estimation   1ˆ j

mH  . The advantage of this change is that the 

cost function keeps updating in comparison to the previous 
iteration, therefore the performance of channel estimation 
improves. Furthermore in [15], pilot-assisted channel 
estimation was performed based on the hard feedback method. 
We use soft feedback and OMP channel estimation, which 
obviously improves the channel estimation performance [3]. 
Furthermore we also compare LS channel estimation with 
OMP channel estimation using the same feedback method. 
This improved decision feedback method based on the cost 
function is given by: 
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our work. 

II. SYSTEM AND CHANNEL MODEL 
Consider an OFDM system with symbol duration T  and 

cyclic prefix interval cpT , so that the total OFDM block 
duration is cpT T T    . The subcarrier spacing is given by 

1f T   and for total number of K  subcarriers, the 

bandwidth can be given by KB T  . The frequency of thm  

subcarrier is given by: 

/ , / 2,..., / 2 1m cf f m T m K K      (1) 

Where cf denotes the center frequency. The passband signal 
transmitted is given by: 

/2
2

/2

) 2Re [ ]e , [0, ]m

m K
j f t

m K
t s m tx T





  
   

  
   (2) 

Assume that the channel is time-invariant channel within each 
OFDM symbol, and the channel impulse response of the 
multipath channel with L  number of paths can be given by: 

1

( )l

L

l
lh   



   (3) 

Where l and l respectively denote the amplitude and delay 
of thl  path, and the received signal ( )y t  with additive noise 

( )w t can be given by: 

1

( ) ( ) ( )
L

l l
l

y t x t w t 


    (4) 

 

III. ITERATIVE RECEIVER DESIGN 
An iterative receiver is proposed here, which uses cost 

function based soft decision feedback OMP channel 
estimation and LDPC coding /decoding algorithm as shown in 
Figure 1. In the preprocessing block, the value of I  is taken 
as zero, which will make the receiver similar to non-iterative 
receiver, where the pilot symbols will be used for channel 
estimation. After the decoding, the cost function based soft 
information will be compared with the previous iteration 
value, which serves as threshold and value of I  is 
incremented for next iteration. The cost function based soft 
decision feedback method, OMP channel estimation and 
LDPC decoding are explained in detail as follows. 

 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

A. Cost Function Based Soft Decision Feedback 
Threshold controlled and uncontrolled soft and hard decision 

feedback methods are already in practice in iterative receiver 
systems [12, 13]. The soft symbol estimates are claimed to be 
better than hard symbol estimates especially for iterative 
channel estimation as they provide more statistical information 
about the transmitted data [14, 15]. We propose a new 
feedback method that uses cost function as decision condition 
threshold. Based on the cost function threshold, it decides 
whether to select the current iterative channel estimation result 
or to use the pilot-aided initial channel estimation value. This 
design is based on the idea given in detail in [15],  where a 
cost function was used for decision feedback for coded OFDM 
wireless communication system. However the cost function of 
the channel estimation for the current iteration was always 
compared with the initial channel cost function   0

mH , 

whereas we compare the cost function of the current iteration 
with the cost function of the previous iteration of channel 
estimation   1ˆ j

mH  . The advantage of this change is that the 

cost function keeps updating in comparison to the previous 
iteration, therefore the performance of channel estimation 
improves. Furthermore in [15], pilot-assisted channel 
estimation was performed based on the hard feedback method. 
We use soft feedback and OMP channel estimation, which 
obviously improves the channel estimation performance [3]. 
Furthermore we also compare LS channel estimation with 
OMP channel estimation using the same feedback method. 
This improved decision feedback method based on the cost 
function is given by: 

LDPC Decoding

Decoding
Successful OR

I=Imax

Yes

Output

No, I=I+1

Pre-processing
LetI=0

Channel
Estimation

Noise Variance
estimation

Equalization

Estimation

Detection

 

 

 
 

2 

simulation and experimental results, while section 5 concludes 
our work. 

II. SYSTEM AND CHANNEL MODEL 
Consider an OFDM system with symbol duration T  and 

cyclic prefix interval cpT , so that the total OFDM block 
duration is cpT T T    . The subcarrier spacing is given by 

1f T   and for total number of K  subcarriers, the 

bandwidth can be given by KB T  . The frequency of thm  

subcarrier is given by: 

/ , / 2,..., / 2 1m cf f m T m K K      (1) 

Where cf denotes the center frequency. The passband signal 
transmitted is given by: 

/2
2

/2

) 2Re [ ]e , [0, ]m

m K
j f t

m K
t s m tx T





  
   

  
   (2) 

Assume that the channel is time-invariant channel within each 
OFDM symbol, and the channel impulse response of the 
multipath channel with L  number of paths can be given by: 

1

( )l

L

l
lh   



   (3) 

Where l and l respectively denote the amplitude and delay 
of thl  path, and the received signal ( )y t  with additive noise 

( )w t can be given by: 

1

( ) ( ) ( )
L

l l
l

y t x t w t 


    (4) 

 

III. ITERATIVE RECEIVER DESIGN 
An iterative receiver is proposed here, which uses cost 

function based soft decision feedback OMP channel 
estimation and LDPC coding /decoding algorithm as shown in 
Figure 1. In the preprocessing block, the value of I  is taken 
as zero, which will make the receiver similar to non-iterative 
receiver, where the pilot symbols will be used for channel 
estimation. After the decoding, the cost function based soft 
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which can be put in vector-matrix form as: 
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An iterative receiver is proposed here, which uses cost 
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as zero, which will make the receiver similar to non-iterative 
receiver, where the pilot symbols will be used for channel 
estimation. After the decoding, the cost function based soft 
information will be compared with the previous iteration 
value, which serves as threshold and value of I  is 
incremented for next iteration. The cost function based soft 
decision feedback method, OMP channel estimation and 
LDPC decoding are explained in detail as follows. 
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Figure 1: Iterative Receiver Block Diagram
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mH  represents the signal detection cost function and 

channel estimation cost function for thm  subcarrier 
respectively. Instead of using the soft symbols directly as 
feedback, soft information on the reliability of  ˆ j

mX  in the 
form of Log likelihood rations (LLRs) is exploited by the 
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, the iterative receiver input is taken from the 

demodulated received symbols, that serves as auxiliary pilots. 
The modified signal model at the iterative receiver is given by: 
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where m is given by: 
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The decision feedback induces this additional noise 
component, that can be approximated as Additive White 
Gaussian Noise with zero mean and its variance is given by: 
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where 0N is the variance of AWGN signal and 2
mX can be 

generated from the LLR of the decoder output [15]. 
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with the initial cost function   0ˆ
mH , which can be derived 

by using the initial estimates based on pilot symbols. The 
channel estimation error can be given by ˆm m mH H   . 
Assuming m to be zero mean with variance equal to the mean 

square error, denoted by MSE  22
m E m v  ,which depends 

on the FIR filter v ,  therefore the variance of the effective 
noise term can be given by: 
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Where sE is the energy per information bit of the mapped 
symbol mX . To carry out the threshold test, only the 

computation of 2
mX is required, as the soft LLR information is 

available at the decoder output. 
 

B. OMP Channel Estimation 
The OMP algorithm is a kind of greedy algorithm. It first 

searches the dictionary for elements that match the received 
signal, orthogonalizes the selected element, removes the effect 
of the element from the signal and the dictionary and obtains 
the signal residual. Then in the remaining dictionary, it 
continues to search for the element that has the best match 
with the signal residual, and the above process is repeated 
until the residual satisfies the set threshold.  

Considering that the multipath UWA channel is linearly time 
invariant for each OFDM block, the channel estimation needs 
to determine the corresponding delay p for each path. The 
estimation problem can be reformulated by constructing a so-
called dictionary, made of the signals parameterized by a 
representative selection of possible values of parameter p .  
The path delay p depends on these factors as given by:  
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which can be put in vector-matrix form as: 
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where 1pa denotes the thp  dictionary element and is of size 
1K p  , pz shows the received pilot information, η  is the 

noise vector, ξ shows the channel information to be estimated 
and A  is the constructed dictionary vector of size K Np .  
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called dictionary, made of the signals parameterized by a 
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simulation and experimental results, while section 5 concludes 
our work. 

II. SYSTEM AND CHANNEL MODEL 
Consider an OFDM system with symbol duration T  and 

cyclic prefix interval cpT , so that the total OFDM block 
duration is cpT T T    . The subcarrier spacing is given by 

1f T   and for total number of K  subcarriers, the 

bandwidth can be given by KB T  . The frequency of thm  

subcarrier is given by: 

/ , / 2,..., / 2 1m cf f m T m K K      (1) 

Where cf denotes the center frequency. The passband signal 
transmitted is given by: 
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Assume that the channel is time-invariant channel within each 
OFDM symbol, and the channel impulse response of the 
multipath channel with L  number of paths can be given by: 
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Where l and l respectively denote the amplitude and delay 
of thl  path, and the received signal ( )y t  with additive noise 

( )w t can be given by: 
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III. ITERATIVE RECEIVER DESIGN 
An iterative receiver is proposed here, which uses cost 

function based soft decision feedback OMP channel 
estimation and LDPC coding /decoding algorithm as shown in 
Figure 1. In the preprocessing block, the value of I  is taken 
as zero, which will make the receiver similar to non-iterative 
receiver, where the pilot symbols will be used for channel 
estimation. After the decoding, the cost function based soft 
information will be compared with the previous iteration 
value, which serves as threshold and value of I  is 
incremented for next iteration. The cost function based soft 
decision feedback method, OMP channel estimation and 
LDPC decoding are explained in detail as follows. 

 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

A. Cost Function Based Soft Decision Feedback 
Threshold controlled and uncontrolled soft and hard decision 

feedback methods are already in practice in iterative receiver 
systems [12, 13]. The soft symbol estimates are claimed to be 
better than hard symbol estimates especially for iterative 
channel estimation as they provide more statistical information 
about the transmitted data [14, 15]. We propose a new 
feedback method that uses cost function as decision condition 
threshold. Based on the cost function threshold, it decides 
whether to select the current iterative channel estimation result 
or to use the pilot-aided initial channel estimation value. This 
design is based on the idea given in detail in [15],  where a 
cost function was used for decision feedback for coded OFDM 
wireless communication system. However the cost function of 
the channel estimation for the current iteration was always 
compared with the initial channel cost function   0

mH , 

whereas we compare the cost function of the current iteration 
with the cost function of the previous iteration of channel 
estimation   1ˆ j

mH  . The advantage of this change is that the 

cost function keeps updating in comparison to the previous 
iteration, therefore the performance of channel estimation 
improves. Furthermore in [15], pilot-assisted channel 
estimation was performed based on the hard feedback method. 
We use soft feedback and OMP channel estimation, which 
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flexibility, which makes LDPC codes suitable for almost all 
channels. The amount of computation does not increase 
dramatically with the increase in code length, therefore 
keeping the complexity low. There are many design 
approaches to construct LDPC code check matrix, such as 
Gallager’s construction method, MacKay construction 
method, repeated accumulation design construction method, - 

rotation matrix construction method, etc. We used the regular 
LPDC Gallager codes here with ½ code rate and block size of 
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performance as well as normalized mean square error (NMSE) 
performance. The NMSE is defined as: 
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First of all we compare the BER and NMSE of the iterative 
receiver with non-iterative receiver in Figure 3. The non-
iterative receiver is similar to the iterative receiver with single 
iteration.  The performance of iterative receiver even after the 
second iteration is far better than that of non-iterative receiver 
We use soft information feedback in our design, as the overall 
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Let pr be the residual after p iterations with initial value 

0 pr z , search for the elements in the dictionary that have the 
largest inner product of residuals and get the index of the 
matching element in the dictionary: 
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where  1 1 2 1, , ,p pI s s s  is the index of the previous 1p  
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Where iu  is the value of the orthogonalized element chosen 
for the first time and the estimated values of elements in signal 
ξ  is given by: 
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And the residual signal is calculated as: 
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C. LDPC Coding 
 Low-density parity-check (LDPC) code is a linear block 

error correcting code, used for transmitting a message over 
a noisy transmission channel. Its check matrix is sparse and 
the codes are capacity-approaching codes, means that the 
threshold can be set very much close to Shannon capacity 
limit. The description format of LDPC codes is relatively 
simple and has strong error correction capability and excellent 
flexibility, which makes LDPC codes suitable for almost all 
channels. The amount of computation does not increase 
dramatically with the increase in code length, therefore 
keeping the complexity low. There are many design 
approaches to construct LDPC code check matrix, such as 
Gallager’s construction method, MacKay construction 
method, repeated accumulation design construction method, - 

rotation matrix construction method, etc. We used the regular 
LPDC Gallager codes here with ½ code rate and block size of 
851. 

 

IV. RESULTS 

A. Simulation Results 
A shallow water channel is modeled using Bellhop and the 

channel impulse response is given in Figure 2, while the 
simulation parameters for the OFDM system are given in 
Table 1 below. First of all the iterative and non-iterative 
receivers are compared, then different feedback methods are 
compared. The soft feedback method is analyzed for reduced 
number of pilots and the proposed design is then compared 
with other soft decision feedback methods. 
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performance of soft-decision feedback is better than that of 
hard-decision feedback, because soft information feedback can 

generally make more use of symbol statistics than hard 
information feedback [14, 15] . 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Next, we compare the performance of iterative channel 

estimation at different pilot intervals by changing the pilot 
interval from 4 to 8 and 12 while using soft decision feedback 
method with 4 iterations, as shown in Figure 4. The curves in 
figure 4 (a), (b) and (c) show the comparison between iterative 
and non-iterative channel estimation for the pilot intervals 12, 
8 and 4 respectively. It can be seen that when the pilot interval 
increases, the channel estimation performance decreases, i.e., 
smaller number of pilots cause a decrease in channel 
estimation performance. Furthermore, when the pilot interval 
is large, the performance gap between the iterative and non-
iterative channel estimations is more obvious, whereas, the 

difference is less obvious in case of smaller pilot interval. This 
shows that the additional pilot information feedback when the 
number of pilots is small is more important for the channel 
estimation. 

In the Figure 4(d), the comparison of pilot spacing 4, 8 and 
12 shows a significant difference in the performance of the 
iterative channel estimation and the performance degrades for 
the larger pilot interval. This Figure 4 further shows that the 
performance of pilot spacing 4 and 8 is very close in case of 
iterative channel estimation, which shows that the use of 
iterative method can easily reduce the number of pilots used. 
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Let pr be the residual after p iterations with initial value 

0 pr z , search for the elements in the dictionary that have the 
largest inner product of residuals and get the index of the 
matching element in the dictionary: 
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where  1 1 2 1, , ,p pI s s s  is the index of the previous 1p  
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Where iu  is the value of the orthogonalized element chosen 
for the first time and the estimated values of elements in signal 
ξ  is given by: 
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And the residual signal is calculated as: 
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C. LDPC Coding 
 Low-density parity-check (LDPC) code is a linear block 

error correcting code, used for transmitting a message over 
a noisy transmission channel. Its check matrix is sparse and 
the codes are capacity-approaching codes, means that the 
threshold can be set very much close to Shannon capacity 
limit. The description format of LDPC codes is relatively 
simple and has strong error correction capability and excellent 
flexibility, which makes LDPC codes suitable for almost all 
channels. The amount of computation does not increase 
dramatically with the increase in code length, therefore 
keeping the complexity low. There are many design 
approaches to construct LDPC code check matrix, such as 
Gallager’s construction method, MacKay construction 
method, repeated accumulation design construction method, - 

rotation matrix construction method, etc. We used the regular 
LPDC Gallager codes here with ½ code rate and block size of 
851. 

 

IV. RESULTS 

A. Simulation Results 
A shallow water channel is modeled using Bellhop and the 

channel impulse response is given in Figure 2, while the 
simulation parameters for the OFDM system are given in 
Table 1 below. First of all the iterative and non-iterative 
receivers are compared, then different feedback methods are 
compared. The soft feedback method is analyzed for reduced 
number of pilots and the proposed design is then compared 
with other soft decision feedback methods. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 1 
OFDM Simulation Parameters 

Serial # Parameter Value 
01 Sampling frequency 48 kHz 
02 Communication bandwidth 6 kHz-12 kHz 
03 Total number of subcarriers 1024 
04 Number of data carriers 851 
05 Number of pilots 125 
06 Number of Null carriers 48 
07 OFDM symbol period 170.67 ms 
08 Cyclic prefix length 40 ms 
09 Spectrum utilization 0.67 b/s/Hz 
10 Communication rate 4.04 kb/s 

 
The performance comparison is done by comparing the BER 

performance as well as normalized mean square error (NMSE) 
performance. The NMSE is defined as: 

 2 2ˆNMSE /E H H H  (18) 

First of all we compare the BER and NMSE of the iterative 
receiver with non-iterative receiver in Figure 3. The non-
iterative receiver is similar to the iterative receiver with single 
iteration.  The performance of iterative receiver even after the 
second iteration is far better than that of non-iterative receiver 
We use soft information feedback in our design, as the overall 

 
 

 

 
 

5 

performance of soft-decision feedback is better than that of 
hard-decision feedback, because soft information feedback can 

generally make more use of symbol statistics than hard 
information feedback [14, 15] . 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Next, we compare the performance of iterative channel 

estimation at different pilot intervals by changing the pilot 
interval from 4 to 8 and 12 while using soft decision feedback 
method with 4 iterations, as shown in Figure 4. The curves in 
figure 4 (a), (b) and (c) show the comparison between iterative 
and non-iterative channel estimation for the pilot intervals 12, 
8 and 4 respectively. It can be seen that when the pilot interval 
increases, the channel estimation performance decreases, i.e., 
smaller number of pilots cause a decrease in channel 
estimation performance. Furthermore, when the pilot interval 
is large, the performance gap between the iterative and non-
iterative channel estimations is more obvious, whereas, the 

difference is less obvious in case of smaller pilot interval. This 
shows that the additional pilot information feedback when the 
number of pilots is small is more important for the channel 
estimation. 

In the Figure 4(d), the comparison of pilot spacing 4, 8 and 
12 shows a significant difference in the performance of the 
iterative channel estimation and the performance degrades for 
the larger pilot interval. This Figure 4 further shows that the 
performance of pilot spacing 4 and 8 is very close in case of 
iterative channel estimation, which shows that the use of 
iterative method can easily reduce the number of pilots used. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

 
 



Cost Function based Soft Feedback Iterative Channel  
Estimation in OFDM Underwater Acoustic Communication

INFOCOMMUNICATIONS JOURNAL

MARCH 2019 • VOLUME XI • NUMBER 1 33

 
 

4 

Let pr be the residual after p iterations with initial value 

0 pr z , search for the elements in the dictionary that have the 
largest inner product of residuals and get the index of the 
matching element in the dictionary: 
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Where iu  is the value of the orthogonalized element chosen 
for the first time and the estimated values of elements in signal 
ξ  is given by: 
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And the residual signal is calculated as: 
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a noisy transmission channel. Its check matrix is sparse and 
the codes are capacity-approaching codes, means that the 
threshold can be set very much close to Shannon capacity 
limit. The description format of LDPC codes is relatively 
simple and has strong error correction capability and excellent 
flexibility, which makes LDPC codes suitable for almost all 
channels. The amount of computation does not increase 
dramatically with the increase in code length, therefore 
keeping the complexity low. There are many design 
approaches to construct LDPC code check matrix, such as 
Gallager’s construction method, MacKay construction 
method, repeated accumulation design construction method, - 

rotation matrix construction method, etc. We used the regular 
LPDC Gallager codes here with ½ code rate and block size of 
851. 
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Figure 3: Iterative Vs Non-iterative receiver

Figure 4: Comparison of Iterative Channel Estimation Performance at different Pilot intervals using Soft feedback method
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performance of soft-decision feedback is better than that of 
hard-decision feedback, because soft information feedback can 

generally make more use of symbol statistics than hard 
information feedback [14, 15] . 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Next, we compare the performance of iterative channel 

estimation at different pilot intervals by changing the pilot 
interval from 4 to 8 and 12 while using soft decision feedback 
method with 4 iterations, as shown in Figure 4. The curves in 
figure 4 (a), (b) and (c) show the comparison between iterative 
and non-iterative channel estimation for the pilot intervals 12, 
8 and 4 respectively. It can be seen that when the pilot interval 
increases, the channel estimation performance decreases, i.e., 
smaller number of pilots cause a decrease in channel 
estimation performance. Furthermore, when the pilot interval 
is large, the performance gap between the iterative and non-
iterative channel estimations is more obvious, whereas, the 

difference is less obvious in case of smaller pilot interval. This 
shows that the additional pilot information feedback when the 
number of pilots is small is more important for the channel 
estimation. 

In the Figure 4(d), the comparison of pilot spacing 4, 8 and 
12 shows a significant difference in the performance of the 
iterative channel estimation and the performance degrades for 
the larger pilot interval. This Figure 4 further shows that the 
performance of pilot spacing 4 and 8 is very close in case of 
iterative channel estimation, which shows that the use of 
iterative method can easily reduce the number of pilots used. 
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Let pr be the residual after p iterations with initial value 
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largest inner product of residuals and get the index of the 
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limit. The description format of LDPC codes is relatively 
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method, repeated accumulation design construction method, - 

rotation matrix construction method, etc. We used the regular 
LPDC Gallager codes here with ½ code rate and block size of 
851. 
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Table 1 below. First of all the iterative and non-iterative 
receivers are compared, then different feedback methods are 
compared. The soft feedback method is analyzed for reduced 
number of pilots and the proposed design is then compared 
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Table 1 
OFDM Simulation Parameters 

Serial # Parameter Value 
01 Sampling frequency 48 kHz 
02 Communication bandwidth 6 kHz-12 kHz 
03 Total number of subcarriers 1024 
04 Number of data carriers 851 
05 Number of pilots 125 
06 Number of Null carriers 48 
07 OFDM symbol period 170.67 ms 
08 Cyclic prefix length 40 ms 
09 Spectrum utilization 0.67 b/s/Hz 
10 Communication rate 4.04 kb/s 

 
The performance comparison is done by comparing the BER 

performance as well as normalized mean square error (NMSE) 
performance. The NMSE is defined as: 

 2 2ˆNMSE /E H H H  (18) 

First of all we compare the BER and NMSE of the iterative 
receiver with non-iterative receiver in Figure 3. The non-
iterative receiver is similar to the iterative receiver with single 
iteration.  The performance of iterative receiver even after the 
second iteration is far better than that of non-iterative receiver 
We use soft information feedback in our design, as the overall 
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performance of soft-decision feedback is better than that of 
hard-decision feedback, because soft information feedback can 

generally make more use of symbol statistics than hard 
information feedback [14, 15] . 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Next, we compare the performance of iterative channel 

estimation at different pilot intervals by changing the pilot 
interval from 4 to 8 and 12 while using soft decision feedback 
method with 4 iterations, as shown in Figure 4. The curves in 
figure 4 (a), (b) and (c) show the comparison between iterative 
and non-iterative channel estimation for the pilot intervals 12, 
8 and 4 respectively. It can be seen that when the pilot interval 
increases, the channel estimation performance decreases, i.e., 
smaller number of pilots cause a decrease in channel 
estimation performance. Furthermore, when the pilot interval 
is large, the performance gap between the iterative and non-
iterative channel estimations is more obvious, whereas, the 

difference is less obvious in case of smaller pilot interval. This 
shows that the additional pilot information feedback when the 
number of pilots is small is more important for the channel 
estimation. 

In the Figure 4(d), the comparison of pilot spacing 4, 8 and 
12 shows a significant difference in the performance of the 
iterative channel estimation and the performance degrades for 
the larger pilot interval. This Figure 4 further shows that the 
performance of pilot spacing 4 and 8 is very close in case of 
iterative channel estimation, which shows that the use of 
iterative method can easily reduce the number of pilots used. 
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Figure 5 compares the BER and NMSE the performances of 

the proposed feedback method based on the cost function for 
different number of iterations. It can be seen from the figure 
that system's BER and NMSE is significantly reduced with the 
increase in number of iterations and the system's performance 
is gradually improved until it reaches stability. 

Next we compare the BER performance of the proposed 
feedback method with soft decision feedback for every 
iteration as shown in Figure 6. It can be seen that the 
performance of the proposed method is better than the soft 

decision feedback in each iteration. The performance gap 
decreases with the increase in iterations as can be seen in the 
figures that the gap is more in the first iteration and is reduced 
in the fourth iteration when the system stabilizes, however the 
performance of soft feedback based on cost function is still 
better than soft feedback method. It is also concluded that as 
the proposed method performs better even in the first and 
second iterations, the processing time and complexity can be 
reduced if we reduce the number of iterations for this method. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

B. Experimental Results 
The performance of the proposed iterative receiver 

algorithm in underwater acoustic SISO OFDM 
communication system is verified via sea trials. The 
experimental data was collected in experiments conducted in 

South China sea. The OFDM system experimental parameters 
are shown in Table 2. The depth of sea water was 60 to 70 
meters with good sea conditions. Two ships were used to 
verify the communication performance. The receiving vessel 
was anchored and four hydrophones were deployed 30m deep; 
the transmitter was deployed 27m below the launching ship. 

 

 

 

 
 

 
 

7 

The launching ship was moving towards the receiving ship at 
a speed of 2 knots and kept moving from a position 3km away 
to 1km and was continuously sending test signals.  

 
Table 2 

Sea Experiment OFDM System Parameters 
Serial # Parameter Value 
01 Sampling frequency 48 kHz 
02 Communication bandwidth 6 kHz-10 kHz 
03 Total number of subcarriers per transmitter 681 
04 Number of data carriers per transmitter 595 
05 The number of pilots at each transmitter 86 
06 OFDM symbol period 170.25 ms 
07 Cyclic prefix length 20 ms 
08 Cyclic Suffix Length 5 ms 
09 Spectrum utilization 0.76 b/s/Hz 
10 Communication rate 3.05 kb/s 
 
Each frame of data contains 8 OFDM symbols, while QPSK 

mapping is used. Two encoding methods are used: 1/2 code 
rate convolutional code and 1/2 code rate LDPC, both with the 
same information sequence length. 

The performance of the convolutional code and LDPC code, 
and the performance of the LS channel estimation algorithm 
and the OMP algorithm are compared and analyzed. The 
signals of the second receiver and fourth receiver are 
processed respectively, as shown in Figure 7.  

Comparing the two upper curves in Figure 7 (a) & (b), it can 
be observed that with the same channel coding scheme, the 
performance of OMP channel estimation is better than the 
traditional LS channel estimation. Comparing the second and 
third curves, we can see that when the same channel 

estimation algorithm is used, the LDPC code performs better 
than the convolutional code. Therefore it is concluded that a 
combination of LDPC code and OMP channel estimation 
gives the best performance. 

Next we verify the performance of the iterative reception 
algorithm. Taking 7 frames of data from the hydrophone 4 for 
the analysis. The number of bits transmitted in each frame of 
data is 595 8 2 9520   , as there are 8 OFDM symbols in 
each frame and each symbol has 595 data carriers, while the 
modulation is QPSK so there are two bits in each symbol. 
Table 3 lists the number of error bits for different data frames 
at different iterations. 

It can be observed from Table 3 that the performance of 
different data frames after receiver’s initial processing 
(without iterations) is quite different. The relative movements 
of the transmitter and receiver during the experiment and the 
different interference of frames with the background noise and 
the channel conditions can be the reasons for these large 
differences. Let us take the first frame and the fourth frame of 
the received data that are widely different in performance, as 
an example for analysis.   

Figure 8 (a) &(b) shows the data signal received for these 
two frames, normalization is performed and the frame header 
LFM signal is used to measure the channel impulse response 
experienced by the two frames of data, as shown in Figure 9. 
It can be seen that the data of the first frame is more affected 
by noise than the data of the fourth frame, furthermore the 
experienced channel for the first frame is more complicated 
than the fourth frame. This is the reason why the bit error rate 
of the first frame data is high. 
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Figure 5 compares the BER and NMSE the performances of 

the proposed feedback method based on the cost function for 
different number of iterations. It can be seen from the figure 
that system's BER and NMSE is significantly reduced with the 
increase in number of iterations and the system's performance 
is gradually improved until it reaches stability. 

Next we compare the BER performance of the proposed 
feedback method with soft decision feedback for every 
iteration as shown in Figure 6. It can be seen that the 
performance of the proposed method is better than the soft 

decision feedback in each iteration. The performance gap 
decreases with the increase in iterations as can be seen in the 
figures that the gap is more in the first iteration and is reduced 
in the fourth iteration when the system stabilizes, however the 
performance of soft feedback based on cost function is still 
better than soft feedback method. It is also concluded that as 
the proposed method performs better even in the first and 
second iterations, the processing time and complexity can be 
reduced if we reduce the number of iterations for this method. 
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The launching ship was moving towards the receiving ship at 
a speed of 2 knots and kept moving from a position 3km away 
to 1km and was continuously sending test signals.  

 
Table 2 

Sea Experiment OFDM System Parameters 
Serial # Parameter Value 
01 Sampling frequency 48 kHz 
02 Communication bandwidth 6 kHz-10 kHz 
03 Total number of subcarriers per transmitter 681 
04 Number of data carriers per transmitter 595 
05 The number of pilots at each transmitter 86 
06 OFDM symbol period 170.25 ms 
07 Cyclic prefix length 20 ms 
08 Cyclic Suffix Length 5 ms 
09 Spectrum utilization 0.76 b/s/Hz 
10 Communication rate 3.05 kb/s 
 
Each frame of data contains 8 OFDM symbols, while QPSK 

mapping is used. Two encoding methods are used: 1/2 code 
rate convolutional code and 1/2 code rate LDPC, both with the 
same information sequence length. 

The performance of the convolutional code and LDPC code, 
and the performance of the LS channel estimation algorithm 
and the OMP algorithm are compared and analyzed. The 
signals of the second receiver and fourth receiver are 
processed respectively, as shown in Figure 7.  

Comparing the two upper curves in Figure 7 (a) & (b), it can 
be observed that with the same channel coding scheme, the 
performance of OMP channel estimation is better than the 
traditional LS channel estimation. Comparing the second and 
third curves, we can see that when the same channel 

estimation algorithm is used, the LDPC code performs better 
than the convolutional code. Therefore it is concluded that a 
combination of LDPC code and OMP channel estimation 
gives the best performance. 

Next we verify the performance of the iterative reception 
algorithm. Taking 7 frames of data from the hydrophone 4 for 
the analysis. The number of bits transmitted in each frame of 
data is 595 8 2 9520   , as there are 8 OFDM symbols in 
each frame and each symbol has 595 data carriers, while the 
modulation is QPSK so there are two bits in each symbol. 
Table 3 lists the number of error bits for different data frames 
at different iterations. 

It can be observed from Table 3 that the performance of 
different data frames after receiver’s initial processing 
(without iterations) is quite different. The relative movements 
of the transmitter and receiver during the experiment and the 
different interference of frames with the background noise and 
the channel conditions can be the reasons for these large 
differences. Let us take the first frame and the fourth frame of 
the received data that are widely different in performance, as 
an example for analysis.   

Figure 8 (a) &(b) shows the data signal received for these 
two frames, normalization is performed and the frame header 
LFM signal is used to measure the channel impulse response 
experienced by the two frames of data, as shown in Figure 9. 
It can be seen that the data of the first frame is more affected 
by noise than the data of the fourth frame, furthermore the 
experienced channel for the first frame is more complicated 
than the fourth frame. This is the reason why the bit error rate 
of the first frame data is high. 
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traditional LS channel estimation. Comparing the second and 
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than the convolutional code. Therefore it is concluded that a 
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Next we verify the performance of the iterative reception 
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modulation is QPSK so there are two bits in each symbol. 
Table 3 lists the number of error bits for different data frames 
at different iterations. 

It can be observed from Table 3 that the performance of 
different data frames after receiver’s initial processing 
(without iterations) is quite different. The relative movements 
of the transmitter and receiver during the experiment and the 
different interference of frames with the background noise and 
the channel conditions can be the reasons for these large 
differences. Let us take the first frame and the fourth frame of 
the received data that are widely different in performance, as 
an example for analysis.   

Figure 8 (a) &(b) shows the data signal received for these 
two frames, normalization is performed and the frame header 
LFM signal is used to measure the channel impulse response 
experienced by the two frames of data, as shown in Figure 9. 
It can be seen that the data of the first frame is more affected 
by noise than the data of the fourth frame, furthermore the 
experienced channel for the first frame is more complicated 
than the fourth frame. This is the reason why the bit error rate 
of the first frame data is high. 
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Figure 5 compares the BER and NMSE the performances of 

the proposed feedback method based on the cost function for 
different number of iterations. It can be seen from the figure 
that system's BER and NMSE is significantly reduced with the 
increase in number of iterations and the system's performance 
is gradually improved until it reaches stability. 

Next we compare the BER performance of the proposed 
feedback method with soft decision feedback for every 
iteration as shown in Figure 6. It can be seen that the 
performance of the proposed method is better than the soft 

decision feedback in each iteration. The performance gap 
decreases with the increase in iterations as can be seen in the 
figures that the gap is more in the first iteration and is reduced 
in the fourth iteration when the system stabilizes, however the 
performance of soft feedback based on cost function is still 
better than soft feedback method. It is also concluded that as 
the proposed method performs better even in the first and 
second iterations, the processing time and complexity can be 
reduced if we reduce the number of iterations for this method. 
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meters with good sea conditions. Two ships were used to 
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Frame No. No iteration 1st Iteration 2nd Iteration 3rd Iteration 4th Iteration 5th Iteration 
01 1086 526 270 162 36 0 
02 512 228 48 0 0 0 
03 881 346 150 4 0 0 
04 0 0 0 0 0 0 
05 116 0 0 0 0 0 
06 184 0 0 0 0 0 
07 2146 2146 2262 2476 2684 2904 
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verified, however the iterative reception algorithm also has its 
limitations. For the case where the initial bit error rate is very 
high, such as the seventh frame (the number of error bits is 
2146, the corresponding bit error rate is about 0.23), the 
number of bit errors increases after the iteration instead. The 
reason is that there may exist some error propagation in the 
iterative process and the processing capability of the iterative 
reception algorithm has a certain range or threshold. Just like 
the error correction code, it may be not be effective after a 
certain error correction threshold is exceeded.  

V. CONCLUSION 
This paper proposes a receiver based on cost function 

threshold driven soft decision feedback iterative channel 
estimation technique for OFDM UWA communication. The 
receiver exploits OMP channel estimation and LDPC coding 
schemes. The performance of the proposed receiver is verified 
by simulations as well as sea experiments. The proposed 
receiver is compared with other non-iterative and soft and hard 
decision feedback iterative receivers and it outperforms them 
in terms of BER and NMSE performance. During the sea 
trials, combinations of different channel estimation schemes 
and coding schemes are compared and LDPC coding with 
OMP channel estimation outperformed the LS estimation and 
convolutional codes. Furthermore the better performance of 
the proposed receiver is proved in the sea experiment. 
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verified, however the iterative reception algorithm also has its 
limitations. For the case where the initial bit error rate is very 
high, such as the seventh frame (the number of error bits is 
2146, the corresponding bit error rate is about 0.23), the 
number of bit errors increases after the iteration instead. The 
reason is that there may exist some error propagation in the 
iterative process and the processing capability of the iterative 
reception algorithm has a certain range or threshold. Just like 
the error correction code, it may be not be effective after a 
certain error correction threshold is exceeded.  

V. CONCLUSION 
This paper proposes a receiver based on cost function 

threshold driven soft decision feedback iterative channel 
estimation technique for OFDM UWA communication. The 
receiver exploits OMP channel estimation and LDPC coding 
schemes. The performance of the proposed receiver is verified 
by simulations as well as sea experiments. The proposed 
receiver is compared with other non-iterative and soft and hard 
decision feedback iterative receivers and it outperforms them 
in terms of BER and NMSE performance. During the sea 
trials, combinations of different channel estimation schemes 
and coding schemes are compared and LDPC coding with 
OMP channel estimation outperformed the LS estimation and 
convolutional codes. Furthermore the better performance of 
the proposed receiver is proved in the sea experiment. 
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Table 3  
Statistics of the number of bit errors at different iteration times for different data frames 

Frame No. No iteration 1st Iteration 2nd Iteration 3rd Iteration 4th Iteration 5th Iteration 
01 1086 526 270 162 36 0 
02 512 228 48 0 0 0 
03 881 346 150 4 0 0 
04 0 0 0 0 0 0 
05 116 0 0 0 0 0 
06 184 0 0 0 0 0 
07 2146 2146 2262 2476 2684 2904 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Further analysis of table 3 shows that with the increase in the 

number of iterations, the number of errors in the decoded bits 
gradually reduces and with each increase in iteration, the 
number of erroneous bits almost halves. If the number of 
erroneous bits is more, it needs multiple iterations to reduce 

this number to 0 as obvious for the first frame, whereas the 
number of the initial erroneous bits of the 5th and 6th frames 
is less; therefore the number of erroneous bits is reduced to 0 
right after the first iteration. 

The effectiveness of the iterative reception algorithm is 

 
 

 
 

 

 
Figure 8 : Received signal in the sea experiment 

 
 

 
 

 

 
 

 
Figure 9:  Measurement of CIRs in sea experiment 
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