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Selected papers of the CSNDSP 2018 conference  
– Guest Editorial

Eszter Udvary
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Guest Editorial

The 11th IEEE, IET International Symposium on Com-
munication Systems, Networks, and Digital Signal Processing 
(CSNDSP) was hosted by The Faculty of Electrical Engineer-
ing and Informatics at Budapest University of Technology and 
Economics, Hungary, 18-20 July 2018. Detailed information 
can be found on its website (http://csndsp2018.com/).

In CSNDSP 2018 we had four colloquiums on Satellite and 
Space Communications, Photonic Communications Systems 

and Networks, Communication Networks Optimization and Op-
tical Wireless Communications as well as some special sessions 
on the emerging topics organized by the experts working in these 
research areas to whom CSNDSP is very grateful. During the 
conference, we had five keynote lectures and 142 technical pres-
entations. The CSNDSP 2018 conference was attended by more 
than 170 participants from 33 different countries. 

From the conference program, six papers were selected for the 
current special issue of the Infocommunications Journal. All se-
lected papers are related to the physical layer of 5G mobile net-
works. Two papers present new modulation methods. The third 
paper introduces an optoelectronic mixer to support photonic-
assisted wireless transmission. The next two papers demonstrate 
the electrical challenges of the system by investigating wideband 
matching and antenna design. The final paper studies the cost 
analysis of ultra-reliable low latency 5G communication.

Filter bank multicarrier (FBMC) modulation and spectrally 
efficient frequency division multiplexing (SEFDM) and are the 
promising candidate as the physical layer waveform in next-gen-
eration broadband networks.

“Practical Evaluations of SEFDM: Timing Offset and Mul-
tipath Impairments” presents the non-orthogonal signal wave-
form SEFDM, which improves spectral efficiency at the cost of 
self-created inter-carrier interference. The timing offset and the 
multipath impairments are experimentally demonstrated on the 
test bed.

„Overview and Complexity Evaluation of FBMC Transmitter 
Architectures” studies the Frequency Spreading (FS) and Poly-
Phase Network (PPN) architectures. Based on the complexity 
calculations, the alternative PPN provides the best results.

“Optoelectronic mixer with a photoconductive switch for 
1550 nm wavelengths” experimentally demonstrates an opto-
electronic mixer based on an ultrafast photoconductive switch in 
a heterodyne detection system for RoF transmission. The setup 
has a relatively flat response curve in a wide frequency range up 
to 67 GHz. The two presented mixing schemes open the way to 
the design of new photonic-assisted microwave telecommunica-
tions link.

“A Systematic Analysis and Design of a High Gain Microstrip 
Antenna based on a Single EBG Layer” introduces the design of 
novel Electromagnetic Band Gap lens based microstrip antenna. 
The simulation work presents a significant improvement in the 
antenna parameters. 

“Overcoming the Realization Problems of Wideband Match-
ing Circuits” also investigates an important problem of broad-
band applications. It presents practical design rules for imped-
ance matching. The process can speed up realization issues.

“Reducing operational costs of ultra-reliable low latency 
services in 5G” focuses on the cost analysis, it examines how 
the operational expenses dominated by administrative costs can 
be reduced without impacting the quality of the provided ultra-
reliable low latency services in 5G mobile networks.

I hope this careful selection will satisfy our readers’ expecta-
tions.

Eszter Udvary received Ph.D. degree in electrical 
engineering from Budapest University of Technology 
and Economics (BME), Budapest, Hungary, in 2009. 
She is currently an Associate Professor at BME, 
Department of Broadband Infocommunications 
and Electromagnetic Theory, where she leads the 
Optical and Microwave Telecommunication Lab. 
Dr. Udvary’s research interests are in the broad 
areas of optical communications, include optical 
and microwave communication systems, Radio over 
fibre systems, optical and microwave interactions 

and applications of special electro-optical devices. She is a member of 
the Editorial Board of the Infocommunications Journal and a member of 
HTE and IEEE. She was the chair of the local organizing committee of 
CSNDSP 2018 conference.
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Abstract—The non-orthogonal signal waveform spectrally effi-
cient frequency division multiplexing (SEFDM) improves spectral
efficiency at the cost of self-created inter carrier interference
(ICI). As the orthogonal property, similar to orthogonal fre-
quency division multiplexing (OFDM), no longer exists, the
robustness of SEFDM in realistic wireless environments might be
weakened. This work aims to evaluate the sensitivity of SEFDM
to practical channel distortions using a professional experiment
testbed. First, timing offset is studied in a bypass channel to locate
the imperfection of the testbed and its impact on SEFDM signals.
Then, the joint effect of a multipath frequency selective channel
and additive white Gaussian noise (AWGN) is investigated in
the testbed. Through practical experiments, we demonstrate
the performance of SEFDM in realistic radio frequency (RF)
environments and verify two compensation methods for SEFDM.
Our results show first frequency-domain compensation works
well in frequency non-selective channel conditions while time-
domain compensation method is suitable for frequency selective
channel conditions. This work paves the way for the application
of SEFDM in different channel scenarios.

Index Terms—Multicarrier, software defined radio, chan-
nel compensation, spectral efficiency, OFDM, SEFDM, non-
orthogonal, timing offset, testbed, experiment.

I. INTRODUCTION

A key direction in future wireless standards is to improve
spectral efficiency; a quest that has been at the forefront of de-
signers’ minds from the early days of wireless transmission but
is acquiring urgency for today’s and future systems. A marked
contribution of improving spectral efficiency was proposed in
1975 by Mazo [1], where it was proven that, in a single-carrier
scenario, a 25% gain in spectral efficiency can be achieved
at the same bit error rate (BER) and energy per bit (Eb).
In 2003, a multi-carrier system, termed spectrally efficient
frequency division multiplexing (SEFDM) [2], [3], which
improves spectral efficiency by getting the sub-carriers closer
while compromising the orthogonality compared to orthogonal
frequency division multiplexing (OFDM) was reported and
shown to have advantages in achieving capacity gains [4],
[5], choice of signal shapes and power levels [6], [7] and
in coexisting with other systems [8]. Other techniques were
proposed to improve spectral efficiency by suppressing the
out-of-band power level, such as; generalized frequency di-

T. Xu, H. Ghannam and I. Darwazeh are with the Department
of Electronic and Electrical Engineering, University College London
(UCL), London, WC1E 7JE, UK (e-mail: tongyang.xu.11@ucl.ac.uk,
hedaia.ghannam.15@ucl.ac.uk, i.darwazeh@ucl.ac.uk). Corresponding author:
Tongyang Xu.

vision multiplexing (GFDM) [9], filterbank based multicarrier
(FBMC) [10] and universal-filtered multi-carrier (UFMC) [11].

SEFDM symbols are generated in a similar manner to
OFDM with slight modifications of the inverse fast Fourier
transform (IFFT) structure [12], yet they require more complex
receiver structures [13]. However, with properly designed
signal detection and coding schemes [14], [15], SEFDM signal
can be recovered with better performance than a typical
OFDM signal with the same spectral efficiency (i.e. OFDM
might have higher modulation cardinality and/or higher coding
rate compared to OFDM). Due to the flexible bandwidth
compression benefit of SEFDM, it has been practically used in
different areas, such as wireless [16], optical/mm-wave [17],
visible light communication (VLC) [18], [19], optical systems
[20]–[22] and internet of things (IoT) [23].

In real world wireless communication systems, radio fre-
quency (RF) impairments result in signal loss and further per-
formance degradation. Thus, the optimal performance obtained
in an ideal simulation environment would not exist in reaility.
RF impairments include nonlinear distortions from high power
amplifier (HPA); IQ imbalance; frequency offset; phase noise;
timing offset and sampling phase offset. These effects have
been studied in detail in [24], [25]. Mitigation of these effects
jointly is complex; the compensation for one effect could
enhance the impact of others.

Fig. 1. SEFDM transceiver block diagram.

For OFDM signals, the RF impairments effects can be effi-
ciently ameliorated. Unfortunately, in SEFDM, the self-created
inter carrier interference (ICI) challenges the RF effects com-
pensation. Taking into account the equipments used in our
experimental testbed, this work investigates the compensation
of timing offset and multipath frequency selective impairments
in SEFDM.

The rest of the paper is organized as follows: Section II

2

(a) α = 1. (b) α = 0.8.

(c) α = 0.67. (d) α = 0.5.

Fig. 2. The frequency spectra of OFDM and SEFDM for N = 1024 and different α.

gives an introduction to SEFDM waveform. Section III de-
scribes the experimental setup used in the evaluation. Section
IV shows the measured results in a bypass channel from
the experimental testbed and Section V measures results in
a frequency selective channel. Finally, Section VI concludes
the paper.

II. SEFDM WAVEFORM

SEFDM is defined as a multi-carrier waveform, where
multiple non-orthogonal data streams are transmitted simulta-
neously, such as each stream only occupies a small part of the
available bandwidth. SEFDM offers possibilities of improving
spectral efficiency of wired/wireless communication systems
by intentionally violating the sub-carrier orthogonality [2].

A general descriptive block diagram of an SEFDM baseband
system model is given in Fig. 1. At the transmitter, the message
bits b are generated and mapped into complex symbols z.
Then, the mapped symbols are divided into K streams each
of size equal to the desired SEFDM symbol size N . The
kth stream is converted from a serial stream to a parallel
stream using a S/P converter. Afterwards, each element of
this stream modulates one sub-carrier of one SEFDM symbol.
The modulated signal xk(t) is sent over a channel, then the
received signal yk(t) is the input to the SEFDM demodulator,
which is used to recover the transmitted symbols. Finally, a
demapper retrieves the received bits b̂.

Assuming Ts is the symbol interval in a single carrier
system, the symbol interval in an SEFDM system of N sub-
carriers is T = N ×Ts. In SEFDM, the sub-carrier spacing is
∆f = α/T where (0 < α ≤ 1) is the bandwidth compression
factor and α = 1 is for OFDM. The complex envelope of the

kth baseband SEFDM modulated signal can be presented by

xk(t) =
1√
T

N−1∑
n=0

zk,n exp (j2πnα∆fg(t− kT )) . (1)

The rectangular pulse in the time-domain is translated into
a Sinc-shaped sub-carrier in the frequency-domain, where
Sinc(x) = Sin(πx)/(πx). A normalized SEFDM spectrum of
xk(t), for N = 1024 sub-carriers and different compression
levels is shown in Fig. 2. Clearly, SEFDM in Fig. 2(b-d) saves
(1−α)×100% bandwidth in comparison to OFDM in Fig. 2(a)
for the same transmission rate, at the expense of orthogonality
violation.

SEFDM can be beneficial in another scenario by increas-
ing the overall system throughput while maintaining OFDM
bandwidth. The number of SEFDM sub-carriers increases to
�N/α�, where �.� denotes the floor operation. Resultantly, the
system throughput increases by a factor of (1−α)/α×100%.

ICI in SEFDM is evident in Fig. 3. From the figure, the
SEFDM signal either occupies 20% less bandwidth for the
same number of sub-carriers in OFDM in Fig. 3(a), or has
extra two sub-carriers within the same OFDM bandwidth, in
Fig. 3(b) and (c), respectively. Another important observation
by looking at Fig. 3 is that the dominant interference on a given
sub-carrier comes from the main lobes of adjacent sub-carriers.
Hence, ICI suppression by pulse shaping is still limited.

If the SEFDM signal in (1) were to be transmitted in
additive white Gaussian noise (AWGN) channel w(t), with
zero mean and variance σ2

n = N0/2, where N0 is the noise
power spectral density, the kth SEFDM-received signal is

yk(t) = xk(t) + w(t). (2)
DOI: 10.36244/ICJ.2018.4.1
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at the same bit error rate (BER) and energy per bit (Eb).
In 2003, a multi-carrier system, termed spectrally efficient
frequency division multiplexing (SEFDM) [2], [3], which
improves spectral efficiency by getting the sub-carriers closer
while compromising the orthogonality compared to orthogonal
frequency division multiplexing (OFDM) was reported and
shown to have advantages in achieving capacity gains [4],
[5], choice of signal shapes and power levels [6], [7] and
in coexisting with other systems [8]. Other techniques were
proposed to improve spectral efficiency by suppressing the
out-of-band power level, such as; generalized frequency di-
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transform (IFFT) structure [12], yet they require more complex
receiver structures [13]. However, with properly designed
signal detection and coding schemes [14], [15], SEFDM signal
can be recovered with better performance than a typical
OFDM signal with the same spectral efficiency (i.e. OFDM
might have higher modulation cardinality and/or higher coding
rate compared to OFDM). Due to the flexible bandwidth
compression benefit of SEFDM, it has been practically used in
different areas, such as wireless [16], optical/mm-wave [17],
visible light communication (VLC) [18], [19], optical systems
[20]–[22] and internet of things (IoT) [23].

In real world wireless communication systems, radio fre-
quency (RF) impairments result in signal loss and further per-
formance degradation. Thus, the optimal performance obtained
in an ideal simulation environment would not exist in reaility.
RF impairments include nonlinear distortions from high power
amplifier (HPA); IQ imbalance; frequency offset; phase noise;
timing offset and sampling phase offset. These effects have
been studied in detail in [24], [25]. Mitigation of these effects
jointly is complex; the compensation for one effect could
enhance the impact of others.

Fig. 1. SEFDM transceiver block diagram.

For OFDM signals, the RF impairments effects can be effi-
ciently ameliorated. Unfortunately, in SEFDM, the self-created
inter carrier interference (ICI) challenges the RF effects com-
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Fig. 2. The frequency spectra of OFDM and SEFDM for N = 1024 and different α.

gives an introduction to SEFDM waveform. Section III de-
scribes the experimental setup used in the evaluation. Section
IV shows the measured results in a bypass channel from
the experimental testbed and Section V measures results in
a frequency selective channel. Finally, Section VI concludes
the paper.

II. SEFDM WAVEFORM

SEFDM is defined as a multi-carrier waveform, where
multiple non-orthogonal data streams are transmitted simulta-
neously, such as each stream only occupies a small part of the
available bandwidth. SEFDM offers possibilities of improving
spectral efficiency of wired/wireless communication systems
by intentionally violating the sub-carrier orthogonality [2].

A general descriptive block diagram of an SEFDM baseband
system model is given in Fig. 1. At the transmitter, the message
bits b are generated and mapped into complex symbols z.
Then, the mapped symbols are divided into K streams each
of size equal to the desired SEFDM symbol size N . The
kth stream is converted from a serial stream to a parallel
stream using a S/P converter. Afterwards, each element of
this stream modulates one sub-carrier of one SEFDM symbol.
The modulated signal xk(t) is sent over a channel, then the
received signal yk(t) is the input to the SEFDM demodulator,
which is used to recover the transmitted symbols. Finally, a
demapper retrieves the received bits b̂.

Assuming Ts is the symbol interval in a single carrier
system, the symbol interval in an SEFDM system of N sub-
carriers is T = N ×Ts. In SEFDM, the sub-carrier spacing is
∆f = α/T where (0 < α ≤ 1) is the bandwidth compression
factor and α = 1 is for OFDM. The complex envelope of the

kth baseband SEFDM modulated signal can be presented by

xk(t) =
1√
T

N−1∑
n=0

zk,n exp (j2πnα∆fg(t− kT )) . (1)

The rectangular pulse in the time-domain is translated into
a Sinc-shaped sub-carrier in the frequency-domain, where
Sinc(x) = Sin(πx)/(πx). A normalized SEFDM spectrum of
xk(t), for N = 1024 sub-carriers and different compression
levels is shown in Fig. 2. Clearly, SEFDM in Fig. 2(b-d) saves
(1−α)×100% bandwidth in comparison to OFDM in Fig. 2(a)
for the same transmission rate, at the expense of orthogonality
violation.

SEFDM can be beneficial in another scenario by increas-
ing the overall system throughput while maintaining OFDM
bandwidth. The number of SEFDM sub-carriers increases to
�N/α�, where �.� denotes the floor operation. Resultantly, the
system throughput increases by a factor of (1−α)/α×100%.

ICI in SEFDM is evident in Fig. 3. From the figure, the
SEFDM signal either occupies 20% less bandwidth for the
same number of sub-carriers in OFDM in Fig. 3(a), or has
extra two sub-carriers within the same OFDM bandwidth, in
Fig. 3(b) and (c), respectively. Another important observation
by looking at Fig. 3 is that the dominant interference on a given
sub-carrier comes from the main lobes of adjacent sub-carriers.
Hence, ICI suppression by pulse shaping is still limited.

If the SEFDM signal in (1) were to be transmitted in
additive white Gaussian noise (AWGN) channel w(t), with
zero mean and variance σ2

n = N0/2, where N0 is the noise
power spectral density, the kth SEFDM-received signal is

yk(t) = xk(t) + w(t). (2)
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(a) Before compensation. (b) After compensation.
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(d) After compensation on each sub-carrier.

Fig. 6. Practical constellation illustrations of OFDM amplitude/phase distortions and their compensation in a bypass channel. Sub-carrier
indexes are marked on each constellation sub-diagrams in (c) and (d).

A. OFDM

RF effects are studied initially by examining the OFDM
constellation diagrams. Fig. 6 shows OFDM 4QAM constel-
lations before and after RF effects compensation. Fig. 6(a)
shows that without applying any compensation algorithms,
the resultant constellation looks like a ring. There are mul-
tiple reasons accounting for this constellation rotation; the
first one is frequency offset, which results from unmatched
transmitter/receiver local oscillators. Techniques for frequency
offset correction have been elaborately studied in [28]. Other
possible impairments are timing offset, phase noise, local
oscillator (LO) phase offset and sampling phase errors.

A classic one-tap frequency-domain channel compensation
method is employed [29] to correct the constellation rotations.
As is shown in Fig. 6(b), the rotations are corrected and four
constellation points are clearly illustrated. Thus, it is proven
that the testbed has no frequency offset, since frequency
offset cannot be straightforwardly compensated by the one-tap
frequency-domain method. However, it is difficult to separate
timing offset, phase noise, LO phase offset and sampling phase
error because they all introduce time independent phase offset.

To have a better understanding of the constellation rotations,
a subset of 12 sub-carriers is chosen and the rotations on
each may be investigated, as shown in Fig. 6(c). The FFT
size in the system is 2048 in which 1200 sub-carriers are
used to transmit data, the remaining sub-carriers are reserved
for guard bands. In this investigation, 16 non-adjacent sub-
carriers are selected with equal sub-carrier index gap, the sub-

carrier indices are therefore Nindex = 1, 100, 200, ...1100. Fig.
6(c) clearly shows that the phase offsets of the constellation
points are different on each sub-carrier. It seems that the
rotation degree is proportional to the sub-carrier index, or in
other words the sub-carrier frequency. In addition, the rotation
degree of the first sub-carrier is not zero, which indicates
a fixed LO phase offset. It should be noted that for each
sub-carrier, constellations are time independent, which further
confirms that the testbed has no frequency offset. However,
sampling phase offset could exist.

To correct for LO phase offset and sampling phase offset in
the testbed, accurate symbol stream starting points are obtained
by sample shifting of received signals. When four constellation
points are clearly and properly obtained, this indicates that
there neither LO phase offset nor sampling phase offset are
present. If this status can not be achieved, compensation
algorithms have to be employed. In the practical testbed, the
estimated starting point was found to be slightly earlier than
the exact starting point. Therefore, the estimated starting point
was shifted to the right, achieving the required compensation.
Experimenting with he number of sample shifts and their
effects on the constellations is described in the sections below.

1) One Sample Shift Constellation: First, one sample is
shifted and the constellation for all sub-carriers and the con-
stellation for a subset of sub-carriers are illustrated in Fig. 7(a)
and Fig. 7(d), respectively. We see that the rotation is mitigated
slightly, but the constellation of the full signal (all sub-carriers)
still resembles circle. This implies that one sample shift is not
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N = 10.

Fig. 3. OFDM and SEFDM Spectra for α = 0.8, 1.

At the receiver, a coherent detector with a matched filter is
used to demodulate the SEFDM signal, such as

ẑk,n =
1√
T

∫ T

0

yk(t) exp (−j2πnα∆fg(t− kT ))dt, (3)

where ẑk,n is the estimated symbol on the nth sub-carrier
of the kth SEFDM symbol. The above symbol-by-symbol
decision is no longer optimal for SEFDM, due to ICI. Thus,
SEFDM detection tends to be complex.

To generate discrete SEFDM symbols, following Nyquist
theorem, Q ≥ N samples are required to allow the recon-
struction of the signal from its samples at the receiver. The
sampled version xk,q is

xk,q =
1√
Q

N−1∑
n=0

zk,n exp

(
j2πα

qn

Q

)
, q = 0, 1, ..., Q− 1

(4)
where the factor 1/

√
Q in (4) is employed for normalization

purposes. Following the same method, the discrete demodu-
lated signal at the receiver side is

ẑk,n =
1√
Q

Q−1∑
q=0

yk,q exp

(
−j2πα

qn

Q

)
, n = 0, 1, ..., N − 1

(5)
Taking another look at (4) and (5), they are modified

versions of the inverse discrete Fourier transform (IDFT) of

the transmitted symbols z and the discrete Fourier transform
(DFT) of the received symbols y, respectively. In practice, they
are implemented in the digital domain by means of inverse fast
Fourier transform (IFFT) and fast Fourier transform (FFT), as
shown in [12]. For a detailed mathematical treatment of the
ICI in SEFDM, readers are referred to [26], [27].

(a) OFDM. (b) SEFDM (α=0.8).

Fig. 4. Constellation patterns for OFDM and SEFDM signals.

Theoretical constellation patterns are studied and compared
in Fig. 4 for both OFDM and SEFDM. It is evident that
OFDM shows perfect constellation points with no distortion.
However, for SEFDM, even without AWGN, the constellation
is distorted significantly. The reason for this is the SEFDM
self-created ICI.

III. EXPERIMENT TESTBED

Our SEFDM testbed is shown in Fig. 5. The Aeroflex PXI
chassis, including a 3026C RF signal generator and a 3035C
RF digitizer, plays a key role in connecting the RF environ-
ment and the digital signal processors (DSP) environment. The
RF signal from the 3026C RF signal generator is transmitted
to the input of VR5 channel emulator where its output is
connected to the 3035C RF digitizer. The spectrum analyzer, a
Tektronix MDO4104-6 Mixed Domain Oscilloscope, is used
to evaluate the frequency response of a signal after passing
through the VR5 channel emulator.

Fig. 5. The SEFDM testbed used for the evaluation.

IV. MEASUREMENT AND DISCUSSIONS IN BYPASS
CHANNEL

A bypass channel indicates a channel without AWGN and
multipath effects, such that RF effects may be studied more
accurately.
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Fig. 6. Practical constellation illustrations of OFDM amplitude/phase distortions and their compensation in a bypass channel. Sub-carrier
indexes are marked on each constellation sub-diagrams in (c) and (d).

A. OFDM

RF effects are studied initially by examining the OFDM
constellation diagrams. Fig. 6 shows OFDM 4QAM constel-
lations before and after RF effects compensation. Fig. 6(a)
shows that without applying any compensation algorithms,
the resultant constellation looks like a ring. There are mul-
tiple reasons accounting for this constellation rotation; the
first one is frequency offset, which results from unmatched
transmitter/receiver local oscillators. Techniques for frequency
offset correction have been elaborately studied in [28]. Other
possible impairments are timing offset, phase noise, local
oscillator (LO) phase offset and sampling phase errors.

A classic one-tap frequency-domain channel compensation
method is employed [29] to correct the constellation rotations.
As is shown in Fig. 6(b), the rotations are corrected and four
constellation points are clearly illustrated. Thus, it is proven
that the testbed has no frequency offset, since frequency
offset cannot be straightforwardly compensated by the one-tap
frequency-domain method. However, it is difficult to separate
timing offset, phase noise, LO phase offset and sampling phase
error because they all introduce time independent phase offset.

To have a better understanding of the constellation rotations,
a subset of 12 sub-carriers is chosen and the rotations on
each may be investigated, as shown in Fig. 6(c). The FFT
size in the system is 2048 in which 1200 sub-carriers are
used to transmit data, the remaining sub-carriers are reserved
for guard bands. In this investigation, 16 non-adjacent sub-
carriers are selected with equal sub-carrier index gap, the sub-

carrier indices are therefore Nindex = 1, 100, 200, ...1100. Fig.
6(c) clearly shows that the phase offsets of the constellation
points are different on each sub-carrier. It seems that the
rotation degree is proportional to the sub-carrier index, or in
other words the sub-carrier frequency. In addition, the rotation
degree of the first sub-carrier is not zero, which indicates
a fixed LO phase offset. It should be noted that for each
sub-carrier, constellations are time independent, which further
confirms that the testbed has no frequency offset. However,
sampling phase offset could exist.

To correct for LO phase offset and sampling phase offset in
the testbed, accurate symbol stream starting points are obtained
by sample shifting of received signals. When four constellation
points are clearly and properly obtained, this indicates that
there neither LO phase offset nor sampling phase offset are
present. If this status can not be achieved, compensation
algorithms have to be employed. In the practical testbed, the
estimated starting point was found to be slightly earlier than
the exact starting point. Therefore, the estimated starting point
was shifted to the right, achieving the required compensation.
Experimenting with he number of sample shifts and their
effects on the constellations is described in the sections below.

1) One Sample Shift Constellation: First, one sample is
shifted and the constellation for all sub-carriers and the con-
stellation for a subset of sub-carriers are illustrated in Fig. 7(a)
and Fig. 7(d), respectively. We see that the rotation is mitigated
slightly, but the constellation of the full signal (all sub-carriers)
still resembles circle. This implies that one sample shift is not
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Fig. 3. OFDM and SEFDM Spectra for α = 0.8, 1.

At the receiver, a coherent detector with a matched filter is
used to demodulate the SEFDM signal, such as

ẑk,n =
1√
T

∫ T

0

yk(t) exp (−j2πnα∆fg(t− kT ))dt, (3)

where ẑk,n is the estimated symbol on the nth sub-carrier
of the kth SEFDM symbol. The above symbol-by-symbol
decision is no longer optimal for SEFDM, due to ICI. Thus,
SEFDM detection tends to be complex.

To generate discrete SEFDM symbols, following Nyquist
theorem, Q ≥ N samples are required to allow the recon-
struction of the signal from its samples at the receiver. The
sampled version xk,q is

xk,q =
1√
Q

N−1∑
n=0

zk,n exp

(
j2πα

qn

Q

)
, q = 0, 1, ..., Q− 1

(4)
where the factor 1/

√
Q in (4) is employed for normalization

purposes. Following the same method, the discrete demodu-
lated signal at the receiver side is

ẑk,n =
1√
Q

Q−1∑
q=0

yk,q exp

(
−j2πα

qn

Q

)
, n = 0, 1, ..., N − 1

(5)
Taking another look at (4) and (5), they are modified

versions of the inverse discrete Fourier transform (IDFT) of

the transmitted symbols z and the discrete Fourier transform
(DFT) of the received symbols y, respectively. In practice, they
are implemented in the digital domain by means of inverse fast
Fourier transform (IFFT) and fast Fourier transform (FFT), as
shown in [12]. For a detailed mathematical treatment of the
ICI in SEFDM, readers are referred to [26], [27].

(a) OFDM. (b) SEFDM (α=0.8).

Fig. 4. Constellation patterns for OFDM and SEFDM signals.

Theoretical constellation patterns are studied and compared
in Fig. 4 for both OFDM and SEFDM. It is evident that
OFDM shows perfect constellation points with no distortion.
However, for SEFDM, even without AWGN, the constellation
is distorted significantly. The reason for this is the SEFDM
self-created ICI.

III. EXPERIMENT TESTBED

Our SEFDM testbed is shown in Fig. 5. The Aeroflex PXI
chassis, including a 3026C RF signal generator and a 3035C
RF digitizer, plays a key role in connecting the RF environ-
ment and the digital signal processors (DSP) environment. The
RF signal from the 3026C RF signal generator is transmitted
to the input of VR5 channel emulator where its output is
connected to the 3035C RF digitizer. The spectrum analyzer, a
Tektronix MDO4104-6 Mixed Domain Oscilloscope, is used
to evaluate the frequency response of a signal after passing
through the VR5 channel emulator.

Fig. 5. The SEFDM testbed used for the evaluation.

IV. MEASUREMENT AND DISCUSSIONS IN BYPASS
CHANNEL

A bypass channel indicates a channel without AWGN and
multipath effects, such that RF effects may be studied more
accurately.
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(a) Before compensation. (b) After compensation.
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Fig. 8. Practical constellation illustrations of SEFDM (α=0.8) amplitude/phase distortions and their compensation in a bypass channel.
Sub-carrier indexes are marked on each constellation sub-diagram in (c) and (d).
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(b) SEFDM.

Fig. 9. Spectrum of 4QAM OFDM and 4QAM SEFDM (α = 0.8)
in the condition of the frequency selective channel and AWGN at
SNR=36 dB.

A. OFDM Frequency-Domain Compensation

After the typical one-tap frequency-domain channel equal-
ization, the frequency selective distortion is compensated and
the spectrum flatness is recovered. Signals can be recovered
with clear constellation points shown in Fig. 10. It should
be noted that the frequency-domain and time-domain [30]
channel equalization schemes results in the same performance
of OFDM. It is known that in typical OFDM systems,
sub-carriers are orthogonally packed with no interference.
However, this is not the case in SEFDM since sub-carriers
are non-orthogonally packed. In the following sections, both
frequency-domain and time-domain equalizers for SEFDM are
evaluated and compared.
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(a) After channel equalization. (b) After compensation.

Fig. 10. Spectrum and constellation of 4QAM OFDM after channel
equalization in the condition of the frequency selective channel and
AWGN at SNR=36 dB.

B. SEFDM Frequency-Domain Compensation

In Fig. 11(a), frequency-domain channel equalization aims
to compensate the amplitude distorted spectrum in Fig. 9(b).
However, this frequency-domain technique doesn’t work prop-
erly since the equalized spectrum is not amplitude flat. This is
because the one-tap equalizer only makes use of fractional
channel information to compensate for channel distortions
without considering the sub-carriers overlapping. The effects
of the frequency-domain channel equalization can also be
observed in Fig. 11(b) where the recovered constellations are
no longer in four distinguishable regions but rather appear as
a‘mixed ball’.

It is inferred that for small level of interference such as

5

(a) One sample shift. (b) Two samples shift. (c) Three samples shift.
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(d) One sample shift on each sub-carrier.
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(e) Two samples shift on each sub-carrier.

−1 0 1
−1

0

1
Nindex=1

−1 0 1
−1

0

1
Nindex=100

−1 0 1
−1

0

1
Nindex=200

−1 0 1
−1

0

1
Nindex=300

−1 0 1
−1

0

1
Nindex=400

−1 0 1
−1

0

1
Nindex=500

−1 0 1
−1

0

1
Nindex=600

−1 0 1
−1

0

1
Nindex=700

−1 0 1
−1

0

1
Nindex=800

−1 0 1
−1

0

1
Nindex=900

−1 0 1
−1

0

1
Nindex=1000

−1 0 1
−1

0

1
Nindex=1100

(f) Three samples shift on each sub-carrier.

Fig. 7. Constellation illustrations of sample shift for OFDM.

sufficient to remove the effect of timing offset. In addition,
it should be noted that the rotation direction in Fig. 7(d) is
clockwise due to the fact that the estimated starting point of
the data stream is earlier than the exact starting point of the
data stream.

2) Two Samples Shift Constellation: In this part, two sam-
ples are shifted to get constellation results in Fig. 7. Four
points are clearly recognized with small deviations in Fig.
7(b). This indicates that the timing offset is mitigated to some
degree. The deviation is caused by a fractional sample shift,
in other words, sampling phase offset exists. Furthermore,
checking the constellation performance on each sub-carrier, it
is apparent that the rotation angle is fixed and rotation degrees
for each sub-carrier are almost the same. This fixed rotation
is caused by LO phase offset. Therefore, it is inferred that the
experimental testbed has no frequency offset (no rotation circle
on each sub-carrier); with timing offset (two samples shift or
maybe random); with phase offset from local oscillators; with
sampling phase offset.

3) Three Samples Shift Constellation: In order to make sure
that two samples shift is optimal, Fig. 7 presents three samples
shift as well. However, the constellation becomes worse again
indicating that an additional timing offset is introduced by
shifting three samples. furthermore, constellations of each sub-
carrier are investigated showing different rotation degrees for
each. It should be noted that the rotation direction in Fig. 7(f)
is anti-clockwise, due to the fact that the manually shifted
starting point of the data stream is one sample later than the
exact starting point of the data stream.

B. SEFDM
SEFDM constellation performance is evaluated in Fig. 8, for

a bandwidth compression factor of α=0.8. Both constellation
results before and after compensation are illustrated. In Fig.
8(a), the scattered constellation points result in a ‘ball’, which
is totally different compared to the constellation ring shown
in Fig. 6(a). By using the one-tap frequency-domain compen-
sation method, the rotated constellation points are corrected
as shown in Fig. 8(b). It is noted that the recovered constel-
lation is very similar to the theoretical SEFDM constellation
pattern in Fig. 4. This indicates that the frequency-domain
compensation practically works for timing offset recovery.
After compensation, the 4QAM constellation points are not
easy to recognize since they are severely affected by ICI. The
interference introduced by non-orthogonal packed sub-carriers
can be mitigated using the iterative interference cancellation
scheme of [14].

V. MEASUREMENT AND DISCUSSIONS IN A FREQUENCY
SELECTIVE CHANNEL

In this section, joint effects from both the RF parts and
the frequency selective channel are investigated. Thus, the
bypass channel is replaced by the frequency selective channel,
which is defined in [16]. The frequency selective channel
introduces both amplitude and phase distortions. The effects
are illustrated in the spectra in Fig. 9. It is clearly illustrated
that 20% of bandwidth is saved in SEFDM in Fig. 9(b). The
remaining 80% spectrum is distorted in a similar way to that of
OFDM in Fig. 9(a). We note that although SEFDM compresses
signal bandwidth, the same multipath channel distortions will
be applied unaffected.
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(a) Before compensation. (b) After compensation.
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(c) Before compensation on each sub-carrier.
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Fig. 8. Practical constellation illustrations of SEFDM (α=0.8) amplitude/phase distortions and their compensation in a bypass channel.
Sub-carrier indexes are marked on each constellation sub-diagram in (c) and (d).
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Fig. 9. Spectrum of 4QAM OFDM and 4QAM SEFDM (α = 0.8)
in the condition of the frequency selective channel and AWGN at
SNR=36 dB.

A. OFDM Frequency-Domain Compensation

After the typical one-tap frequency-domain channel equal-
ization, the frequency selective distortion is compensated and
the spectrum flatness is recovered. Signals can be recovered
with clear constellation points shown in Fig. 10. It should
be noted that the frequency-domain and time-domain [30]
channel equalization schemes results in the same performance
of OFDM. It is known that in typical OFDM systems,
sub-carriers are orthogonally packed with no interference.
However, this is not the case in SEFDM since sub-carriers
are non-orthogonally packed. In the following sections, both
frequency-domain and time-domain equalizers for SEFDM are
evaluated and compared.
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(a) After channel equalization. (b) After compensation.

Fig. 10. Spectrum and constellation of 4QAM OFDM after channel
equalization in the condition of the frequency selective channel and
AWGN at SNR=36 dB.

B. SEFDM Frequency-Domain Compensation

In Fig. 11(a), frequency-domain channel equalization aims
to compensate the amplitude distorted spectrum in Fig. 9(b).
However, this frequency-domain technique doesn’t work prop-
erly since the equalized spectrum is not amplitude flat. This is
because the one-tap equalizer only makes use of fractional
channel information to compensate for channel distortions
without considering the sub-carriers overlapping. The effects
of the frequency-domain channel equalization can also be
observed in Fig. 11(b) where the recovered constellations are
no longer in four distinguishable regions but rather appear as
a‘mixed ball’.

It is inferred that for small level of interference such as

5

(a) One sample shift. (b) Two samples shift. (c) Three samples shift.
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(d) One sample shift on each sub-carrier.
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(e) Two samples shift on each sub-carrier.
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(f) Three samples shift on each sub-carrier.

Fig. 7. Constellation illustrations of sample shift for OFDM.

sufficient to remove the effect of timing offset. In addition,
it should be noted that the rotation direction in Fig. 7(d) is
clockwise due to the fact that the estimated starting point of
the data stream is earlier than the exact starting point of the
data stream.

2) Two Samples Shift Constellation: In this part, two sam-
ples are shifted to get constellation results in Fig. 7. Four
points are clearly recognized with small deviations in Fig.
7(b). This indicates that the timing offset is mitigated to some
degree. The deviation is caused by a fractional sample shift,
in other words, sampling phase offset exists. Furthermore,
checking the constellation performance on each sub-carrier, it
is apparent that the rotation angle is fixed and rotation degrees
for each sub-carrier are almost the same. This fixed rotation
is caused by LO phase offset. Therefore, it is inferred that the
experimental testbed has no frequency offset (no rotation circle
on each sub-carrier); with timing offset (two samples shift or
maybe random); with phase offset from local oscillators; with
sampling phase offset.

3) Three Samples Shift Constellation: In order to make sure
that two samples shift is optimal, Fig. 7 presents three samples
shift as well. However, the constellation becomes worse again
indicating that an additional timing offset is introduced by
shifting three samples. furthermore, constellations of each sub-
carrier are investigated showing different rotation degrees for
each. It should be noted that the rotation direction in Fig. 7(f)
is anti-clockwise, due to the fact that the manually shifted
starting point of the data stream is one sample later than the
exact starting point of the data stream.

B. SEFDM
SEFDM constellation performance is evaluated in Fig. 8, for

a bandwidth compression factor of α=0.8. Both constellation
results before and after compensation are illustrated. In Fig.
8(a), the scattered constellation points result in a ‘ball’, which
is totally different compared to the constellation ring shown
in Fig. 6(a). By using the one-tap frequency-domain compen-
sation method, the rotated constellation points are corrected
as shown in Fig. 8(b). It is noted that the recovered constel-
lation is very similar to the theoretical SEFDM constellation
pattern in Fig. 4. This indicates that the frequency-domain
compensation practically works for timing offset recovery.
After compensation, the 4QAM constellation points are not
easy to recognize since they are severely affected by ICI. The
interference introduced by non-orthogonal packed sub-carriers
can be mitigated using the iterative interference cancellation
scheme of [14].

V. MEASUREMENT AND DISCUSSIONS IN A FREQUENCY
SELECTIVE CHANNEL

In this section, joint effects from both the RF parts and
the frequency selective channel are investigated. Thus, the
bypass channel is replaced by the frequency selective channel,
which is defined in [16]. The frequency selective channel
introduces both amplitude and phase distortions. The effects
are illustrated in the spectra in Fig. 9. It is clearly illustrated
that 20% of bandwidth is saved in SEFDM in Fig. 9(b). The
remaining 80% spectrum is distorted in a similar way to that of
OFDM in Fig. 9(a). We note that although SEFDM compresses
signal bandwidth, the same multipath channel distortions will
be applied unaffected.
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Fig. 11. Spectrum and constellation of 4QAM SEFDM (α = 0.8)
after frequency-domain channel equalization in the condition of the
frequency selective channel and AWGN at SNR=36 dB.

timing offset, one-tap frequency-domain channel compensa-
tion method works well. However, due to the amplitude and
phase variations introduced by multipath channel, the one-tap
equalizer cannot efficiently mitigate the channel effect.

C. SEFDM Time-Domain Compensation

Based on the previous results and analysis, the multi-
tap equalizer is considered to be an adequate solution to
deal with channel distortions in SEFDM. The work in [30]
proposed a time-domain channel compensation method, which
can efficiently recover SEFDM signals in distortion-prone
environment. Fig. 12 presents results after the time-domain
equalization. The equalized spectrum is amplitude flat and the
recovered constellation points are distinguishable.
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(a) Spectrum after channel equaliza-
tion.
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Fig. 12. Spectrum and constellation of 4QAM SEFDM (α = 0.8)
after time-domain channel equalization in the condition of the fre-
quency selective channel and AWGN at SNR=36 dB.

However, even with proper channel compensation, constel-
lation points are still scattered due to the waveform ICI. This
scattering can only be mitigated by using specially designed
signal detection algorithms such as those in [14], [15].

VI. CONCLUSIONS

Practical evaluations of RF impairments on SEFDM signals
are demonstrated in the reported experimental testbed. Tim-
ing offset is first evaluated with practical results illustrated.
Constellation results show that timing offset and additional
phase mismatch would have limited effect on SEFDM per-
formance, although self-created ICI is introduced. Then, a

multipath channel is included jointly with the timing offset.
Constellation results show that the frequency selective channel
has significant negative impact on system performance. It
is concluded that the joint effects greatly affect the system
performance and their effect is higher than those of timing
offset alone. In addition, this work verifies that the typi-
cal one-tap frequency-domain channel compensation method
works well for SEFDM signals with timing offset and other
phase mismatch scenarios. However, with the introduction of
frequency selective channels, its performance greatly drops
resulting in difficult signal recovery. In this case either time-
domain channel compensation or specially designed solutions
have to be considered, perhaps at the expense of system
complexity.
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Fig. 11. Spectrum and constellation of 4QAM SEFDM (α = 0.8)
after frequency-domain channel equalization in the condition of the
frequency selective channel and AWGN at SNR=36 dB.

timing offset, one-tap frequency-domain channel compensa-
tion method works well. However, due to the amplitude and
phase variations introduced by multipath channel, the one-tap
equalizer cannot efficiently mitigate the channel effect.

C. SEFDM Time-Domain Compensation

Based on the previous results and analysis, the multi-
tap equalizer is considered to be an adequate solution to
deal with channel distortions in SEFDM. The work in [30]
proposed a time-domain channel compensation method, which
can efficiently recover SEFDM signals in distortion-prone
environment. Fig. 12 presents results after the time-domain
equalization. The equalized spectrum is amplitude flat and the
recovered constellation points are distinguishable.
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Fig. 12. Spectrum and constellation of 4QAM SEFDM (α = 0.8)
after time-domain channel equalization in the condition of the fre-
quency selective channel and AWGN at SNR=36 dB.

However, even with proper channel compensation, constel-
lation points are still scattered due to the waveform ICI. This
scattering can only be mitigated by using specially designed
signal detection algorithms such as those in [14], [15].

VI. CONCLUSIONS

Practical evaluations of RF impairments on SEFDM signals
are demonstrated in the reported experimental testbed. Tim-
ing offset is first evaluated with practical results illustrated.
Constellation results show that timing offset and additional
phase mismatch would have limited effect on SEFDM per-
formance, although self-created ICI is introduced. Then, a

multipath channel is included jointly with the timing offset.
Constellation results show that the frequency selective channel
has significant negative impact on system performance. It
is concluded that the joint effects greatly affect the system
performance and their effect is higher than those of timing
offset alone. In addition, this work verifies that the typi-
cal one-tap frequency-domain channel compensation method
works well for SEFDM signals with timing offset and other
phase mismatch scenarios. However, with the introduction of
frequency selective channels, its performance greatly drops
resulting in difficult signal recovery. In this case either time-
domain channel compensation or specially designed solutions
have to be considered, perhaps at the expense of system
complexity.
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considered for evaluating transmitter performance of future 5G
applications. In this contribution we have chosen Filter Bank
MultiCarrier (FBMC) as it is the most possible candidate to
replace/coexist with the Orthogonal Frequency Division Multi-
plexing (OFDM) modulation. In the literature two main design
approaches can be found for FBMC: Frequency Spreading (FS)
and PolyPhase Network (PPN). From these two structures nu-
merous schemes were derived. These schemes are studied and the
complexity (real multiplications and additions) for each scheme is
compared. Based on the complexity calculations, the simulation
results show that PPN has a better complexity performance
compared with FS. Also, the alternative PPN schemes have
significant improvement in complexity compared to the standard
PPN.
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I. INTRODUCTION

Orthogonal Frequency Division Multiplexing (OFDM) is
considered as one of the most prevailing technologies that
dominate the broadband wireless digital communication so
far. The fundamental principle of OFDM is based on dividing
the spectrum into orthogonal sub-bands in an efficient manner
while keeping the transmitter and receiver design simple.
Despite several advantages, OFDM suffers from many short-
comings that render it unsatisfactory for the 5th Generation
(5G) requirements. Also it is expected that 5G will heavily
implement Machine-Type Communications (MTC) which is
further classified (according to FP7 project METIS) into two
classes; massive (mMTC) and ultra-reliable (uMTC). While
the first class suggests that tens of billions of low complexity
machine-type devices will be implemented, the second puts
emphasis on the availability, latency and reliability [1]. In
order to satisfy the future requirements, several contenders for
the physical layer modulation are competing to prove the best
promising performance for the next generation of communica-
tion interfaces. These candidates are Filter Bank MultiCarrier
(FBMC), Universal Filtered MultiCarrier (UFMC), General-
ized Frequency Division Multiplexing (GFDM) and OFDM
[2]. The process for deciding which is the best candidate is
non trivial, many key features have to be considered and each
feature has to be taken into account with different weighting
factors which help in the overall evaluation and decision. Some
of these features are peak-to-average power ratio, power spec-

tral density, spectral efficiency, multiple access interference
and also the design complexity of the transceiver chain.

In this paper the FBMC modulation is investigated, as it is
considered the most favored candidate for 5G physical layer.
This technique is also known as Offset Quadrature Amplitude
(OQAM) OFDM or Staggered MultiTone (SMT) modulation.
This paper focuses mainly on the computational complexity
of the various FBMC transmitter implementations. In general,
the structure of the transmitter is composed of several blocks
where each block performs certain signal processing tasks with
different complexity; for example the encoder block which
encodes input information bits, the encoded bits are divided
into groups of size log2 Si and mapped into symbols from
SiQAM, where Si is the number of QAM constellations, and
then the data are modulated by the multicarrier modulator.
For the purpose of the comparisons among different imple-
mentations, the common parts are not included in complexity
calculations where only the multicarrier part is considered, it
is also assumed that all input subcarriers are utilized, i.e no
guard bands are used at the sides. The complexity requirement
of OFDM is also included in the comparison as a reference so
that the additional requirements of the FBMC implementations
can be better evaluated. Furthermore, the computations are
performed in terms of the required real valued multiplications
and additions.

Two different design structures for FBMC transmitters can
be found in the literature, the first one is the FS which is
based on applying the sub band filtering in frequency domain
with increased size of Inverse Fast Fourier Transform (IFFT)
as shown in [3], and the second type is where PPN is applied
in conjunction with an IFFT of a regular symbols size [4].
Several design structures were proposed to reduce complexity,
in [5] and [6], a complexity reduction of almost half size is
achieved with the aid of some additional signal processing
steps. Another alternative structure was introduced in [7]
where similarly, a complexity reduction of almost half size can
be achieved by the modifications to the butterflies structure of
the applied IFFT.

The paper is organized as follows. Section II presents the
baseband FBMC signal model. In Section III the investigated
FBMC transmitter schemes [3]–[7] are briefly presented and
their complexity requirements are derived. Section IV presents
results of the complexity comparison between the introduced
transmitter schemes. Finally, Section V draws the conclusion.
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Fig. 1. FBMC signal model using direct implementation

II. FBMC SIGNAL MODEL

In this section we briefly introduce the baseband signal
model for the FBMC modulation.

First, the binary data is modulated using QAM. The com-
plex symbols generated by the QAM mapper are divided into
consecutive symbols with length of N . The mth symbol is
split into a real part s�[m] and an imaginary part s�[m]. The
real and imaginary parts are multiplied by the phase rotation
factor jk and jk+1, respectively, where k corresponds to the
kth subcarrier. Then, the two signals are filtered by a prototype
filter p0 with a length of L = KN – where K is an integer
number – and summed. The real and imaginary parts of the
QAM symbols are transmitted with an N/2 delay. The filtered
real and imaginary signals are summed and modulated with
the corresponding kth complex subcarrier with the frequency
of ej

2π
N k. Finally, the N paralell streams are added to form

the discrete basedband FBMC signal x[n], which can be also
mathematically expressed as

x[n] =

∞∑
m=−∞

N−1∑
k=0

(
jks�k [m]p0[n−mN ] +

jk+1s�k [m]p0

[
n−mN − N

2

])
e j 2π

N
kn, (1)

where j =
√
−1. The corresponding FBMC transmitter model

is shown in Fig. 1.

III. COMPLEXITY ANALYIS OF FBMC TRANSMITTER
SCHEMES

In this section the complexity requirements are detailed
for various FBMC transmitter structures, also for the purpose
of complexity calculations we have classified the structures
into two main categories: standard structures, and improved
PPN structures. Furthermore, as all of the discussed FBMC
implementations include the IFFT, a brief description for its
complexity is given prior to the discussion.
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�{·}
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Filtering
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NK-IFFT

P/S
Overlap/Sum
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x�[n]
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Fig. 2. FS implementation

A. IFFT complexity

During the calculations, split-radix implementation of the
IFFT is considered as it significantly improves the number of
operations compared to other solutions [8]. Another important
factor which plays a major rule in complexity calculations
is the multiplication of two complex numbers. A complex
multiplication can be achieved through 3 real multiplications
and 3 real additions or 4 real multiplications and 2 real
additions. As multiplication is more costly than additions in
hardware implementations the 3 real additions and 3 real
multiplications will be considered thourghout this paper. As
a result the complexity requirement for the IFFT of an input
size N can be given as:

MIFFT = N(log2 N − 3) + 4, (2)
AIFFT = 3N(log2 N − 1) + 4, (3)

where M,A are the number of real multiplications and
additions, respectively.

B. Standard Structures

First, the straightforward implementations of the FBMC
signal model are discussed which are commonly presented in
the literature.

1) Direct implementation: The complexity of the direct
implementation – presented in Fig. 1 – is based on two parallel
filtering operations (requiring 2NK real multiplications and
2(NK−1) real additions per subcarrier), the modulation with
complex subcarrier frequencies (requiring 3 real multiplica-
tions and 3 real additions per subcarrier) and finally summing
the N complex streams (requiring N − 1 real additions). The
multiplication with the phase rotation factor and the addition of
the two filter outputs are considered negligible. As a result, the
required complexity calculations for the direct implementation
can be expressed in the function of N and K as

Mdirect = 2N2K+3N, (4)
Adirect = 2N(NK−1)+3N+N−1. (5)

2) Frequency spreading: The block diagram of the FBMC
transmitter based on FS [3] can be seen in Fig. 2. As a first
step, the real and imaginary symbols are extracted and the
phase rotation factor is applied. Then, each signal is multiplied
by 2K − 1 frequency domain coefficients Pk of the prototype
filter p0, were the multiplication with coefficient Pk=0=1 can
be excluded. As a result, the total number of operations before
applying NK-IFFT stage is the following:

Mspreading = N(2K−2), (6)
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As neighboring subchannels are either purely real or purely
imagainary, no additions are required.

As the FBMC symbols are constructed in the frequency
domain, an IFFT with size NK is required. As a result
the calculations requirements can be calculated according to
Eq. (2) and Eq. (3) for an NK-IFFT.

As a last step, the overlappig of the time domain FBMC
symbols require only NK complex additions resulting in a
complexity requirement of

Aoverlap = 2NK. (7)

Finally, the resulting calculation complexity of the FS
implementation for the two branches – considering the final
adder, which can be realized by 2 real valued additions – can
be expressed as:

MFS = 2 (2N(K−1)+(NK(log2 NK−3)+4)) , (8)
AFS = 2 ((3NK(log2 NK−1)+4)+2NK)+2. (9)

3) Standard PPN implementation: Another approach is
presented in [4] where the frequency domain filtering is
moved from the frequency domain to time domain using PPN
decomposition of the prototype filter. This way the FBMC
signal generation can be achieved by an N -IFFT and a PPN.
The block diagram of the proposed FBMC transmitter can be
seen in Fig. 3.

As mentioned in the previous section the multiplication with
the phase rotation factor is negligible. The size of the IFFT
will be equal to N , the cost of applying IFFT on purely real
or purely imaginary inputs will be the same as complex input
signals [9], so the number of multiplications and additions
can be expressed as in Eq. (2) and Eq. (3), respectively.
Furthermore, due to the PPN implementation the N samples
of the time domain signal will be filtered by K coefficients
where the cost of filtering operations can be expressed as

Mfilt = 2NK, (10)
Afilt = 2N(K−1). (11)

As a result, the total complexity requirement for the real and
imaginary paths – and taking the final adder into consideration
– can be derived as

MPPN = 2(N(log2 N−3)+4+2NK), (12)
APPN = 2(3N(log2 N−1)+4+2N(K − 1))+2. (13)

C. Improved PPN Structures

In this section methods for improving the computational
complexity of the Standard PPN structure are discussed.

S[m]
N-IFFT

Signal
separation

N
4 circular

shift

Polyphase
filtering

Polyphase
filtering

N/2
offset

.
x[n]

x�[n]

x�[n]

Fig. 4. Polyphase implementation with Reduced PPN I using 1 IFFT

S[m]

�{·}

�{·}

jk

jk+1

Pruned
N-IFFT

Pruned
N-IFFT

Append
S∗�

odd[m]

Append
S∗�

odd[m]

Polypase
filtering

Polypase
filtering

N/2
offset

.
x[n]

x�[n]

x�[n]

Fig. 5. Polyphase implementation with Reduced PPN II using 2 pruned IFFTs

1) Reduced PPN I.: The implementation cost of the stan-
dard PPN solution can be further reduced. In [5], the two
purely real input symbols are combined together as single
complex input symbols which reduces the number of required
IFFTs by half and some additional signal processing. For
signals separation after the IFFT, as shown in [6], [10], there
are no extra multiplications needed except a multiplication
with 1/2 which can be achieved by simple binary bit shift. On
the other hand, extra additions are required for the separation
of the real and imaginary signal parts:

Asepration = 4N. (14)

As a result the complexity requirement for the reduced PPN
solution – with the final adder – can be calculated as:

Mreduced,I = N(log2 N−3)+4+4NK, (15)
Areduced,I = 3N(log2 N−1)+4+4N(K−1)+4N+2. (16)

2) Reduced PPN II.: Another solution for complexity re-
duction of standard PPN implementation was proposed in
[7]. The solution takes advantage of the complex conjugate
symmetry between odd and even indices of the IFFT. Con-
cerning the computational complexity, it has reduced the cost
by only calculating the even indices and design a pruned
IFFT structure which cancels the unneeded calculations of the
IFFT butterflies, then the samples of the odd indices will be
calculated from the results of the even indices. The design
structure shown in Fig. 5 is similar to standard PPN solution
with a difference of implementing a pruned IFFT instead
of using a standard IFFT. As a result the total complexity
requirement can be expressed using Eq. (12) and Eq. (13) by
substituting the calculation requirements of an IFFT with the
requirements of a pruned IFFT as

Mreduced,II = 2

(
N

2

(
log2

N

2
−3

)
+4+2NK

)
, (17)

Areduced,II = 2

(
3
N

2

(
log2

N

2
−1

)
+4+2N(K−1)

)
+2.

(18)

3) Reduced PPN III.: The third introduced solution for
reducing complexity can be considered as a hybrid solution,
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which means that it combines some properties of both Stan-
dard PPN and Reduced PPN I at the same time. In [6] the
solution suggests that each of the two real input streams
(real part and imaginary part) is processed separately (just as
standard solution), however, each sybmol of size N of each
stream is split into two N/2 size symbols, the two halves are
combined as one N/2 complex symbol and an IFFT of size
N/2 will be applied, then at the output of IFFT - after some
signal processing - each symbol will be spread again into N
size as shown in Fig. 6. The total complexity can be considered
as a standard PPN with N/2-IFFT in additon to some signal
processing to spread the symbols. The complexity for signal
separation as in [6], [10], can be calculated as the following,

Mseparation = 2(2N+1), (19)
Aseparation = 2(7N−1), (20)

So the total complexity of Reduced PPN III becomes:

Mreduced,III = 2

(
N

2

(
log2

N

2
−3

)
+5+2NK+2N

)
,

(21)

Areduced,III = 2

(
3
N

2

(
log2

N

2
− 1

)
+ 3 +

+2N(K − 1) + 7N

)
+ 2. (22)

IV. COMPARISON OF THE FBMC TRANSMITTER
STRUCTURES

In the previous section, a brief descriptions of the var-
ious FBMC transmitter structures and their complexity in
terms of additions and multiplications were derived. In this
section these methods are compared in terms of complexity
requirements and further their advantages and implementation
aspects, the complexity requirement of OFDM – using a single
N -IFFT – is added to all figures as a reference in order
to show the added complexity requirements of the different
FBMC transmitter structures. A summary of the complexity
requirement can be seen in Table I in function of N and
K. For comparison, the presented equation are evaluated for
K = 4, which is a commonly used value in practical FBMC
implementations.

1) Complexity requirements for standard structures: The
required number of real additions and multiplications for
different methods of the standard FBMC transmitter can be
observed in Fig. 7 and Fig. 8 respectively, as functions of the
number of subcarriers N . It can be seen that the direct im-
plementation is extremely inefficient. The FS implementation
can significantly reduce the complexity requirements. Further
reduction can be achieved using the Standard PPN solutions.

Fig. 7. Number of additions for the standard FBMC transmitters as a function
of the number of subcarriers N

Fig. 8. Number of multiplications for the standard FBMC transmitters as a
function of the number of subcarriers N

2) Complexity requirements for improved PPN structures:
Fig. 9 and Fig. 10 show the required number of real additions
and multiplications respectively for improved PPN methods
of FBMC transmitter as function of the number of subcarriers
N . Based on the results shown in the figures it can be stated
that the three introduced methods for reducing complexity
have a relatively similar complexity. The Reduced PPN II
has the lowest complexity requirements. The Reduced PPN
I performs slightly worse. The Reduced PPN III has the worst
performance among the presented methods. It can also be
stated that the complexity requirement for all Reduced PPN
methods is almost half of the Standard PPN implementation,
however the complexity requirement of OFDM is significantly
lower compared with all FBMC structures.
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TABLE I
COMPARISON OF THE NUMBER OF OPERATIONS FOR THE VARIOUS FBMC TRANSMITTERS SCHEMES

Method Number of Multiplication Number of Additions
Direct Implementation 2N2K + 3N 2N(NK − 1) + 3N +N − 1

FS 2 (2N(K−1) + (NK(log2 NK−3) + 4)) 2 ((3NK(log2 NK−1)+4)+2NK) + 2

Standard PPN 2(N(log2 N − 3) + 4 + 2NK) 2(3N(log2 N − 1) + 4 + 2N(K − 1)) + 2

Reduced PPN I N(log2 N − 3) + 4 + 4NK 3N(log2 N−1)+4+4N(K−1)+4N+2

Reduced PPN II 2(N/2(log2 N/2− 3) + 4 + 2NK) 2(3N/2(log2 N/2−1)+4+2N(K−1))+2

Reduced PPN III 2(N/2(log2 N/2− 3) + 5 + 2N + 2NK) 2(3N/2(log2 N/2− 1) + 3 + 7N + 2N(K − 1)) + 2

Fig. 9. Number of additions for the improved FBMC transmitters as a function
of the number of subcarriers N

Fig. 10. Number of multiplications for the improved FBMC transmitters as
a function of the number of subcarriers N

3) Design aspects: In this section a brief discussion of
the further advantages of each FBMC design structure is pre-
sented. The direct implementation is extremely inefficient to
be implemented, it can be viewed as the ”ancestor” which led
to the derivation of other structures. When comparing FS and
PPN, although the PPN structure has a smaller complexity, for
the receiver implementation subchannel equalization is carried
out in time domain which introduces additional memory and
delay [3], on the other hand the channel equalization in FS
structure is much simpler.

When comparing the three improved PPN methods, Re-
duced PPN II provides best performance in terms of com-
plexity. On the other hand, the Reduced PPN I – as it uses a
single IFFT – can be a flexible solution if an existing OFDM
transmitter has to be extended/reconfigured for FMBC trans-
mission [5]. Furthermore, the Reduced PPN III is beneficial in
hardware implementations with reduced arithmetic precision,
due to the fact that it has the lowest quantization error, as
shown in [6].

V. CONCLUSION

FBMC is considered as one of the most favored candidates
for future 5G physical layer modulation. There are different
design approaches for FBMC where each structure has differ-
ent complexity requirements. In this paper a brief description
for standard and suggested improved FBMC structures was
given. The complexity requirement for each modulator archi-
tecture was derived. Beside design structure, the complexity
is affected by the FFT algorithm and calculations of complex
numbers multiplications. The complexity requirements were
calculated in terms of number of real addition and multi-
plications. The simulation results show that PPN is more
efficient than FS. The improved PPN structures can achieve a
complexity reudction of almost half compared to the Standard
PPN.
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Abstract—We demonstrate an optoelectronic mixer based 
on an ultrafast InGaAs photoconductive switch and its use in an 
innovative heterodyne detection system for Radio over Fibre 
transmission. The advantage of the proposed switch is its 
relatively flat response curve in a wide frequency range up to 
67 GHz. Two mixing schemes are presented through I-Q 
modulated data-stream down-conversion. The data can 
modulate either the electrical signal or the optical signal. In case 
the electrical signal is modulated, a mode-locked semiconductor 
laser diode is used as an optical local oscillator at the self-
oscillating frequency of 24.5 GHz. The InP based quantum-dash 
mode-locked laser emitting in the 1570 nm wavelength range is 
stabilized by a feedback loop and shows a low phase noise in 
order to increase the mixing performances of the detection 
apparatus. In a second experiment, the photoconductive switch 
is combined with a continuous wave laser to demonstrate the 
feasibility of down converting an optically provided data-
stream with an electrical local oscillator. 

Index Terms— heterodyne mixing, millimetre-wave receiver, 
mode-locked laser, optoelectronic mixer, photoconductive switch, 
radio over fibre. 

I.  INTRODUCTION 
Telecommunication systems nowadays are increasingly 

moving towards photonic solutions due to the advantage of 
high bandwidth and low losses, along with the easy 
integration with fibre-based networks. Microwave Photonics 
(MWP) is the interdisciplinary field giving the technology 
for the most advanced systems. Radio over fibre (RoF) 
networks are one of the beneficiaries of MWP. In the wireless 
link of a RoF network, millimetre-wave (mmW) generation 
with photonic solutions is already proved to be suitable for 
systems operating in the millimetre-wave range [1]. 
Optoelectronic mixers can also take advantage of the 
photonic MMW generation and can be used at the receiver 
side of the RoF networks. Usually, the downconversion of 
received signals is performed with an electronic mixer with 
electronic radio frequency (RF) local oscillators. In this 
paper, we propose an original optoelectronic system utilizing 
a wide bandwidth photoconductive switch (PSW) as an 
optoelectronic mixer. The system is working in the 1550- 
1570 nm wavelength range, making it compatible with 
telecommunication networks. Even if photomixers are 
frequently used for THz generation and detection [2], few 
demonstrations of their use at RF frequencies for 
telecommunications experiment have been published. In a 
previous research, an InGaAs PSW based optoelectronic 
mixer was already investigated [3]. Because of the rather 

large photocarrier-lifetime of the simple InGaAs 
semiconductor the results showed only 20 GHz electrical 
bandwidth, and 300 MHz optical bandwidth. Here, the ultra-
fast response time of the used photoswitch in our system 
results in a much larger optical and RF bandwidth, 
potentially above 100 GHz. The system is also taking 
advantage of the high-stability of an InP based 
semiconductor mode-locked laser (MLL) with optical 
feedback. Together these components give a simple and 
robust optoelectronic mixer for mmW applications. In a first 
setup, the local oscillator is optically provided using a 
semiconductor MLL or an externally modulated continuous 
wave (CW) distributed feedback (DFB) laser. The RF signal 
at the input of the mixer is carrying the data. This first 
scheme, named as Setup-I, is illustrated in Fig.1. A second 
setup, named Setup-II, is using an electrical local oscillator 
provided by an RF synthesizer. The optical signal is coming 
from a laser source which output is modulated by a RoF 
signal (carrying the data) thanks to an external electro-optic 
modulator. Fig. 1. is also illustrating this second setup.  

In the next Section we are introducing the photoconductive 
switch, the MLL stabilization setup and the CW DFB laser. 
Section III and IV are explaining the two optoelectronic 
mixer schemes through data-stream downconversion and 
demodulation experiment. A conclusion is given in Section 
V.  

II. MIXER COMPONENTS 
A. Photoconductive switch 

The proposed system uses a PSW as the optoelectronic 
mixer element. The switch schematic view is illustrated in 
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Fig.  1.  The two optoelectronic mixing schemes with a photoconductive 
switch as a hybrid mixing device. Inset: schematics of the switch  

the inset of Fig.1. The device samples are provided by the 
Ultrafast Photonics Group at University College London 
(UCL). Characterization of the samples has been performed 
previously at UCL in [4] and also by our group in [5].  

The device consists of a coplanar waveguide (CPW) based 
on InP substrate. Both ends of the CPW are designed for 
coplanar RF-probe connection for easy manipulation. The 
centre conductor of the waveguide is interrupted with an 
etched InGaAs mesa in the middle. On top of this mesa an 
interdigitated electrode structure is deposited (magnified 
view in the inset of Fig.1.). The device is nitrogen-ion 
implanted in order to create a large number of defects in the 
InGaAs semiconductor material. These defects are ensuring 
the ultra-fast recombination time of generated photocarriers 
under 1550-1570 nm wavelength laser illumination. 

The characterization in [5] showed an ultrafast response 
time of 1.2 ps for the switch, using an optoelectronic 
autocorrelation experiment [6]. The measurement was 
performed with short 90 fs long optical pulses centred at the 
wavelength of 1550 nm. The photoswitch response curve is 
illustrated on Fig. 2 including the optical pulse (in continuous 
grey) and the dual exponential fitting (in black) with the 
equation of A*e-t/T1+B* e-t/T2. The best fit was obtained for 
T1 = 1.2 ps and T2 = 20 ps and A= 0.6 and B= 0.2. We note 
that the contribution of the long 20 ps is low and that the main 
response of the device is ruled by the fastest constant time. 
We also measured that the device has a good dark resistance 
of 6 kΩ and a low equivalent capacitance of 5.7 fF. This 
picosecond response time is due to the large number of 
defects and it is insuring an optoelectronic cut-off frequency 
of the photoconductive device above 100 GHz. In [5], we 
also demonstrated its ultrawide electrical bandwidth with a 
relatively flat response curve over the 10-67 GHz range when 
the device is used as a mixer in between an RF signal and an 
optical local oscillator produced by a self-oscillating MLL. 
This wide bandwidth is a significant advantage for 
optoelectronic mixing applications, it allows the use of a 
wide range of frequencies and large signal bandwidths for 
high-speed communication. 

B. Mode-locked Laser 
In optoelectronic mixers, the local oscillator frequency is 

usually provided by an optical source modulated by an 
external device such as an electro-optic Mach Zehnder 
modulator (EO-MZM). In our system (setup- I) we are using 
a semiconductor InP based quantum-dash mode-locked laser 
as a source of the optical signal which allows to get rid of the 
external modulator, the chip-on-a-carrier is bonded to a 
microstrip line for the biasing electrical probe connection. 
The laser is provided by III-V Lab, Palaiseau, France. At a 
room temperature of 25°C and with 140 mA bias current the 
emitted central wavelength is around 1572 nm. The output 
optical signal contains 40 equally spaced modes in 8 nm 
bandwidth. The mode separation ~0.2 nm and corresponds to 
a self-oscillation frequency of 24.5 GHz. The output of the 
laser was couple into a single-mode standard SMF-28 fibre 
thanks to a coupler lens. To prevent disrupting back-
reflections to the laser we used a fibre circulator after the 
pigtailed lens, the measured optical power at the circulator 
output is 8 dBm. In order to compensate for the intrinsic 
dispersion of the laser diode, 200 meters of SMF-28 fibre is 
used at output of the setup. 

MLLs are known to provide a stable, low jitter pulse train 
with a linewidth in the 10-100 kHz range. We measured a 
free-running linewidth of 36 kHz. As the linewidth of the 
local oscillator in mixers is a crucial property regarding its 
performance, large linewidths can drastically corrupt the 
mixed signal quality. It is possible to improve the MLL 
stability with external manipulations: here we used a simple 

Fig.  4. SSB Phase noise curves for the free running and the stabilized MLL

 
Fig.  3. Setup of the all-optical feedback loop for the MLL stabilization. 
PD: Photodiode; ESA: Electrical Spectrum Analyzer; MLL: Mode-locked 
laser.  

Fig.  2. Optical pulse response of the photoconductive switch (dotted grey) 
with the double exponential fitting (black). Continuous grey illustrates the 
incident ultrashort laser pulse for the measurement  
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67 GHz. Two mixing schemes are presented through I-Q 
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I.  INTRODUCTION 
Telecommunication systems nowadays are increasingly 

moving towards photonic solutions due to the advantage of 
high bandwidth and low losses, along with the easy 
integration with fibre-based networks. Microwave Photonics 
(MWP) is the interdisciplinary field giving the technology 
for the most advanced systems. Radio over fibre (RoF) 
networks are one of the beneficiaries of MWP. In the wireless 
link of a RoF network, millimetre-wave (mmW) generation 
with photonic solutions is already proved to be suitable for 
systems operating in the millimetre-wave range [1]. 
Optoelectronic mixers can also take advantage of the 
photonic MMW generation and can be used at the receiver 
side of the RoF networks. Usually, the downconversion of 
received signals is performed with an electronic mixer with 
electronic radio frequency (RF) local oscillators. In this 
paper, we propose an original optoelectronic system utilizing 
a wide bandwidth photoconductive switch (PSW) as an 
optoelectronic mixer. The system is working in the 1550- 
1570 nm wavelength range, making it compatible with 
telecommunication networks. Even if photomixers are 
frequently used for THz generation and detection [2], few 
demonstrations of their use at RF frequencies for 
telecommunications experiment have been published. In a 
previous research, an InGaAs PSW based optoelectronic 
mixer was already investigated [3]. Because of the rather 

large photocarrier-lifetime of the simple InGaAs 
semiconductor the results showed only 20 GHz electrical 
bandwidth, and 300 MHz optical bandwidth. Here, the ultra-
fast response time of the used photoswitch in our system 
results in a much larger optical and RF bandwidth, 
potentially above 100 GHz. The system is also taking 
advantage of the high-stability of an InP based 
semiconductor mode-locked laser (MLL) with optical 
feedback. Together these components give a simple and 
robust optoelectronic mixer for mmW applications. In a first 
setup, the local oscillator is optically provided using a 
semiconductor MLL or an externally modulated continuous 
wave (CW) distributed feedback (DFB) laser. The RF signal 
at the input of the mixer is carrying the data. This first 
scheme, named as Setup-I, is illustrated in Fig.1. A second 
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the inset of Fig.1. The device samples are provided by the 
Ultrafast Photonics Group at University College London 
(UCL). Characterization of the samples has been performed 
previously at UCL in [4] and also by our group in [5].  

The device consists of a coplanar waveguide (CPW) based 
on InP substrate. Both ends of the CPW are designed for 
coplanar RF-probe connection for easy manipulation. The 
centre conductor of the waveguide is interrupted with an 
etched InGaAs mesa in the middle. On top of this mesa an 
interdigitated electrode structure is deposited (magnified 
view in the inset of Fig.1.). The device is nitrogen-ion 
implanted in order to create a large number of defects in the 
InGaAs semiconductor material. These defects are ensuring 
the ultra-fast recombination time of generated photocarriers 
under 1550-1570 nm wavelength laser illumination. 

The characterization in [5] showed an ultrafast response 
time of 1.2 ps for the switch, using an optoelectronic 
autocorrelation experiment [6]. The measurement was 
performed with short 90 fs long optical pulses centred at the 
wavelength of 1550 nm. The photoswitch response curve is 
illustrated on Fig. 2 including the optical pulse (in continuous 
grey) and the dual exponential fitting (in black) with the 
equation of A*e-t/T1+B* e-t/T2. The best fit was obtained for 
T1 = 1.2 ps and T2 = 20 ps and A= 0.6 and B= 0.2. We note 
that the contribution of the long 20 ps is low and that the main 
response of the device is ruled by the fastest constant time. 
We also measured that the device has a good dark resistance 
of 6 kΩ and a low equivalent capacitance of 5.7 fF. This 
picosecond response time is due to the large number of 
defects and it is insuring an optoelectronic cut-off frequency 
of the photoconductive device above 100 GHz. In [5], we 
also demonstrated its ultrawide electrical bandwidth with a 
relatively flat response curve over the 10-67 GHz range when 
the device is used as a mixer in between an RF signal and an 
optical local oscillator produced by a self-oscillating MLL. 
This wide bandwidth is a significant advantage for 
optoelectronic mixing applications, it allows the use of a 
wide range of frequencies and large signal bandwidths for 
high-speed communication. 

B. Mode-locked Laser 
In optoelectronic mixers, the local oscillator frequency is 

usually provided by an optical source modulated by an 
external device such as an electro-optic Mach Zehnder 
modulator (EO-MZM). In our system (setup- I) we are using 
a semiconductor InP based quantum-dash mode-locked laser 
as a source of the optical signal which allows to get rid of the 
external modulator, the chip-on-a-carrier is bonded to a 
microstrip line for the biasing electrical probe connection. 
The laser is provided by III-V Lab, Palaiseau, France. At a 
room temperature of 25°C and with 140 mA bias current the 
emitted central wavelength is around 1572 nm. The output 
optical signal contains 40 equally spaced modes in 8 nm 
bandwidth. The mode separation ~0.2 nm and corresponds to 
a self-oscillation frequency of 24.5 GHz. The output of the 
laser was couple into a single-mode standard SMF-28 fibre 
thanks to a coupler lens. To prevent disrupting back-
reflections to the laser we used a fibre circulator after the 
pigtailed lens, the measured optical power at the circulator 
output is 8 dBm. In order to compensate for the intrinsic 
dispersion of the laser diode, 200 meters of SMF-28 fibre is 
used at output of the setup. 

MLLs are known to provide a stable, low jitter pulse train 
with a linewidth in the 10-100 kHz range. We measured a 
free-running linewidth of 36 kHz. As the linewidth of the 
local oscillator in mixers is a crucial property regarding its 
performance, large linewidths can drastically corrupt the 
mixed signal quality. It is possible to improve the MLL 
stability with external manipulations: here we used a simple 

Fig.  4. SSB Phase noise curves for the free running and the stabilized MLL

 
Fig.  3. Setup of the all-optical feedback loop for the MLL stabilization. 
PD: Photodiode; ESA: Electrical Spectrum Analyzer; MLL: Mode-locked 
laser.  

Fig.  2. Optical pulse response of the photoconductive switch (dotted grey) 
with the double exponential fitting (black). Continuous grey illustrates the 
incident ultrashort laser pulse for the measurement  
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external MZM modulator with the same frequency of 24.5 
GHz. The two configurations of the heterodyne stage are 
illustrated in Fig. 5. As the input of the PSW we used a signal 
from an RF signal generator having a 20 GHz carrier signal 
modulated by quadrature phase shift keying (QPSK) 
modulated data with different data-rates (50-100-200-400-
800 Mbit/s). The I and Q of the modulated signal were 
generated by an Arbitrary Waveform generator (AWG) 
which outputs are directly connected to the wideband I-Q 
modulation inputs of a signal generator. The electrical carrier 
signal was added by this signal generator. 

At the output of the photoconductive switch and after 38 dB 
amplifier, we analysed the mixed signal at the intermediate 
frequency (IF) of 4.55 GHz with a Digital Sampling 
Oscilloscope (DSO). The laser signals are guided to the 
photoswitch through standard single mode optical fibres to 
illuminate the InGaAs mesa with a bare-end pigtailed fibre. 
As mentioned above, the MLL had an output optical power 
of 7 dBm. Due to the modulator losses the DFB laser requires 
an Erbium Doped Fibre Amplifier (EDFA) to reach the same 
optical power as in case of the MLL. However, using this 
power level for the DFB setup (7 dBm), the DSO was unable 
to demodulate the IF signal, so we further amplified the DFB 
setup’s output optical power up to 17 dBm, in order to 
increase the IF power level. 

The DSO’s built-in software was capable of online 
demodulating the received signal. The systems and their 
mixing performances are compared through the analysis of 
the Error Vector Magnitude (EVM). The results are 
illustrated in Fig. 6. The dashed line shows a reference back-
to-back measurement, where we directly connected the 
signal generator to the DSO with a carrier frequency of 
4.55 GHz. The continuous grey line shows the results 
obtained with the free-running MLL source used as the local 
oscillator while the continuous black curve corresponds to 
the results obtained with the stabilized MLL source. We can 
observe a reduction of 3 points on average of the EVM values 
for the stabilized source compared to the free running case, 
which shows the higher performances of the stabilized MLL. 
However, the difference is decreasing for higher bitrates, 
indicating that the setup is limited not only by the phase noise 
of the local oscillator, but possibly by the impedance 
matching of the equipment and the photoswitch. The dotted 
black curve shows the performance obtained with the 
amplified DFB laser. We can observe an increase of 

17 points of the EVM, up to 25.8 %, for the case of 100 
Mbit/s data-rate compared to the stabilized MLL. Above 100 
Mbit/s the signal to noise ratio (SNR) of the IF signal was too 
low for the demodulation using the DFB setup as local 
oscillator. These results show the advantage of the stabilized 
MLL used as the local oscillator over the intensity modulated 
continuous wave laser source. 

In the case of using the DFB, the modulation depth of the 
laser is very low compared to the MLL case, due to the 
sinusoidal shape of the modulator transfer function, 
compared to the ultrashort pulses of the MLL. This induces 
higher level of continuous emission because of the limited 
MZM modulating power in order to stay in the linear regime. 
These CW contributions in the system are unused power, 
which results in a lower RF power and consequently a lower 
IF power at the mixer output. Other degradations of the signal 
results from the added noise level due to the use of the EDFA. 

This optoelectronic mixer scheme has the advantage of a 
simple setup, the mixer device is a passive component, active 
elements are only the optical and electrical sources 
generating the signal to be mixed, and the electrical amplifier 
of the IF signal. 

IV. OPTOELECTRONIC MIXING – SETUP II 
In the previous section we saw the downconverting 

capabilities of the photoswitch and its application in a 
system. The local oscillator was provided by an optical 
source and the processed data-stream was an electrical RF 
signal. In the optical section of a RoF system the optically 
provided data-stream is converted to the electrical domain 
with a photoconductor and then is transmitted wirelessly. The 
optical signal is modulated with the data on a carrier signal 
at a frequency fc, thus after detection the electrical signal has 
the same fc carrier signal. In the following, we are 
demonstrating our proposed system for downconverting the 
optically received data signal for signal processing. The 
scheme can demodulate the data stream to the baseband or to 
directly convert the data-stream to a different frequency with 
the help of an electrical local oscillator. The setup is 

 
Fig.  7. Setup-II: schematics with intensity modulated DFB laser by a data-
stream with electrical local oscillator. 

 
Fig.  8. Setup-II results. Measured Error Vector magnitude values versus 
the applied bitrate of the data-stream. Setup-II results are compared to 
Setup-I. 

optical feedback loop, as proposed in [7]. The long optical 
fibre based feedback adds a long delay time and acts as a 
high-Q external cavity added to the laser. The setup of the 
stabilization feedback can be seen on Fig. 3. A part of the 
laser signal is injected back into the MLL cavity thanks to a 
fibre based circulator. The loop also contains a polarization 
controller to adjust the polarization of the injected signal to 
correspond to the laser signal polarization. An attenuator was 
used to adjust the feedback signal power. A variable optical 
delay line was used to control with picosecond precision the 
feedback delay. We found that feedback attenuation of 
around 28 dB is sufficient for optimal stabilization. Higher 
feedback power results in a “chaotic” behaviour of the MLL, 
while lower feedback power gives a lower level of 
stabilization. The optical signal’s average power at the output 
of the setup was measured to be 7 dBm. 

We measured the single side-band phase noise of the 
fundamental beating signal for the free running and stabilized 
MLL with an Electrical Spectrum Analyser (ESA), the 
results are showed in Fig. 4. The stabilization resulted in a 
linewidth reduction of the beating signal below 1 kHz while 
the phase noise curve also showed a decrease of 30 dB, down 
to -100 dBc/Hz at 100 kHz offset frequency. The observed 
spurious peaks at 820 kHz and at its harmonics on the curve 
of the stabilized laser are corresponding to the free-spectral 
range (FSR) of the feedback loop, which has 220 meters of 
fibre in our case. Their power level in the RF spectrum are 
more than 20 dB below the main peak, which means their 
contribution is not too significant. It is important to note that 
mode-locked lasers are generating beating signals also at the 
harmonics of the fundamental tone, in this case at 49 GHz, 
73.5 GHz and so on. The power level is similar for the first 
harmonics and the fundamental signal. In our experiments, 
only the fundamental beating signal will be involved in the 
mixing process. 

In conclusion, such a feedback loop greatly enhances the 

phase noise of the laser and this stabilized laser source with 
a 24.5 GHz beating fundamental frequency will provide a 
high quality local oscillator for down-conversion 
experiment. 
C. Distributed feedback laser 

In the first proposed scheme (Setup-I) and in the second 
proposed experiment (Setup-II) we also used a DFB laser that 
emits a continuous wave signal at 1551 nm. The optical 
power is maximum 10 dBm. The laser signal is intensity 
modulated by a Mach-Zehnder modulator (MZM) biased at 
its quadrature point. Due to the losses introduced by the 
modulator, at its output we measured an average power equal 
to 3 dBm. This modulated signal is used as the local 
oscillator or the data modulated signal in the following 
setups. 

III. OPTOELECTRONIC MIXING – SETUP I 
In the previous sections we introduced the two elements of 

the proposed optoelectronic mixer used in Setup-I: an 
ultrafast PSW with wide bandwidth, and an MLL with an 
external feedback loop providing a stable signal at 24.5 GHz 
with 7 dBm optical power. In a simple mixing experiment the 
system showed 72 dB mixing conversion loss in the 10-
67 GHz range [5]. Despite this high level of losses, we note 
that this level is 8 dB better performance than the conversion 
loss of an unbiased Uni-Traveling Carrier photodiodes 
(UTC-PD) used as optoelectronic mixers [8]. 

In this section, the capabilities of our system used as a 
heterodyne detection stage is demonstrated with a data-
stream downconversion and demodulation experiment. This 
detection apparatus can be used in the wireless receiver of a 
Radio over Fibre network. Where the received high 
frequency wireless signal containing the data, can be 
downconverted for signal processing. We first compare the 
performance obtained using the free running and the 
stabilized MLL. In a second step, we performed the 
experiment where the local oscillator frequency is provided 
by a different mmW generation solution: an intensity 
modulated CW laser source, a DFB laser modulated by an 

 
Fig.  6. Setup-I results. Measured Error Vector magnitude values versus 
the applied bitrate of the data-stream. 

Fig.  5. Setup-I: Schematics of the heterodyne mixing experiment with data-
stream modulated RF input signal and two cases of optical local oscillator. 
MLL: Mode-Locked Laser; DFB: Distributed Feedback Laser; EDFA:
Erbium Doped Fibre Amplifier; PD: Photodiode; ESA: Electrical Spectrum
Analyser; AWG: Arbitrary Waveform Generator; DSO: Digital Sampling
Oscilloscope 
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external MZM modulator with the same frequency of 24.5 
GHz. The two configurations of the heterodyne stage are 
illustrated in Fig. 5. As the input of the PSW we used a signal 
from an RF signal generator having a 20 GHz carrier signal 
modulated by quadrature phase shift keying (QPSK) 
modulated data with different data-rates (50-100-200-400-
800 Mbit/s). The I and Q of the modulated signal were 
generated by an Arbitrary Waveform generator (AWG) 
which outputs are directly connected to the wideband I-Q 
modulation inputs of a signal generator. The electrical carrier 
signal was added by this signal generator. 

At the output of the photoconductive switch and after 38 dB 
amplifier, we analysed the mixed signal at the intermediate 
frequency (IF) of 4.55 GHz with a Digital Sampling 
Oscilloscope (DSO). The laser signals are guided to the 
photoswitch through standard single mode optical fibres to 
illuminate the InGaAs mesa with a bare-end pigtailed fibre. 
As mentioned above, the MLL had an output optical power 
of 7 dBm. Due to the modulator losses the DFB laser requires 
an Erbium Doped Fibre Amplifier (EDFA) to reach the same 
optical power as in case of the MLL. However, using this 
power level for the DFB setup (7 dBm), the DSO was unable 
to demodulate the IF signal, so we further amplified the DFB 
setup’s output optical power up to 17 dBm, in order to 
increase the IF power level. 

The DSO’s built-in software was capable of online 
demodulating the received signal. The systems and their 
mixing performances are compared through the analysis of 
the Error Vector Magnitude (EVM). The results are 
illustrated in Fig. 6. The dashed line shows a reference back-
to-back measurement, where we directly connected the 
signal generator to the DSO with a carrier frequency of 
4.55 GHz. The continuous grey line shows the results 
obtained with the free-running MLL source used as the local 
oscillator while the continuous black curve corresponds to 
the results obtained with the stabilized MLL source. We can 
observe a reduction of 3 points on average of the EVM values 
for the stabilized source compared to the free running case, 
which shows the higher performances of the stabilized MLL. 
However, the difference is decreasing for higher bitrates, 
indicating that the setup is limited not only by the phase noise 
of the local oscillator, but possibly by the impedance 
matching of the equipment and the photoswitch. The dotted 
black curve shows the performance obtained with the 
amplified DFB laser. We can observe an increase of 

17 points of the EVM, up to 25.8 %, for the case of 100 
Mbit/s data-rate compared to the stabilized MLL. Above 100 
Mbit/s the signal to noise ratio (SNR) of the IF signal was too 
low for the demodulation using the DFB setup as local 
oscillator. These results show the advantage of the stabilized 
MLL used as the local oscillator over the intensity modulated 
continuous wave laser source. 

In the case of using the DFB, the modulation depth of the 
laser is very low compared to the MLL case, due to the 
sinusoidal shape of the modulator transfer function, 
compared to the ultrashort pulses of the MLL. This induces 
higher level of continuous emission because of the limited 
MZM modulating power in order to stay in the linear regime. 
These CW contributions in the system are unused power, 
which results in a lower RF power and consequently a lower 
IF power at the mixer output. Other degradations of the signal 
results from the added noise level due to the use of the EDFA. 

This optoelectronic mixer scheme has the advantage of a 
simple setup, the mixer device is a passive component, active 
elements are only the optical and electrical sources 
generating the signal to be mixed, and the electrical amplifier 
of the IF signal. 

IV. OPTOELECTRONIC MIXING – SETUP II 
In the previous section we saw the downconverting 

capabilities of the photoswitch and its application in a 
system. The local oscillator was provided by an optical 
source and the processed data-stream was an electrical RF 
signal. In the optical section of a RoF system the optically 
provided data-stream is converted to the electrical domain 
with a photoconductor and then is transmitted wirelessly. The 
optical signal is modulated with the data on a carrier signal 
at a frequency fc, thus after detection the electrical signal has 
the same fc carrier signal. In the following, we are 
demonstrating our proposed system for downconverting the 
optically received data signal for signal processing. The 
scheme can demodulate the data stream to the baseband or to 
directly convert the data-stream to a different frequency with 
the help of an electrical local oscillator. The setup is 

 
Fig.  7. Setup-II: schematics with intensity modulated DFB laser by a data-
stream with electrical local oscillator. 

 
Fig.  8. Setup-II results. Measured Error Vector magnitude values versus 
the applied bitrate of the data-stream. Setup-II results are compared to 
Setup-I. 

optical feedback loop, as proposed in [7]. The long optical 
fibre based feedback adds a long delay time and acts as a 
high-Q external cavity added to the laser. The setup of the 
stabilization feedback can be seen on Fig. 3. A part of the 
laser signal is injected back into the MLL cavity thanks to a 
fibre based circulator. The loop also contains a polarization 
controller to adjust the polarization of the injected signal to 
correspond to the laser signal polarization. An attenuator was 
used to adjust the feedback signal power. A variable optical 
delay line was used to control with picosecond precision the 
feedback delay. We found that feedback attenuation of 
around 28 dB is sufficient for optimal stabilization. Higher 
feedback power results in a “chaotic” behaviour of the MLL, 
while lower feedback power gives a lower level of 
stabilization. The optical signal’s average power at the output 
of the setup was measured to be 7 dBm. 

We measured the single side-band phase noise of the 
fundamental beating signal for the free running and stabilized 
MLL with an Electrical Spectrum Analyser (ESA), the 
results are showed in Fig. 4. The stabilization resulted in a 
linewidth reduction of the beating signal below 1 kHz while 
the phase noise curve also showed a decrease of 30 dB, down 
to -100 dBc/Hz at 100 kHz offset frequency. The observed 
spurious peaks at 820 kHz and at its harmonics on the curve 
of the stabilized laser are corresponding to the free-spectral 
range (FSR) of the feedback loop, which has 220 meters of 
fibre in our case. Their power level in the RF spectrum are 
more than 20 dB below the main peak, which means their 
contribution is not too significant. It is important to note that 
mode-locked lasers are generating beating signals also at the 
harmonics of the fundamental tone, in this case at 49 GHz, 
73.5 GHz and so on. The power level is similar for the first 
harmonics and the fundamental signal. In our experiments, 
only the fundamental beating signal will be involved in the 
mixing process. 

In conclusion, such a feedback loop greatly enhances the 

phase noise of the laser and this stabilized laser source with 
a 24.5 GHz beating fundamental frequency will provide a 
high quality local oscillator for down-conversion 
experiment. 
C. Distributed feedback laser 

In the first proposed scheme (Setup-I) and in the second 
proposed experiment (Setup-II) we also used a DFB laser that 
emits a continuous wave signal at 1551 nm. The optical 
power is maximum 10 dBm. The laser signal is intensity 
modulated by a Mach-Zehnder modulator (MZM) biased at 
its quadrature point. Due to the losses introduced by the 
modulator, at its output we measured an average power equal 
to 3 dBm. This modulated signal is used as the local 
oscillator or the data modulated signal in the following 
setups. 

III. OPTOELECTRONIC MIXING – SETUP I 
In the previous sections we introduced the two elements of 

the proposed optoelectronic mixer used in Setup-I: an 
ultrafast PSW with wide bandwidth, and an MLL with an 
external feedback loop providing a stable signal at 24.5 GHz 
with 7 dBm optical power. In a simple mixing experiment the 
system showed 72 dB mixing conversion loss in the 10-
67 GHz range [5]. Despite this high level of losses, we note 
that this level is 8 dB better performance than the conversion 
loss of an unbiased Uni-Traveling Carrier photodiodes 
(UTC-PD) used as optoelectronic mixers [8]. 

In this section, the capabilities of our system used as a 
heterodyne detection stage is demonstrated with a data-
stream downconversion and demodulation experiment. This 
detection apparatus can be used in the wireless receiver of a 
Radio over Fibre network. Where the received high 
frequency wireless signal containing the data, can be 
downconverted for signal processing. We first compare the 
performance obtained using the free running and the 
stabilized MLL. In a second step, we performed the 
experiment where the local oscillator frequency is provided 
by a different mmW generation solution: an intensity 
modulated CW laser source, a DFB laser modulated by an 

 
Fig.  6. Setup-I results. Measured Error Vector magnitude values versus 
the applied bitrate of the data-stream. 

Fig.  5. Setup-I: Schematics of the heterodyne mixing experiment with data-
stream modulated RF input signal and two cases of optical local oscillator. 
MLL: Mode-Locked Laser; DFB: Distributed Feedback Laser; EDFA:
Erbium Doped Fibre Amplifier; PD: Photodiode; ESA: Electrical Spectrum
Analyser; AWG: Arbitrary Waveform Generator; DSO: Digital Sampling
Oscilloscope 
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illustrated on Fig. 7. The same DFB laser as in the previous 
setup is used here without the EDFA. The generated data-
stream is from the AWG and the signal generator is 
modulating the optical signal through the Mach-Zehnder 
modulator. Utilizing a MZM we can achieve higher 
bandwidths compared to directly modulating the DFB laser 
cavity. The average optical power after the MZM is 3 dBm 
(2 mW). In the experiment we used the same LO frequency 
as in the case of Setup-I, but now we have an electrical LO 
at the input of the photoswitch. This local oscillator generates 
a sinusoidal signal with 19 dBm power and 24.55 GHz 
frequency provided by an Agilent signal generator. This LO 
signal has a superior frequency stability and quality 
compared to the ones provided by the lasers for Setup-I. The 
carrier frequency of the data-stream is also the same as in the 
previous setup at 20 GHz.  

These settings resulted again in a downconverted signal at 
4.55 GHz at the output of the photoswitch. A low-pass filter 
was filtering out the feedthrough signals through the 
photoswitch and prevented the overload of the following 
low-noise amplifier (38 dB). A DSO was performing the data 
demodulation after the amplifier. The data-stream in this case 
was also QPSK modulated with 50-100-200-400-800 Mbit/s 
data rates. As in the previous setup, we were measuring the 
demodulated signal’s Error Vector Magnitude (EVM) value. 
The results are shown in Fig. 8 along with the results from 
the stabilized MLL case and DFB case from Setup-I as an 
indication. We measured an EVM of 8.3 % for 50 Mbit/s, 
which increases to 26.5 % for 800 Mbit/s. The results are 
close to the one obtained with an optical LO from the 
stabilized MLL. 

V. CONCLUSIONS 
We demonstrated two optoelectronic mixer schemes 

utilizing a photoconductive switch. In the first scheme, the 
local oscillator is an optical signal from an MLL at a 
frequency of 24.5 GHz, with a reduced linewidth thanks to a 
stabilizing all-optical feedback loop. The wide bandwidth of 
the PSW, estimated to be higher than 100 GHz, gives a wide 
possible frequency range for the system design. The mixing 
conversion loss is rivalling with the unbiased UTC-PDs and 
shows good stability over a wide frequency range. In order 
to investigate the benefit of such an optoelectronic system, as 
a proof of concept we performed QPSK data demodulation 
in a RoF data transmission link. The higher performance of 
the stabilized MLL over the free-running MLL and 
modulated DFB signal was shown. We measured an EVM of 
6.6 % for 50 Mbit/s QPSK modulated signal which increased 
to 21.6 % with a higher data-rate of 800 Mbit/s. 

In the second optoelectronic mixing scheme, the local 
oscillator signal is electrical. The data-stream is intensity 
modulating a continuous wave DFB laser. The mixing 
showed a good performance with 16 % EVM for 200 Mbit/s 
data rate. A possible application of the photoconductive 
switch is in an RoF network, where the data-stream 
modulated optical signal is received then can be directly 
down or up converted for electrical transmission to a 

different carrier frequency depending on the application 
demands. 

The two experiments demonstrate the capability of using 
either the optical or the electrical signal as local oscillator. 
The measured EVM values are compatible with wireless 
communication requirements in case of Forward Error 
Correction (FEC) coding of the data-stream, where part of 
the transmitted data is used for error correction. The results 
can be improved by utilizing higher power lasers and low-
noise amplifiers and also by improving the switch structures 
as in [9] for higher efficiency of the optical detection. These 
results are showing the flexibility of the photoswitch, 
operating over a large bandwidth, both in the electrical and 
optical domain. The schemes are giving a feasible photonic 
solution for a heterodyne receiver in a RoF wireless link or 
for the optical link and opens the way to the design of new 
photonic assisted mmW telecommunication links. 
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illustrated on Fig. 7. The same DFB laser as in the previous 
setup is used here without the EDFA. The generated data-
stream is from the AWG and the signal generator is 
modulating the optical signal through the Mach-Zehnder 
modulator. Utilizing a MZM we can achieve higher 
bandwidths compared to directly modulating the DFB laser 
cavity. The average optical power after the MZM is 3 dBm 
(2 mW). In the experiment we used the same LO frequency 
as in the case of Setup-I, but now we have an electrical LO 
at the input of the photoswitch. This local oscillator generates 
a sinusoidal signal with 19 dBm power and 24.55 GHz 
frequency provided by an Agilent signal generator. This LO 
signal has a superior frequency stability and quality 
compared to the ones provided by the lasers for Setup-I. The 
carrier frequency of the data-stream is also the same as in the 
previous setup at 20 GHz.  

These settings resulted again in a downconverted signal at 
4.55 GHz at the output of the photoswitch. A low-pass filter 
was filtering out the feedthrough signals through the 
photoswitch and prevented the overload of the following 
low-noise amplifier (38 dB). A DSO was performing the data 
demodulation after the amplifier. The data-stream in this case 
was also QPSK modulated with 50-100-200-400-800 Mbit/s 
data rates. As in the previous setup, we were measuring the 
demodulated signal’s Error Vector Magnitude (EVM) value. 
The results are shown in Fig. 8 along with the results from 
the stabilized MLL case and DFB case from Setup-I as an 
indication. We measured an EVM of 8.3 % for 50 Mbit/s, 
which increases to 26.5 % for 800 Mbit/s. The results are 
close to the one obtained with an optical LO from the 
stabilized MLL. 

V. CONCLUSIONS 
We demonstrated two optoelectronic mixer schemes 

utilizing a photoconductive switch. In the first scheme, the 
local oscillator is an optical signal from an MLL at a 
frequency of 24.5 GHz, with a reduced linewidth thanks to a 
stabilizing all-optical feedback loop. The wide bandwidth of 
the PSW, estimated to be higher than 100 GHz, gives a wide 
possible frequency range for the system design. The mixing 
conversion loss is rivalling with the unbiased UTC-PDs and 
shows good stability over a wide frequency range. In order 
to investigate the benefit of such an optoelectronic system, as 
a proof of concept we performed QPSK data demodulation 
in a RoF data transmission link. The higher performance of 
the stabilized MLL over the free-running MLL and 
modulated DFB signal was shown. We measured an EVM of 
6.6 % for 50 Mbit/s QPSK modulated signal which increased 
to 21.6 % with a higher data-rate of 800 Mbit/s. 

In the second optoelectronic mixing scheme, the local 
oscillator signal is electrical. The data-stream is intensity 
modulating a continuous wave DFB laser. The mixing 
showed a good performance with 16 % EVM for 200 Mbit/s 
data rate. A possible application of the photoconductive 
switch is in an RoF network, where the data-stream 
modulated optical signal is received then can be directly 
down or up converted for electrical transmission to a 

different carrier frequency depending on the application 
demands. 

The two experiments demonstrate the capability of using 
either the optical or the electrical signal as local oscillator. 
The measured EVM values are compatible with wireless 
communication requirements in case of Forward Error 
Correction (FEC) coding of the data-stream, where part of 
the transmitted data is used for error correction. The results 
can be improved by utilizing higher power lasers and low-
noise amplifiers and also by improving the switch structures 
as in [9] for higher efficiency of the optical detection. These 
results are showing the flexibility of the photoswitch, 
operating over a large bandwidth, both in the electrical and 
optical domain. The schemes are giving a feasible photonic 
solution for a heterodyne receiver in a RoF wireless link or 
for the optical link and opens the way to the design of new 
photonic assisted mmW telecommunication links. 
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indication. We measured an EVM of 8.3 % for 50 Mbit/s, 
which increases to 26.5 % for 800 Mbit/s. The results are 
close to the one obtained with an optical LO from the 
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to investigate the benefit of such an optoelectronic system, as 
a proof of concept we performed QPSK data demodulation 
in a RoF data transmission link. The higher performance of 
the stabilized MLL over the free-running MLL and 
modulated DFB signal was shown. We measured an EVM of 
6.6 % for 50 Mbit/s QPSK modulated signal which increased 
to 21.6 % with a higher data-rate of 800 Mbit/s. 

In the second optoelectronic mixing scheme, the local 
oscillator signal is electrical. The data-stream is intensity 
modulating a continuous wave DFB laser. The mixing 
showed a good performance with 16 % EVM for 200 Mbit/s 
data rate. A possible application of the photoconductive 
switch is in an RoF network, where the data-stream 
modulated optical signal is received then can be directly 
down or up converted for electrical transmission to a 

different carrier frequency depending on the application 
demands. 

The two experiments demonstrate the capability of using 
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The measured EVM values are compatible with wireless 
communication requirements in case of Forward Error 
Correction (FEC) coding of the data-stream, where part of 
the transmitted data is used for error correction. The results 
can be improved by utilizing higher power lasers and low-
noise amplifiers and also by improving the switch structures 
as in [9] for higher efficiency of the optical detection. These 
results are showing the flexibility of the photoswitch, 
operating over a large bandwidth, both in the electrical and 
optical domain. The schemes are giving a feasible photonic 
solution for a heterodyne receiver in a RoF wireless link or 
for the optical link and opens the way to the design of new 
photonic assisted mmW telecommunication links. 
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Abstract— In this paper, an Electromagnetic Band Gap 
(EBG) lens of a single layer is invented to improve the gain of a 
truncated slotted square patch antenna for the Wi-Fi applica-
tions. The proposed EBG lens is structured from 5×5 planar 
array. The individual unit cell is basically shaped as a couple 
of a split concave conductive patch. The proposed EBG struc-
ture performance is tested numerically using Finite Integration 
Technique (FIT) formulations of CSTMWS and analytically 
using circuit theory. Then, the antenna performance in terms 
of |S11|, the boresight gain, and radiation patterns are reported 
and compared to the performance before introducing the EBG 
lens to identify the significant enhancements. The proposed 
EBG antenna is simulated numerically inside FIT formulations 
of CSTMWS time domain (TD) solver. A significant gain en-
hancement of 11.1 dBi at 2.45 GHz and a front to back ratio 
(F/B) about 22 dB are achieved after introducing the EBG lens. 
The antenna performance is validated using a frequency do-
main (FD) solver based CSTMWS formulations to obtain excel-
lent agreements between the two invoked methods.

Index Terms—EBG; microstrip antenna; CST MWS

I.           INTRODUCTION

Since the last century, Yablonovitch [1] and John [2] in-
vestigated the EBG structures conceptions. After that sig-
nificant efforts have been established to realize the perfect 
lenses concepts. Therefore, the theoretical notions were 
founded from Bloch wave principles, reciprocal space, 
Brillion zones, and dispersion relations [3], [4]. The EBG 
structures were realized and engineered in a similar method 
of defecting traditional electronic semiconductor crystals 
to be classified according to 1D, 2D, and 3D crystals. For 
instance, in [5], a 2D EBG structure was investigated from 
a dielectric substrate at the microwave regime. An etched 
2D metallic aperture array on a dielectric slab to create a 
periodical variation in the dielectric constant of the medium 
was investigated for the antenna performance enhancement 
in [6]. EBG structures were applied to miniaturize the anten-
na size and increasing the bandwidth [7]. Usually, the EBG 
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structures could be patterned either on the metal patches or 
etched from ground planes as proposed in [8], [9]. The EBG 
possess several untraditional features such as zero effective 
refractive index and distinctive stopbands [10]. However, 
EBG structures are unresonant structures and may suffer 
from two fundamental limitations: narrow bandwidth and 
high losses due to the conducting inclusions [11]. In [12], 
an EBG structure was folded on a folded ground plane of an 
antenna for breast cancer detection. Another antenna struc-
ture based miniaturized EBG ground plane defect for Mul-
tiple-Input and Multiple-Output (MIMO) application was 
proposed in [13]. The proposed antenna in [14] was con-
structed on EBG ground plane defects for Ultra-WideBand 
(UWB) application. Nevertheless, the work in [15] was con-
ducted for optical application based EBG flat lenses. Printed 
dipoles based EBG arrays of a geometry were proposed in 
[16] for Wi-Fi applications. Nevertheless, a high impedance 
structure based EBG structure attached to a dipole anten-
na was reported in [17] for sensor applications. A folded 
MIMO antenna array was investigated in [18] to reduce the 
mutual coupling effects. The proposed structure in [19] was 
consistent of periodical grounded dielectric substrate depos-
ited with square conductive patches connected through vias 
to the ground. It has been demonstrated that EBG structures 
exhibits zero refractive indices to achieve highly directive 
antennas with enhanced bandwidth and excellent gain of 
miniaturized size [20] with low mutual coupling for MIMO 
applications [21].

In this paper, a new EBG design of a single finite layer 
with improved properties is proposed as a uniform 2D array 
of periodic metallic structure on top of a microstrip antenna 
for gain enhancements. The combination of the proposed 
EBG structure with the microstrip antenna may suit dif-
ferent wireless applications over the frequency range from 
2.45 GHz to 2.55 GHz band to fit the fixed and mobile com-
munication systems, point-to-point microwave links, and te-
lemetry devices such as Unmanned Aerial vehicles (UAV). 
The numerical simulations are performed by conducting 
the FIT analysis based on TD and FD solvers to examine 
the proposed EBG properties [22]. The rest of this paper is 
organized as follows: In Section II, the description for the 
proposed EBG lens is presented; Section III discusses the 
radiation characteristics and performances of the microstrip 
antenna with and without EBG layer; and finally, the paper 
is concluded in Section IV.
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II. EBG GEOMETRICAL DETAILS 
 

To test the proposed EBG performance, a unit cell 
of EBG is positioned at the center of a fictitious 
waveguide as shown in Fig.1 to retrieve the 
transmission and reflection characteristics of the EBG-
structure model given by S-parameters. The two 
waveguide ports of TEM-like modes are shown in 
Fig.1. The top and bottom sides of the y-axis are 
assigned as Perfect Magnetic Conductors (PMC) and 
the left and right hand side of the z-axis are assigned as 
Perfect Electric Conductors (PECs) in order to create 
internal environment of waveguide as depicted in Fig. 
1. 

 
 

 
 

Fig. 1: CSTMWS numerical setup and unit cell dimensions in 
mm. 

 
The proposed EBG layer dimensions are 

240×240mm2 as shown in Fig. 2(a). Such layer is 
constructed from 5×5 unit cells; each one comes with 
four design variables given by: W1, W2, W3 and W4 to 
optimize the EBG performance at the desired 
frequency band. These variables are adjusted to 
resonate at 2.45 GHz. The maximum proposed EBG 
unit cell dimensions are 0.32λ×0.32λ where λ is 
wavelength at 2.45 GHz repeated and aligned on the x-
y plane, where EBG is based on copper layer of 
conductivity 5.8×107S/m and the EBG lens thickness is 
0.1 mm. The design variables are fixed at 30mm and 
15mm for W3 and W4, respectively. While, the other 
two variables W1 and W2 are changed together from 
2mm up to 10mm with step of 2mm to reach the 

resonance in the transmission (|S12|) around 2.45 GHz. 
As seen in Fig. 2(b), the proposed unit cell shows a 
very sensitive response to W3 and W4 change. This 
change is due to the capacitive coupling effects 
between the unit cells edges. 

 

 
Fig. 2: The proposed EBG details; (a) EBG layer dimensions in mm 

and (b) S-parameters spectra based the parametric study. 
 
Fig. 3 shows the transmission and reflection 

evaluation of the EBG-structure model with respect to 
the analytical circuit analysis. From the obtained 
results, it is found that the maximum (|S12|) is around at 
2.55GHz. Unsymmetrical unit cell is chosen to achieve 
a gain enhancement on both x- and y- axes that would 
be very useful for the circular gain enhancement. 
 

 
Fig. 3: Obtained S-parameters spectra. 
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Fig. 2: The proposed EBG details; (a) EBG layer dimensions in mm and (b) 
S-parameters spectra based the parametric study.

Fig. 3: Obtained S-parameters spectra.
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The proposed EBG unit cell equivalent circuit is present-
ed in Fig. 4. Basically, the separation distance the concave 
patches can be presented by a capacitor (C1). However, the 
separation distance between the concave sides is presented by 
the capacitor (C2). The concave part is given by an inductor 
(L). The load resistance is given by the free space impedance 
that is given by (377Ω). The values of the proposed equiva-
lent circuit are listed in Table 1.
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Fig. 4: Equivalent circuit. 
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C1 1.1nF 

C2 2.3nF 

 
Next, to obtain the maximum gain enhancement, 

the proposed EBG layer is located to cover the 
microstrip antenna at 130 mm above the patch antenna. 
The material between the patch antenna and EGB layer   
is rigid foam of εr=1.039 and loss tangent tanδ=0.0097. 
The distance between the patch and EBG layer is 
optimized by using the same procedure that was 
described in [9]. All related EBG lens and the 
microstrip antenna dimensions are depicted in Fig 5. 

The microstrip patch is designed as a square 
geometry of 40×25mm2 mounted on a dielectric 
substrate made of Rogers RO3203 with εr=3.02 and 
tanδ=0.0016 of 1mm thickness. The ground plane is 
installed on the backend of the substrate as a square 
copper layer with 240×240 mm2. The patch structure 
is considered as a truncated square patch to achieve a 
circular polarization pattern. The 50 Ω SubMiniature 
version (SMA) connector was used with a discrete 
wave port to excite the patch antenna. 
 

 
Fig. 5: The antenna geometrical details;  (a) 3D view of the 

microstrip antenna with the EBG lens , (b) and (c) front view of the 
microstrip antenna and the array of EBG lens , (d) magnified picture 

for the microstrip antenna patch, (e) side view of the EBG lens 
positioned over the microstrip antenna. All dimensions are in mm. 
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investigated using the TD and FD solvers based on 
CST MWS formulations [20]. The TD solver is 
realized by conducting the use of perfect boundary 
approximations and thin sheet techniques. 
Nevertheless, a hexahedral volumetric mesh, see Fig. 
6(a), is applied to calculate the S-parameters and the 
electromagnetic fields simultaneously. However, the 
FD solver conducts the tetrahedral meshing, as 
presented in Fig. 6(b), of mixed order field 
computation calculating the phase de-embedding of the 
S-parameters. 
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magnetic fields simultaneously. However, the FD solver 
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of mixed order field computation calculating the phase de-
embedding of the S-parameters.
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Fig. 6: Mesh view; (a) hexahedral mesh and (b) tetrahedral mesh. 

 
Next, the focus on the effects of adding the EBG 

lens on antenna performance including the bandwidth, 
matching impedance, and frequency resonance is 
evaluated by monitoring the |S11| spectrum. Moreover, 
the gain, radiation efficiency, and the beamwidth are 
compared before and after introducing the proposed 
EBG structure. The |S11| spectra are presented in Fig. 
7(a) from both cases: before and after adding the EBG 
lens. In the obtained |S11| spectrum, the change is found 
due to introducing the EBG lens that adds a capacitive 
coupling with the microstrip antenna [12]. It is 
concluded that the antenna shows a frequency 
resonance at 2.45 GHz, however, the resonance is 
shifted to 2.43 GHz after adding the EBG lens. The 
antenna gain is enhanced from 5.6 dBi up to 11.1 dBi 
after adding the EBG lens due to focusing the emerged 
beams from 99o to 26.7o as seen in Fig. 7(b), therefore 
by minimizing the beam in both   ϑ- and φ- cut planes 
we will reach the maximum gain according to relation 
(1) [23]. 
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Insignificant decay is observed in the radiation 
efficiency of the microstrip antenna from 90% to 
88.4% due to the effects of the conductor losses from 
the EBG structure. Such degradation is found to be 
much less than published degradation values; this 
because of the use of a single layer in the proposed 
design. From Fig. 7(b), the F/B ration is calculated 
using equation (2) [23]. 

F/B= Gf – Gb                                                      (2)        

Where, Gf and Gb are the magnitude of the front 
lobe in dB value and the magnitude of the back lobe in 
dB, respectively. Therefore, from the radiation pattern 
presented in Fig. 7(b), the F/B = 11-(-11) =22 dB.  

 
Fig. 7: Antenna performances with and without EBG lens; (a) |S11| 

spectrum and (b) Gain radiation pattern. 
 

Next, to obtain the maximum gain enhancement, 
the proposed EBG layer is located to cover the 
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location of the EBG layer from the top of the patch is 
studied by running a parametric study. Therefore,  the 
study starts with located the EBG layer above the patch 
from 10 mm to 190 mm with steps of 20 mm. It is 
found that the antenna perform the best gain at the 
boresight at 130 mm as can be seen in Fig. 8. 
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Fig. 8: Parametric-study of the proposed EBG Structure from the antenna 
structure: boresight gain.
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In this section, we investigate the effect of varying 

the distance between the EBG layer and the patch on 
resonant frequencies behavior. It is observed from Fig. 
9, that insignificant change in the |S11| spectrum with 
respect to the distance between the EBG layer and the 
patch. 

 
Fig. 9: Parametric-study based on the proposed EBG height in 

terms of |S11|. 
 
A further investigation included the effect of 

varying the EBG planner array on resonant frequencies 
behavior. It is observed from Fig. 10, that insignificant 
change in the |S11| spectrum with respect to the EBG 
planner array except when the EBG array has one unit 
cell above the patch antenna. 

 
Fig. 10: Parametric-study based on the proposed EBG planner 

array in terms of |S11|. 
 

The boresight gain spectrum is evaluated using the 
two solvers in a frequency range from 2 GHz to 3 GHz 
as depicted in Fig. 11. From the obtained results in Fig. 
11, the microstrip antenna without EBG layer exhibits 
an insignificant change in the antenna gain with respect 
to the gain spectrum that is presented by the antenna 
based EBG lens. Such difference is due to the high 
selectivity of the EBG structures for a particular 
frequency band as any frequency selective surface. 
Nevertheless, varying the distance between the patch 
antenna and the EBG lens shows a significant change 
in the antenna gain. This is due to the fact of focusing 
the electromagnetic radiation at the numerical aperture 
of the lens relative to the electromagnetic aperture of 
the antenna as presented in [8]. Therefore, a numerical 
optimization process is invoked to validate the 
obtained results from the proposed algorithm in [8]. 
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The resonant frequency, |S11| spectra, gain, and 
bandwidth are given in Table II. It is found that the 
number of the EBG has a significant effect on the |S11| 
spectra, bandwidth and the gain. 
 

TABLE II ANTENNA GAIN VERSUS THE NUMBER OF EBG 
PLANNER ARRAY  

Gain 
(dBi) 

B.W 
(MHz) 

S11 
Magnitude 

(dB) 

Resonant 
Frequency 

(GHz) 

Number 
of EBG 
planner 
array 

6.4 31 -15.2 2.47 1 X 1 
10.4 33 -16.8 2.467 3 X 3 
11.1 43.2 -29.6 2.465 5 X 5 
11.9 42.1 -24.1 2.462 7 X 7 
12 42 -23.5 2.468 9 X 9 

 
Next, the antenna 3D radiation patterns are 

evaluated with changing the EBG planner array as 1×1, 
3×3, 5×5, 7×7, and 9×9 respectively. As seen in Fig. 
12, the evaluated 3D radiation patterns are presented. 

In this section, we investigate the effect of varying the 
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frequencies behavior. It is observed from Fig. 9, that insignifi-
cant change in the |S11| spectrum with respect to the distance 
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spectrum with respect to the EBG planner array except when 
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The resonant frequency, |S11| spectra, gain, and bandwidth 
are given in Table II. It is found that the number of the EBG 
has a significant effect on the |S11| spectra, bandwidth and the 
gain.

Next, the antenna 3D radiation patterns are evaluated with 
changing the EBG planner array as 1×1, 3×3, 5×5, 7×7, and 
9×9 respectively. As seen in Fig. 12, the evaluated 3D radia-
tion patterns are presented.

depicted in Fig. 11. From the obtained results in Fig. 11, 
the microstrip antenna without EBG layer exhibits an in-
significant change in the antenna gain with respect to the 
gain spectrum that is presented by the antenna based EBG 
lens. Such difference is due to the high selectivity of the 
EBG structures for a particular frequency band as any fre-
quency selective surface. Nevertheless, varying the distance 
between the patch antenna and the EBG lens shows a sig-
nificant change in the antenna gain. This is due to the fact 
of focusing the electromagnetic radiation at the numerical 
aperture of the lens relative to the electromagnetic aperture 
of the antenna as presented in [8]. Therefore, a numerical 
optimization process is invoked to validate the obtained re-
sults from the proposed algorithm in [8].

Fig. 9: Parametric-study based on the proposed EBG  
height in terms of |S11|.

Fig. 10: Parametric-study based on the proposed EBG planner array in 
terms of |S11|.

Fig. 11: Antenna boresight gain with and without EBG lens versus  
frequency.
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Fig. 12: Comparison of the 3-radiation patterns with and without 

EBG at 2.45 GHz ; (a) patch only (b)1x1 (c) 3x3 (d) 5x5 (e) 7x7 (f) 
9x9 EBG planer array respectively. 

 
The antenna substrate area dimensions, length and 

width, are changed from 120×120mm2 to 
240×240mm2 with a step of 40×40mm2. The other 
antenna dimensions are fixed. It is found that the 
proposed antenna |S11| spectra are affected 
significantly as seen in Fig. 13(a). However, the 
antenna gain is significantly affected as presented in 
Fig. 13(b). 

 

 
Fig. 13: Parametric study simulation results; (a) |S11| spectra and (b) 

Antenna boresight gain. 
 

The optimal antennae design performances are 
evaluated using HFSS software package for further 
validation [24] based Finite Element Method (FEM). 
The antenna performances in terms of |S11| and 
radiation patterns are presented in Fig. 14. The 
obtained results reveal excellent agreements. 

 
Fig. 14: Antenna performance comparison between three different 
techniques; (a) radiation patterns at. ϑ- 0o, (b) radiation patterns at  

φ =0o, and (c) |S11| spectra. 
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In the proposed simulation processes, the number of con-
ducted mesh cells is Nx=280, Ny=225, and Nz=75 along the 
x-, y-, and z-axes, respectively. The required time step is 
3.7×1024ns. However, the HFSS mesh to reach the conver-
gence is found 4.5×105 tetrahedral.

The achieved antenna enhancement is attributed to the fact 
of the summation of the emerging fields from the EBG unit 
cells according to the following equation:

In the proposed simulation processes, the number 
of conducted mesh cells is Nx=280, Ny=225, and Nz=75 
along the x-, y-, and z-axes, respectively. The required 
time step is 3.7×1024ns. However, the HFSS mesh to 
reach the convergence is found 4.5×105 tetrahedral. 

The achieved antenna enhancement is attributed to 
the fact of the summation of the emerging fields from 
the EBG unit cells according to the following equation: 
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
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where, gtotal is the total gain, hs is the antenna gain, and 
FSL is the unit cell geometrical function to be derived 
as in [8]. S is the central unit cell and So is the 
maximum number of the unit cells. 

The ray tracing is presented in Fig. 15 to describe 
the antenna beam radiation diffraction from the 
proposed EBG structure. It shows that the proposed 
EBG focuses the radiation in the paraxial beam 
direction. 

 
Fig. 15: Ray tracing (a) Angles of the incident and refracted 

electromagnetic radiation rays and (b) Paraxial electromagnetic beam 
ray modified by a zero refractive index lens. 

 
IV.  CONCLUSION 

In this paper, a novel EBG geometry of a single 
layer positioned over a traditional microstrip antenna 
of a square patch is investigated for different wireless 
applications. In this design, the proposed antenna gain 
is improved from 5.6 dBi up to 11.1 dBi at 2.45 GHz 
with an F/B exceeds the 22 dB. It is found that the 
proposed EBG lens shows high improvement 

selectivity around 2.45 GHz up to 2.55 GHz by 
providing a bore-sight gain over 11.1 dBi to fit the 
narrow bandwidth wireless communication systems. 
Insignificant degradation in the radiation efficiency is 
taken place after introducing the proposed EBG lens 
due to the conductor losses. A numerical validation is 
obtained by using both TD and FD solves of CST 
MWS formulations to end up with an excellent 
agreement between the results the two solvers. 
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physically realizable impedance matching networks. The design
rules and calculation technique introduced by this paper is
summarized, and validated by microwave circuit simulation
examples.

Index Terms—physical matching limits, wideband impedance
matching, realizable matching networks

I. INTRODUCTION

Analytical wideband impedance matching techniques have
been thoroughly discussed in previous many studies [1],

but most of these only focus on the theoretical limits of
the matching techniques, by issuing an infinite number of
passive L-C elements for the matching circuit [2]. Several
approaches have been shown to be successful for matching
complex impedances [3] [4], but hardly any of them discuss
the physical realization problems, and practical limitations of
the finite length matching networks [5] [6]. Due to the high
calculation complexity, of the wideband matching networks,
mostly only third-order matching networks are used due to
practical reasons (higher order matching networks have various
problems, such as weak parameter tolerance margins, inhibit-
ing manufacturing processes), thus this paper only discusses
third-order lossless matching networks.

This paper presents two of the practical realization lim-
its of the analytical wideband complex impedance matching
technique, presented by R. M. Fano [1], and H. W. Bode
[2]. Utilising the proposed limitation factors, and simplified
calculations presented in this paper, matching optimalization
goals are easier to define, and a wide range of practically
unrealizable solutions are excluded before the complex calcu-
lation process. The rest of this paper is organized as follows:
first the Bode-Fano matching technique is presented in detail
followed by the practical parameter restrictions in Section IV.
and Section V. Later on in Section VI. the modified matching
algorithm and a simplified caluclation for a certain matching
parameter is introduced as well. Finally the proposed design
rules are validated by two simulation examples in Section VIII.
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II. ANALYTICAL MATCHING TECHNIQUE (BODE-FANO)

The analytical wideband complex impedance matching
methods are based on the Darlington-theorem, which states,
that a complex load can be substituted, with a passive reactant
network that is terminated in a unity value resistance [7].
This principle allows that the complex wideband impedance
matching task can be redefined as a double-terminated filter
synthesis problem. In most situations complex impedances
are matched (on the largest possible bandwidth) to a purely
real valued generator impedance, thus the matching network’s
purpose is to completely cancel out the imaginary part of
the load impedance, and match the remaining real part to
the generator at the same time. Well-known examples for
analytical matching methods are: Bode-Fano matching [2], and
Youla’s matching technique based on complex normalization
[11]. In this paper an in-depth analysis is presented discussing
the Bode-Fano method for complex terminations, matched to
purely real 50 Ω source impedance.

Within the design equations lies a problem which partially
inhibits the realization of matching networks, at certain initial
parameters. Furthermore the upper, and lower matched fre-
quency should be very carefully chosen, otherwise analytical
matching can result in matching networks that are physically
unrealizable. In the following section the detailed equations
and restrictions are presented for realizable matching net-
works (where matching networks are constructed from shorted
quarter wavelength stubs, that can only represent purely real
valued impedances). Shortly thereafter, the physical design
limitations are taken into consideration during the calculations,
highly restricting the range of complex impedances where
the Bode-Fano analytical method provides adequate matching.
Obeying these design rules during the design process may
help designing load impedances (where allowed), at which the
Bode-Fano method results in acceptable matching (e.g. where
|S11| is less than -10 dB).

III. THE ANALYTICAL MATCHING PROCESS

An important aspect of the Bode-Fano matching method is
that it can only be used for terminations where the impedance-
frequency dependency resembles a single-reactance load’s
impedance or admittance. Thereby the load shall be substituted
with a well chosen single-reactance circuit model, i.e. a series
or parallel R-C, R-L impedance. Substitution model validation
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methods are omitted here. All matching results will be com-
pared to the ideal infinite matching networks limits, discussed
for single-reactance models by Bode and Fano in [1]. The
problems that may arise during the matching process is shown
through a practical example. The goal is to match a series R-L
impedance to a purely real 50 Ω generator impedance. First,
the series capacitance (Cseries) should be calculated through
which the series R-L can be turned into a resonant R-L-C
structure. (for parallel terminations, parallel resonance may be
required, and design equations are slightly different)

Cseries =
1

4π2f2
c L

, (1)

where fc represents the center frequency of the desired
matched band. The quality factor (Q) for this R-L-C structure
is defined as

Q =
2π fc L

R
. (2)

The theoretical matching quality limit can be calculated using
the decrement factor,

δ =
1

Q

√
4π2fhfl

2π(fh − fl)
, (3)

where fh is the upper, and fl is the lower frequency limit.
Using the decrement factor and the minimum of the maximal
reflection coefficient on the desired bandwidth is expressed as

Γmax = 20 log10

(
e−πδ

)
, (4)

where Γmax stands for the best available reflection coefficient
in case of an ideal matching network consisting of an infinite
number of L-C ladder components. This limit is also known
as the Bode matching limit. This parameter is used for the
comparison of theoretical and the finite third-order matching
quality. In order to point out the critical parameters during the
matching process, the detailed process of the single reactance
matching example is presented. The following equations will
lead to the solution of the low pass filter prototype, for the
matching circuit,

d = sinh
sinh−1

√
1

10(r/10)−1

n
, (5)

D =
d

δ sin
(

π
2n

) − 1, (6)

where n represents the order of the matching circuit, and
r stands for the maximal allowed Chebyshev ripple factor
in the matched frequency band. Later on in Section VII.,
a simplified parameter calculation method is presented for
d. These parameters are used for evaluating the coupling
coefficients for the low pass filter prototype network, provided
by Green’s equations [10]:

k1,2 =

√
3

8

(
1 +

(
1 +

D2

3

)
δ2
)
, (7)

k2,3 =

√
3

8

(
1 +

(
1

3
+D2

)
δ2
)
. (8)

Based on [8] and [10], the low pass filter prototype component
values for the double-terminated filter are

g0 = 1, (9)

g1 =
1

δ
, (10)

g2 =
1

g1 · k21,2
, (11)

g3 =
1

g2 · k22,3
, (12)

g4 =
1

D · δ · g3
. (13)

As seen in (9), the generator impedance (Rg) is determined
as the synthesis result. This overrides the original generator
impedance (50Ω), which is unacceptable. Furthermore this
is a low-pass filter prototype circuit, hence filter transfor-
mation steps are required for a passband configuration. For
overcoming these synthesis problems, admittance inverters are
used. The auxilary parameters used for defining the admittance
inverter’s parameters are

dp ≈ 1, (14)

ωm =
(fh − fl)

fc
, (15)

Θ1 =
π

2

(
1− ωm

2

)
(16)

and the admittance inverter parameters are calculated using
equations in [10] and [9]:

C2 = g2, (17)

C3 = g0 g3 g4
RL

Rg
, (18)

C
′

2 = g2 (1− dp), (19)

C
′′

2 = dp g2, (20)

C
′

3 = C
′′

2 , (21)

C
′′

3 = C3 − C
′

3, (22)

J2,3 =
1

RL

√
C2 C3

g2 g3
, (23)

N2,3 =

√
(J2,3 RL)2 +

(
C

′′
2 tan(Θ1)

g0

)2

. (24)

The construction of the matching network is based on quar-
ter wavelength (at the center frequency), shorted stubs. The
shorted stubs only have a single free parameter in this case:
transmission line admittance (or impedance). These admittance
values are obtained by the following equations:

Y2 =
1

g0 RL
C

′

2 tan (Θ1) +
1

RL
(N2,3 − J2,3 RL) , (25)

Y3 =
1

g0 RL
C

′′

3 tan (Θ1) +
1

RL
(N2,3 − J2,3 RL) , (26)

Y2,3 = J2,3. (27)
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methods are omitted here. All matching results will be com-
pared to the ideal infinite matching networks limits, discussed
for single-reactance models by Bode and Fano in [1]. The
problems that may arise during the matching process is shown
through a practical example. The goal is to match a series R-L
impedance to a purely real 50 Ω generator impedance. First,
the series capacitance (Cseries) should be calculated through
which the series R-L can be turned into a resonant R-L-C
structure. (for parallel terminations, parallel resonance may be
required, and design equations are slightly different)
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, (1)

where fc represents the center frequency of the desired
matched band. The quality factor (Q) for this R-L-C structure
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as the Bode matching limit. This parameter is used for the
comparison of theoretical and the finite third-order matching
quality. In order to point out the critical parameters during the
matching process, the detailed process of the single reactance
matching example is presented. The following equations will
lead to the solution of the low pass filter prototype, for the
matching circuit,

d = sinh
sinh−1
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10(r/10)−1

n
, (5)

D =
d

δ sin
(

π
2n

) − 1, (6)

where n represents the order of the matching circuit, and
r stands for the maximal allowed Chebyshev ripple factor
in the matched frequency band. Later on in Section VII.,
a simplified parameter calculation method is presented for
d. These parameters are used for evaluating the coupling
coefficients for the low pass filter prototype network, provided
by Green’s equations [10]:
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Based on [8] and [10], the low pass filter prototype component
values for the double-terminated filter are

g0 = 1, (9)

g1 =
1

δ
, (10)

g2 =
1

g1 · k21,2
, (11)

g3 =
1

g2 · k22,3
, (12)

g4 =
1

D · δ · g3
. (13)

As seen in (9), the generator impedance (Rg) is determined
as the synthesis result. This overrides the original generator
impedance (50Ω), which is unacceptable. Furthermore this
is a low-pass filter prototype circuit, hence filter transfor-
mation steps are required for a passband configuration. For
overcoming these synthesis problems, admittance inverters are
used. The auxilary parameters used for defining the admittance
inverter’s parameters are

dp ≈ 1, (14)
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, (15)
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and the admittance inverter parameters are calculated using
equations in [10] and [9]:
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The construction of the matching network is based on quar-
ter wavelength (at the center frequency), shorted stubs. The
shorted stubs only have a single free parameter in this case:
transmission line admittance (or impedance). These admittance
values are obtained by the following equations:
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Y2,3 = J2,3. (27)

INFOCOMMUNICATIONS JOURNAL, 2018 2

methods are omitted here. All matching results will be com-
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Fig. 1. Third order matching network with λ/4 shorted stubs.

The impedance values are the reciprocal, of the given
admittances respectively (Z2, Z3, Z2,3). The third-order match-
ing network structure is shown in Fig. 1. However, this
method does not always provide purely real transmission line
impedance values. In several cases, if the input parameters
are not well chosen the equations may lead to complex trans-
mission line immittances. Complex transmission lines are not
realizable with lossless components. For effective impedance
matching, only lossless circuit elements are allowed (with
purely real impedance values), otherwise the required power
would not reach the load, but dissipate in the lossy elements.
In the following section mandatory parameter restriction is
presented, used for avoiding these unwanted complex trans-
mission line impedances.

IV. AVOIDING COMPLEX TRANSMISSION LINE
IMPEDANCES

Matching network transmission line impedances are ex-
pressed as the reciprocal of the admittance values. As known
from linear network theory, these impedance values can be
solely purely real (assuming lossless transmission lines). How-
ever there are multiple cases where the results are complex
impedance values. Complex impedance value may arise first
during the design if

Im (J2,3) �= 0. (28)

It is also worth mentioning that J2,3 can be purely real, or
pure imaginary due to the nature of the square root function,
in (24). In order to avoid the pure imaginary impedance value
it is necessary to point out which parameter values affect this.
If

C2 C3

g2 g3
< 0, (29)

then J2,3 is pure imaginary. As the parameters are multiplied
together, an odd number of negative coefficients in the ex-
pression can result in a value less than zero. Due to the fact
that the decrement δ, and Green-coefficients k1,2 and k2,3 are
always greater than or equal to zero, g0, g1, and g2 can only
be positive. Thus a negative value in Eq. (29) can solely occur

if C3 < 0, leading to g4 < 0. The g4 parameter is negative if,
D < 0, resulting

D < 0 iff.
d

δ sin
(

π
2n

) < 1, (30)

assuming that n = 3 (third-order matching network) and
δ > 0:

Im
(
J2,3

)
= 0 iff. 2 d > δ. (31)

In order to avoid complex transmission line impedance values,
the mandatory rule is to set,

d >
δ

2
. (32)

On one hand the d parameter can be set by modifying r,
which stands for the amount of allowed Chebyshev-ripple in
the matched frequency band, on the other hand the decrement
factor (δ) is pre-determined by the quality factor, and the
frequency band. If the matching task allows the modification
of either r, or fl and fh, this mandatory rule can be satisfied
(in some cases), as shown later in Section VIII-B.

V. PHYSICAL TRANSMISSION LINE IMPEDANCE
LIMITATIONS

As most of the matching circuit designs are based on
microstrip transmission lines, one should always avoid extreme
line impedances. As a basic rule e.g. on a printed circuit board,
transmission line impedances should be 15Ω ≤ Z ≤ 150Ω.
This is due to the copper structure manufacturing tolerance
limits. The matching network realization fails, if any of these
transmission line impedances do not obey this rule. As an
example let’s assume a purely real Z2,3 that satisfies the rule

15Ω < RL

√
g2 g3

C2 C3
< 150Ω. (33)

Substituting into this expression,

RL

√
g2 g3
C2 C3

= RL

√√√√DRg k21,2

RL k22,3

, (34)

where RL is the real part of the load impedance, and Rg is
the generator impedance. If the condition,

15Ω < RL

√√√√DRg k21,2

RL k22,3

< 150Ω, (35)

does not apply, the matching network is not realizable, due
to the aforementioned physical limits. This short expression
requires only five parameters, and can be used to exclude non-
realizable matching networks at an early phase of the network
design. The same limit calculation can be applied to Z2 and
Z3, however the expression is more complex, and irrelevant,
considering the fact, that if at least one of the transmission line
impedances is not realizable, the matching network is non-
realizable as well.
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Algorithm 1 Modified matching algorithm
task → initial parameters(RL, Rg, L, fc, b, r)
while |S11| > −10 dB do

calculate d and δ parameters
if 2 d > δ then

non-complex matching network
calculate D, k1,2, k2,3

if 15Ω < RL

√
DRg k2

1,2

RL k2
2,3

< 150Ω then

physically realizable, non-complex network
calculate network impedances (Z2, Z3, Z2,3)
recalculate |S11|

else
physical realization problem, modify r or b

end if
else

if 2 d < δ then
complex matching network, modify r or b

end if
end if

end while
successful matching is achieved

VI. ALGORITHMIC IMPLEMENTATION OF THE MODIFIED
MATCHING METHOD

A modified matching algorithm (Algorithm 1) is defined
herein for avoiding the non-realizable matching network solu-
tions, by using the rules given in previous sections. As it can be
seen in Algorithm 1, the matching network impedances should
only be calculated, if both physical limitations are satisfied.
The complexity of these calculations can be further reduced,
if the calculation of parameters d and δ is faster. The aim of
the upcoming section is to show a possible faster approximate
expression to calculate the required parameter d from r, thus
speeding up the iteration process.

VII. SIMPLIFIED CALCULATION OF THE d PARAMETER

The exact calculation of the parameters d and D for Green’s
coupling coefficients were shown in Section III. As the hyper-
bolic, and the inverse hyperbolic functions may be difficult
to evaluate, this paper will introduce a simplified approximate
expression for the parameter d. As

sinhx =
ex − e−x

2
, (36)

sinh−1 x = ln
(
x+

√
x2 + 1

)
, (37)

these expressions can be used to transform hyperbolic equa-
tions to their exponential and logarithmic forms. By substitut-
ing

u =

√
1

10(r/10) − 1
,

the parameter d can be rewritten in the form:

d =
1

2

(
eln (u+

√
u2+1)

1
3 − eln (u+

√
u2+1)

− 1
3

)
=

=
1

2

(
3

√
u+

√
u2 + 1

)
− 1

2

(
3

√
u+

√
u2 + 1

)−1

.
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Fig. 2. The original function of d vs. r
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As can be seen from Fig. 2, if d vs. r is plot in the Carte-
sian coordinate-system, the function resembles a monotonic
decending hyperbolic function. These embedded square, and
third-root functions are computationally extensive, thus an ac-
ceptable approximate function is proposed. The approximation
(i.e the curve fitting task) was carried out in MATLAB 2017b.
As mentioned before the proposed initial function is a custom
hyperbolic function which has the symbolic form

d̂(r) =
1

a · rb
+ c,
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where a, b, c are arbitrary constants. Utilizing the Least-Square
Method based curve fitting, these constants were determined

a = 0.618, b = 0.1118, c = −1.1233.

Based on these constants, the approximate function for d is

d̂(r) =
1

0.618 · r0.1118
− 1.1233. (38)

This approximate and the original exact function is presented
in Fig. 3. The curve-fitting approximation exhibited acceptable
results, with an RMSE (Root Mean Squared Error) value of
8.86 · 10−4, and R-square factor of 1.00. On this basis it can
be safely stated that

d ≈ 1

0.618 · r0.1118
− 1.1233. (39)

During the iterative solution to the best matching network, in
Algorithm 1 the parameter d should be reevaluated as soon
as r changes. This evaluation occurs everytime the algorithm
runs into an unrealizable matching solution. With this new
hyperbolic formula introduced here in Eq. (39), the resulting
algorithm exhibits a reduced processing time.

VIII. MATCHING EXAMPLES (SIMULATIONS)
In this section two matching examples are introduced. One

where the 2 d > δ condition is initially satisfied, and another
where it is not. These simulation setups were created in AWR
Microwave Design Studio 2010. The simulated impedance
matching networks are designed for matching series R-L loads
to a Rg = 50Ω generator, on a specific European ISM UHF
frequency band, i.e. 868 MHz.

A. Impedance matching example 1.

The impedance matching example parameters are shown in
Table I,

TABLE I
IMPEDANCE MATCHING EXAMPLE 1. - INITIAL PARAMETERS

fc b Rg RL L r δ d

868 MHz 25% 50Ω 30Ω 20 nH 0.066 0.5366 1.068

where values in bold, are parameters calculated from the
six initial parameters: center frequency, relative matching
bandwidth, generator source impedance, load resistance, load
inductor value, and maximal Chebyshev-ripple factor respec-
tively. Regarding the values in Table I, the fundamental rule
for non-complex transmission line impedances (presented in
Section IV.) and the practical impedance realization limit are
both satisfied (see Eq. (35)).

The matching network consists of the following transmis-
sion line impedances, and series capacitance.

Fig. 4 presents the input reflection coefficient as a function
of frequency, for the matching network. As it is highlighted
with the markers, an acceptable matching (|S11| ≤ −10 dB)
is reached on the 738 . . . 1116MHz frequency band. The
physical line impedance realization limit is satisfied as well,

15Ω < 50
√
1.153 < 150Ω.

Fig. 4. Wideband matching result, for example 1.

TABLE II
MATCHING NETWORK COMPONENT PARAMETERS (EX. 1.)

Z2,3 Z2 Z3 Cseries

51.36Ω 26.75Ω 70.9Ω 1.68 pF

As a conclusion, this example clearly states, that by abiding
the rules introduced in Section IV. and Section V. one can
avoid matching networks that are practically impossible to
implement.

B. Impedance matching example 2.

In this example the initial parameters do not satisfy the fun-
damental realization rule (see Eq. (32)), therefore resulting in
a non-realizable matching network. Overcoming this problem
is presented hereby.

TABLE III
IMPEDANCE MATCHING TASK 2. - INITIAL PARAMETERS

fc b Rg RL L r δ d

868 MHz 10% 50Ω 50Ω 20 nH 0.066 2.281 1.068

One might presume, that this matching task is easier, due
to the smaller bandwidth, and higher real part of the load
impedance, however the Bode-Fano method basically does not
respect the realization rule shown in Section IV., hence the
synthesis results in complex transmission line impedances.

TABLE IV
MATCHING NETWORK COMPONENT PARAMETERS (EX. 2.)

Z2,3 Z2 Z3 Cseries

− 18.86 jΩ 7.31 + 3.472 jΩ −1.21 + 0.0668 jΩ 1.68 pF

The solution for this problem is to either modify the
matched relative bandwidth, or the Chebyshev-ripple factor,
if allowed. This time, by setting r = 0.0001 the results have
become acceptable (Fig. 5).
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TABLE V
MODIFIED NETWORK PARAMETERS (EX. 2.)

Z2,3 Z2 Z3 Cseries

53.17Ω 27.18Ω 104.1Ω 1.68 pF

By modifying r, d is also modified (d = 3.668) and Eq.
(32) is thereby satisfied, thus the matching task is solvable
exclusively utilizing lossless components (impedance values
are in Table V). The results in Fig. 5 show that the matching
quality is better than expected, and the matched bandwidth
is almost 50%, contrary to the predefined b = 10%. This
result is due to the outstandingly low, maximal Chebyshev-
ripple factor, prescribed as the fix for avoiding complex
impedances. As seen in this second matching example varying
the Chebyshev-ripple factor has beneficiary effects on avoiding
transmission line impedances. If the matching task allows,
modifying the upper and lower frequency limits may have the
same effect on avoiding unrealizable networks.

Fig. 5. Modifying r factor results in successful impedance matching and
realizable network

CONCLUSION

The presented physical realization problems and solutions
introduced in Section IV. and Section V. were successfully
validated with simulation examples. The modified wideband
matching algorithm was presented, and successfully applied
for multiple matching tasks. If the realization limiting equa-
tions presented in this paper are satisfied, avoiding non-
realizable matching networks becomes possible before com-
plex calculations and optimalization steps were made. Fur-
thermore the approximation for the parameter d reasonably
reduces the calculation time at the iterative stage, thus speed-
ing up the complete matching process.
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By modifying r, d is also modified (d = 3.668) and Eq.
(32) is thereby satisfied, thus the matching task is solvable
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are in Table V). The results in Fig. 5 show that the matching
quality is better than expected, and the matched bandwidth
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TABLE V
MODIFIED NETWORK PARAMETERS (EX. 2.)

Z2,3 Z2 Z3 Cseries

53.17Ω 27.18Ω 104.1Ω 1.68 pF

By modifying r, d is also modified (d = 3.668) and Eq.
(32) is thereby satisfied, thus the matching task is solvable
exclusively utilizing lossless components (impedance values
are in Table V). The results in Fig. 5 show that the matching
quality is better than expected, and the matched bandwidth
is almost 50%, contrary to the predefined b = 10%. This
result is due to the outstandingly low, maximal Chebyshev-
ripple factor, prescribed as the fix for avoiding complex
impedances. As seen in this second matching example varying
the Chebyshev-ripple factor has beneficiary effects on avoiding
transmission line impedances. If the matching task allows,
modifying the upper and lower frequency limits may have the
same effect on avoiding unrealizable networks.

Fig. 5. Modifying r factor results in successful impedance matching and
realizable network

CONCLUSION

The presented physical realization problems and solutions
introduced in Section IV. and Section V. were successfully
validated with simulation examples. The modified wideband
matching algorithm was presented, and successfully applied
for multiple matching tasks. If the realization limiting equa-
tions presented in this paper are satisfied, avoiding non-
realizable matching networks becomes possible before com-
plex calculations and optimalization steps were made. Fur-
thermore the approximation for the parameter d reasonably
reduces the calculation time at the iterative stage, thus speed-
ing up the complete matching process.
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Abstract— Ultra-reliable low latency (uRLL) communication in 5G dictates the deployment of distributed infrastructure with 
numerous datacenters for low latency, while hosting ultra-reliable services mandates attended datacenters. This would boost 
the operational costs of 5G network operators planning country-wide coverage for uRLL services. This paper examines how 
these operational expenses dominated by administrative costs can be reduced without impacting the quality of the provided 
uRLL service. Our results indicate that hosting uRLL services in unattended datacenters with increased hardware redundancy 
schemes can produce significant cost savings. 
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——————————      —————————— 

1 INTRODUCTION
LTRA-reliable low latency (uRLL) communication in-
troduces stringent requirements for 5G systems [1], 

[2], [3]. A recent cost study [4] shows that provisioning 
uRLL services can represent significant part of complete 
5G deployments. This is triggered by the demanding ser-
vice requirements: (i) for ultra-reliability the standard so-
lution is to deploy Tier-4 attended datacenters [5], [6]; (ii) 
for low latency these datacenters must be placed either at 
the edge or close to the edge of the core network. 

3GPP has an ongoing study on enhancements for the 
support of uRLL communication [7]. This study only sets 
recommendations for the future normative specification 
work and assumes that the 5G system defined in [8] will be 
used as a baseline architecture for uRLL communication. 
Even though the detailed architecture specification for 
uRLL communication is still ongoing, for the deployments 
the general 5G system deployment assumptions are valid: 
it will utilize technologies like software defined network-
ing and network function virtualization. Furthermore, due 
to the stringent latency requirements we can assume that 
application functions supporting uRLL services are not 
only hosted by the same infrastructure as the 5G core sys-
tem but are co-located or even combined with 5G network 
functions. 

In this paper, we examine how the costs of uRLL service 
deployments can be reduced. The paper is structured as 
follows: section 2 discusses how the latency requirements 
of uRLL services enforce the introduction of costly distrib-
uted deployment using coverage for Hungary as an exam-
ple, and lists potential cost reduction options; section 3 
deals with the possible unattended operation of datacen-
ters hosting only low traffic volume of uRLL services [9]; 

section 4 presents the potential cost saving results com-
pared to the costs of standard operation described in [4]; 
finally, section 5 concludes the paper. 

2 COSTS OF DEPLOYMENT FOR URLL SERVICES 
The best-known example for uRLL services is the vehicle-
to-everything (V2X) communication, including use cases 
like cooperative driving maneuvers (e.g. platooning), basic 
safety message, and see-through-system [10]. In densely 
populated countries the density of road system mandates 
nation-wide coverage. We use Hungary as an example to 
demonstrate how the uRLL service requirements are con-
sidered in planning the serving infrastructure. 
2.1 Infrastructure for uRLL Services 
The end-to-end (E2E) latency requirements for V2X use 
cases available in the related literature and publications 
range from 3.3 millisecond (ms) [10], sub 10 ms [11], to 10-
15 ms [2]. Independently of the actual value selected for 
E2E latency budget, it is further divided to elements like: 
service request processing at end user application, trans-
mitting and receiving data at air interface, forwarding data 
in wired core network (fiber-optic), switching in packet 
data network, and optionally request handling in a server, 
see Fig.1. The use of these elements depends on what enti-
ties the uRLL service requires the network to connect: (i) a 
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I.           INTRODUCTION

ULTRA-reliable low latency (uRLL) communication in-
troduces stringent requirements for 5G systems [1], [2], 

[3]. A recent cost study [4] shows that provisioning uRLL 
services can represent significant part of complete 5G de-
ployments. This is triggered by the demanding service re-
quirements: (i) for ultra-reliability the standard solution is to 
deploy Tier-4 attended datacenters [5], [6]; (ii) for low la-
tency these datacenters must be placed either at the edge or 
close to the edge of the core network.

3GPP has an ongoing study on enhancements for the sup-
port of uRLL communication [7]. This study only sets rec-
ommendations for the future normative specification work 
and assumes that the 5G system defined in [8] will be used 
as a baseline architecture for uRLL communication. Even 
though the detailed architecture specification for uRLL com-
munication is still ongoing, for the deployments the general 
5G system deployment assumptions are valid: it will utilize 
technologies like software defined networking and network 
function virtualization. Furthermore, due to the stringent la-
tency requirements we can assume that application functions 
supporting uRLL services are not only hosted by the same 
infrastructure as the 5G core system but are co-located or 
even combined with 5G network functions.

In this paper, we examine how the costs of uRLL service 
deployments can be reduced. The paper is structured as fol-
lows: section 2 discusses how the latency requirements of 

uRLL services enforce the introduction of costly distributed 
deployment using coverage for Hungary as an example, and 
lists potential cost reduction options; section 3 deals with the 
possible unattended operation of datacenters hosting only 
low traffic volume of uRLL services [9]; section 4 presents 
the potential cost saving results compared to the costs of 
standard operation described in [4]; finally, section 5 con-
cludes the paper.

II.  COSTS OF DEPLOYMENT FOR URLL SERVICES

The best-known example for uRLL services is the vehicle-
to-everything (V2X) communication, including use cases like 
cooperative driving maneuvers (e.g. platooning), basic safety 
message, and see-through-system [10]. In densely populated 
countries the density of road system mandates nation-wide 
coverage. We use Hungary as an example to demonstrate 
how the uRLL service requirements are considered in plan-
ning the serving infrastructure.

II. 1 Infrastructure for uRLL Services
The end-to-end (E2E) latency requirements for V2X use 

cases available in the related literature and publications range 
from 3.3 millisecond (ms) [10], sub 10 ms [11], to 10-15 ms 
[2]. Independently of the actual value selected for E2E la-
tency budget, it is further divided to elements like: service 
request processing at end user application, transmitting and 
receiving data at air interface, forwarding data in wired core 
network (fiber-optic), switching in packet data network, and 
optionally request handling in a server, see Fig.1. The use of 
these elements depends on what entities the uRLL service 
requires the network to connect: (i) a user to a server, (ii) two 
users using the network infrastructure, or (iii) users through 
a server.

Fig. 1. Latency elements in 5G network.
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user to a server, (ii) two users using the network infrastruc-
ture, or (iii) users through a server. 

The infrastructure serving the uRLL service is deter-
mined by the latency budget assigned for data forwarding 
in fiber-optic: as an example, if no time is assigned, then 
the uRLL service must be provided by mobile edge com-
puting; while if 1 ms is assigned, then it allows data for-
warding as far as 200 km in fiber-optic cable length. This 
"cable length budget" determines how the datacenters 
serving uRLL communications (for simplicity we use the 
term "low latency datacenter", LL DC in short) must be lo-
cated to provide nation-wide coverage. For the user-
server-user scenario the E2E communication includes two 
"data forwarding in fiber-optic" elements and to avoid fur-
ther splitting of the "cable length budget", we assume that 
for a specific uRLL communication session at a specific 
time all network functions are hosted in one LL DC, and as 
the server processing time is also strongly limited, we can 
also assume that all network functions are combined for 
uRLL communication. Note that the evaluation part of [7] 
suggests that servers needs to be kept geographically and 
topologically close to the user equipment, "within a trans-
mission latency of 0.1 ms to 1 ms from the radio base sta-
tion site". 

Also, if the LL DCs are placed to serve the user-server-
user scenario, then the resulting setup can appropriately 
serve the less demanding user-server scenario as well. 

The "cable length budget" determines the area covered 
by a LL DC, although for exact calculations the actual to-
pology of the aggregation network is needed. For general 
calculations we estimate these areas as circles drawn 
around the potential locations of LL DCs. For this, we as-
sume that the fiber-optic cable length connecting two 
points is usually 2-3 times longer than the geographical 
distance of those points. 

As an example, Fig. 2 shows three options for LL DC 
placement in Hungary with different latency and cable 
length multiplier (mL) assumptions (copyright note: the 
population density map of Hungary is based on [12]). 

Note that this circle-based coverage is only an estimate. 
In real-life deployments for uRLL services the locations of 
LL DCs must be designed based on the real cable lengths 
in the aggregation network. 

In our model we did not aim to find coverage with min-
imal number of LL DCs, or full coverage, we just tried to 
place data centers to bigger cities wherever it was possible. 
Table 1 lists the estimated number of LL DCs needed to 
provide a country-wide coverage with three combinations 
of the latency and the cable length multiplier parameter 
values. 

Option 2a assigns 2 ms latency from the E2E latency 
budget for data forwarding in fiber-optic (allowing 400 km 
cable length E2E) and mL = 2 as a multiplier for geograph-
ical distance to fiber-optic cable length. Keeping the user-
server-user V2X use cases in mind, this translates to a 100 
km coverage radius for LL DCs. Note that the 2 ms latency 
budget for forwarding data in fiber-optic is most probably 
too generous. 

Option 2b takes 1.5 ms latency and mL = 2.5 length mul-
tiplier as parameters, resulting in a 60 km coverage radius. 
For comparison, cost calculations in [4] use a 72 km cover-
age radius. 

Option 2c takes 1 ms latency for data forwarding in fi-
ber-optic and mL = 3 as a geographical distance to optical 
cable length multiplier, resulting in a 33 km coverage ra-
dius for LL DCs. 

Fig. 2 and Table 1 illustrate well that the number of LL 
DCs required to provide nation-wide coverage increases 
quickly as the latency requirements become harsher. The 
relation in our model coverage with circles around LL DCs 
is quite clear: the covered area is a quadratic function of the 
coverage radius. Even though with smaller coverage ra-
dius the nation-wide coverage is achievable with less over-
lap among the coverage areas of LL DCs, and the coverage 
areas can follow better the country boundaries, still any de-
crease in the "cable length budget" will result a quadratic 
increase in the number of LL DCs for a country-wide cov-
erage. 

 
Fig. 2. LL DCs for Hungary with 100 / 60 / 33 km coverage radii. 

TABLE 1 
ESTIMATES FOR NATION-WIDE COVERAGE WITH LL DCS 
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This statement is obviously valid for real deployments 
as well when the actual topology of the operator's aggre-
gation network with real-life fiber-optic cable length is 
considered. 

2.2 Cost Considerations 
Results in [4] indicate that IT admin costs could be the most 
significant cost contributor of the planned 5G infrastruc-
ture. IT admin costs are dominated by the 24/7 on-site sup-
port required for all LL DCs, see Fig. 3 that compares the 
monthly infrastructure costs of the main 5G use case 
groups: in addition to the uRLL services, the massive ma-
chine type communication – mMTC, evolved mobile 
broadband – eMBB, and ultra-dense high broadband ser-
vice – uHBS. Note that those calculations use the standard 
cost calculations for datacenters [13], the IT admin costs are 
boosted by the fact that even for LL DCs covering rural ar-
eas with low traffic volumes (and thus hosting only tens of 
servers) the employment of 5 IT administrators is required: 
40 working hours (minus vacations and sick leaves) per 
week to cover 168 hours a week. 

In this work we focus on the IT admin cost reduction 
possibilities and leave other assumptions of [4] unchanged. 
For the 5G architecture it is assumed that (i) virtualization 
technologies [14] are used in all datacenters (including LL 
DCs), (ii) hard switches provide connectivity in the DC and 
may implement some services, e.g. user plane gateways, if 
they are SDN enabled [15], (iii) no other specialized hard-
ware are deployed. 

The obvious IT admin cost reduction possibility for LL 
DCs is to host additional services and share the IT admin 
costs with those services. Note that the intra-operator dat-
acenter sharing possibilities are already considered in [4]. 
For example, datacenters hosting services like massive ma-
chine type communication and evolved mobile broadband 
on a national level, are also used as LL DC. In our example 
we can assume that the LL DC for the capital area is co-
located with the datacenter hosting national level services, 
and thus the IT admin costs for uRLL services are already 
shared in that datacenter. 

However, IT admin cost sharing may not be viable 

option for most LL DCs. As shown in our example, for op-
tion 2a it is possible to place most of LL DCs into bigger 
cities (population of 100,000+ in case of Hungary, obvi-
ously this depends on the population density and the level 
of urbanization of the country considered), but switching 
to the more realistic datacenter coverage options, for op-
tion 2b it is still possible to place all LL DCs into cities 
(again this statement is country dependent), but for the 
majority of the LL DCs these are already smaller cities and 
it is not expected to have significant demand for database 
capacities (i.e. no sharing). Finally, for option 2c approxi-
mately 80% of the LL DCs are placed at rural areas. Note 
that the ratio of LL DCs in rural areas are even worse for 
big countries, as the country level road length is signifi-
cantly higher). 

Another IT admin cost reduction option is to host the 
uRLL services in 3rd party datacenters that meet the ultra-
reliability requirements. However, this option has the 
same limitation as sharing. Furthermore, if the 3rd party 
datacenter is not close enough to the operator's aggrega-
tion network, the extra routing further limits the available 
time in the E2E latency budget. 

The third option is the unattended operation of datacen-
ters hosting uRLL services only. To ensure that the reliabil-
ity requirements are still met, this must be compensated by 
deploying additional redundant hardware. In section 3 we 
examine the feasibility of this option. 

3 UNATTENDED DATACENTERS FOR URLL 
SERVICES 

We will examine how the lack of on-site IT support affects 
the service availability in LL DC and how it can be com-
pensated by additional redundant hardware in LL DCs. 

Obviously, high service reliability and high service 
availability are not equivalent terms. However, maintain-
ing the same high service availability with high mean up-
time values and keeping the same serviceability at the 
same time guarantee unchanged high reliability. For ser-
viceability, the software in LL DCs is maintained remotely 
as virtualization technologies include centralized 

 
Fig. 3. Monthly total cost of ownership (TCO) of infrastructure for 5G use case groups [4]. 

The infrastructure serving the uRLL service is deter- 
mined by the latency budget assigned for data forwarding 
in fiber-optic: as an example, if no time is assigned, then the 
uRLL service must be provided by mobile edge computing; 
while if 1 ms is assigned, then it allows data forwarding as 
far as 200 km in fiber-optic cable length. This “cable length 
budget” determines how the datacenters serving uRLL com-
munications (for simplicity we use the term “low latency da-
tacenter”, LL DC in short) must be located to provide nation-
wide coverage. For the user-server-user scenario the E2E 
communication includes two “data forwarding in fiber-optic” 
elements and to avoid further splitting of the “cable length 
budget”, we assume that for a specific uRLL communication 
session at a specific time all network functions are hosted in 
one LL DC, and as the server processing time is also strongly 
limited, we can also assume that all network functions are 
combined for uRLL communication. Note that the evaluation 
part of [7] suggests that servers needs to be kept geographi-
cally and topologically close to the user equipment, “within 
a transmission latency of 0.1 ms to 1 ms from the radio base 
station site”.

Also, if the LL DCs are placed to serve the user-server- 
user scenario, then the resulting setup can appropriately serve 
the less demanding user-server scenario as well.

The “cable length budget” determines the area covered by 
a LL DC, although for exact calculations the actual topology 
of the aggregation network is needed. For general calcula-
tions we estimate these areas as circles drawn around the 
potential locations of LL DCs. For this, we assume that the 
fiber-optic cable length connecting two points is usually 2-3 
times longer than the geographical distance of those points.

As an example, Fig. 2 shows three options for LL DC 
placement in Hungary with different latency and cable length 
multiplier (mL) assumptions (copyright note: the population 
density map of Hungary is based on [12]).

Note that this circle-based coverage is only an estimate. In 
real-life deployments for uRLL services the locations of LL 
DCs must be designed based on the real cable lengths in the 
aggregation network.

In our model we did not aim to find coverage with min- 
imal number of LL DCs, or full coverage, we just tried to 
place data centers to bigger cities wherever it was possible. 
Table 1 lists the estimated number of LL DCs needed to pro-
vide a country-wide coverage with three combinations of the 
latency and the cable length multiplier parameter values.

Option 2a assigns 2 ms latency from the E2E latency 
budget for data forwarding in fiber-optic (allowing 400 km 
cable length E2E) and mL = 2 as a multiplier for geograph- 
ical distance to fiber-optic cable length. Keeping the user- 
server-user V2X use cases in mind, this translates to a 100 
km coverage radius for LL DCs. Note that the 2 ms latency 
budget for forwarding data in fiber-optic is most probably 
too generous.

Option 2b takes 1.5 ms latency and mL = 2.5 length mul- 
tiplier as parameters, resulting in a 60 km coverage radius. 
For comparison, cost calculations in [4] use a 72 km cover- 
age radius.

Option 2c takes 1 ms latency for data forwarding in fi- 
ber-optic and mL = 3 as a geographical distance to optical 
cable length multiplier, resulting in a 33 km coverage radius 
for LL DCs.

Fig. 2 and Table 1 illustrate well that the number of LL 
DCs required to provide nation-wide coverage increases 
quickly as the latency requirements become harsher. The re-
lation in our model coverage with circles around LL DCs is 
quite clear: the covered area is a quadratic function of the 
coverage radius. Even though with smaller coverage radius 
the nationwide coverage is achievable with less overlap 
among the coverage areas of LL DCs, and the coverage areas 
can follow better the country boundaries, still any decrease in 
the “cable length budget” will result a quadratic increase in 
the number of LL DCs for a country-wide coverage.

Fig. 2. LL DCs for Hungary with 100 / 60 / 33 km coverage radii.

TABLE I
ESTIMATES FOR NATION-WIDE COVERAGE WITH LL DCS
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This statement is obviously valid for real deployments 
as well when the actual topology of the operator's aggre-
gation network with real-life fiber-optic cable length is 
considered. 

2.2 Cost Considerations 
Results in [4] indicate that IT admin costs could be the most 
significant cost contributor of the planned 5G infrastruc-
ture. IT admin costs are dominated by the 24/7 on-site sup-
port required for all LL DCs, see Fig. 3 that compares the 
monthly infrastructure costs of the main 5G use case 
groups: in addition to the uRLL services, the massive ma-
chine type communication – mMTC, evolved mobile 
broadband – eMBB, and ultra-dense high broadband ser-
vice – uHBS. Note that those calculations use the standard 
cost calculations for datacenters [13], the IT admin costs are 
boosted by the fact that even for LL DCs covering rural ar-
eas with low traffic volumes (and thus hosting only tens of 
servers) the employment of 5 IT administrators is required: 
40 working hours (minus vacations and sick leaves) per 
week to cover 168 hours a week. 

In this work we focus on the IT admin cost reduction 
possibilities and leave other assumptions of [4] unchanged. 
For the 5G architecture it is assumed that (i) virtualization 
technologies [14] are used in all datacenters (including LL 
DCs), (ii) hard switches provide connectivity in the DC and 
may implement some services, e.g. user plane gateways, if 
they are SDN enabled [15], (iii) no other specialized hard-
ware are deployed. 

The obvious IT admin cost reduction possibility for LL 
DCs is to host additional services and share the IT admin 
costs with those services. Note that the intra-operator dat-
acenter sharing possibilities are already considered in [4]. 
For example, datacenters hosting services like massive ma-
chine type communication and evolved mobile broadband 
on a national level, are also used as LL DC. In our example 
we can assume that the LL DC for the capital area is co-
located with the datacenter hosting national level services, 
and thus the IT admin costs for uRLL services are already 
shared in that datacenter. 

However, IT admin cost sharing may not be viable 

option for most LL DCs. As shown in our example, for op-
tion 2a it is possible to place most of LL DCs into bigger 
cities (population of 100,000+ in case of Hungary, obvi-
ously this depends on the population density and the level 
of urbanization of the country considered), but switching 
to the more realistic datacenter coverage options, for op-
tion 2b it is still possible to place all LL DCs into cities 
(again this statement is country dependent), but for the 
majority of the LL DCs these are already smaller cities and 
it is not expected to have significant demand for database 
capacities (i.e. no sharing). Finally, for option 2c approxi-
mately 80% of the LL DCs are placed at rural areas. Note 
that the ratio of LL DCs in rural areas are even worse for 
big countries, as the country level road length is signifi-
cantly higher). 

Another IT admin cost reduction option is to host the 
uRLL services in 3rd party datacenters that meet the ultra-
reliability requirements. However, this option has the 
same limitation as sharing. Furthermore, if the 3rd party 
datacenter is not close enough to the operator's aggrega-
tion network, the extra routing further limits the available 
time in the E2E latency budget. 

The third option is the unattended operation of datacen-
ters hosting uRLL services only. To ensure that the reliabil-
ity requirements are still met, this must be compensated by 
deploying additional redundant hardware. In section 3 we 
examine the feasibility of this option. 

3 UNATTENDED DATACENTERS FOR URLL 
SERVICES 

We will examine how the lack of on-site IT support affects 
the service availability in LL DC and how it can be com-
pensated by additional redundant hardware in LL DCs. 

Obviously, high service reliability and high service 
availability are not equivalent terms. However, maintain-
ing the same high service availability with high mean up-
time values and keeping the same serviceability at the 
same time guarantee unchanged high reliability. For ser-
viceability, the software in LL DCs is maintained remotely 
as virtualization technologies include centralized 
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This statement is obviously valid for real deployments as 
well when the actual topology of the operator’s aggregation 
network with real-life fiber-optic cable length is considered.

II. 2 Cost Considerations
Results in [4] indicate that IT admin costs could be the 

most significant cost contributor of the planned 5G infra-
structure. IT admin costs are dominated by the 24/7 on-site 
support required for all LL DCs, see Fig. 3 that compares the 
monthly infrastructure costs of the main 5G use case groups: 
in addition to the uRLL services, the massive machine 
type communication – mMTC, evolved mobile broadband 
– eMBB, and ultra-dense high broadband service – uHBS. 
Note that those calculations use the standard cost calcula-
tions for datacenters [13], the IT admin costs are boosted by 
the fact that even for LL DCs covering rural areas with low 
traffic volumes (and thus hosting only tens of servers) the 
employment of 5 IT administrators is required: 40 working 
hours (minus vacations and sick leaves) per week to cover 
168 hours a week.

In this work we focus on the IT admin cost reduction pos-
sibilities and leave other assumptions of [4] unchanged. For 
the 5G architecture it is assumed that (i) virtualization tech-
nologies [14] are used in all datacenters (including LL DCs), 
(ii) hard switches provide connectivity in the DC and may 
implement some services, e.g. user plane gateways, if they 
are SDN enabled [15], (iii) no other specialized hardware are 
deployed.

The obvious IT admin cost reduction possibility for LL 
DCs is to host additional services and share the IT admin 
costs with those services. Note that the intra-operator dat- 
acenter sharing possibilities are already considered in [4]. 
For example, datacenters hosting services like massive ma- 
chine type communication and evolved mobile broadband on 
a national level, are also used as LL DC. In our example we 
can assume that the LL DC for the capital area is colocated 
with the datacenter hosting national level services, and thus 
the IT admin costs for uRLL services are already shared in 
that datacenter.

However, IT admin cost sharing may not be viable option 
for most LL DCs. As shown in our example, for option 2a it is 
possible to place most of LL DCs into bigger cities (population 
of 100,000+ in case of Hungary, obviously this depends on the 
population density and the level of urbanization of the country 
considered), but switching to the more realistic datacenter cov-
erage options, for option 2b it is still possible to place all LL 
DCs into cities (again this statement is country dependent), but 
for the majority of the LL DCs these are already smaller cities 
and it is not expected to have significant demand for database 
capacities (i.e. no sharing). Finally, for option 2c approximately 
80% of the LL DCs are placed at rural areas. Note that the ratio 
of LL DCs in rural areas are even worse for big countries, as the 
country level road length is significantly higher).

Another IT admin cost reduction option is to host the uRLL 
services in 3rd party datacenters that meet the ultrareliability 
requirements. However, this option has the same limitation as 
sharing. Furthermore, if the 3rd party datacenter is not close 
enough to the operator’s aggregation network, the extra rout-
ing further limits the available time in the E2E latency budget.

The third option is the unattended operation of datacen- 
ters hosting uRLL services only. To ensure that the reliabil- 
ity requirements are still met, this must be compensated by 
deploying additional redundant hardware. In section 3 we 
examine the feasibility of this option.

III.  UNATTENDED DATACENTERS FOR URLL SERVICES

We will examine how the lack of on-site IT support affects 
the service availability in LL DC and how it can be compen-
sated by additional redundant hardware in LL DCs.

Obviously, high service reliability and high service avail-
ability are not equivalent terms. However, maintaining the 
same high service availability with high mean uptime values 
and keeping the same serviceability at the same time guarantee 
unchanged high reliability. For serviceability, the software in 
LL DCs is maintained remotely as virtualization technologies 
include centralized management and orchestration [14], while 
regular hardware maintenance can be provided without on-site 
IT administration as well.
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management and orchestration [14], while regular hard-
ware maintenance can be provided without on-site IT ad-
ministration as well. 

3.1 Assumptions 
The assumptions used for LL DCs operated without on-site 
IT admin support are: 

 those LL DC provide coverage for rural areas with 
low traffic volumes, thus the services are provided 
with minimal software configurations; 

 those LL DC hosts only uRLL services; 
 virtualization technologies [14] allow the remote 

management and configuration (automated and/or 
centralized) of software in those LL DCs; 

 the virtual network functions (VNFs) are deployed 
on commodity servers; 

 for hard switches and critical VNFs the 2N redun-
dancy scheme is deployed; 

 for other network functions utilizing load sharing re-
dundancy scheme is the most efficient option [16]; 

 hard switches in LL DCs provide connectivity of the 
datacenter and may implement some services, e.g. 
user plane gateways, if they are SDN enabled [15]; 

 for best utilization of E2E latency budget the uRLL 
services are implemented in a single VNF (if any) and 
SDN based hard switches may implement user plane 
gateway functions. 

3.2 Considered Availability Parameters 
The components of service availability in a datacenter are: 
software availability, hardware availability, datacenter in-
frastructure availability, and network availability. The de-
pendency of these components with a high-level descrip-
tion is given in Fig. 4. The existence of on-site IT admin-
istration has impact only on the availability of IT hardware 
units by minimizing the downtime of hardware units 
(commodity servers and hard switches for the considered 
LL DCs). Note that regular maintenance impacting DC 
availability is still provided. 

The hardware availability for network functions imple-
menting uRLL services in LL DCs depends on both the 
availability of single hardware units (commodity server or 
hard switch, or even network interface cards) hosting the 
network function and the redundancy scheme applied for 
these hardware units. To obtain generic results we consider 
a range of typical values for uptime and downtime of a sin-
gle hardware unit. 

2N means full redundancy. For one single unit (N=1) 2N 
means duplication, such avoiding single point of failure. In 
case of several parallel units (N>1), all units are spared. In 
the system N units are required to support the traffic, but 
2N units are deployed to increase the availability of the 
system. In 2N redundant systems, the system is capable to 
run as long as N units are available. 3N redundancy adds, 
for each unit carrying the load, two spare units in parallel. 
Please note, that the redundant units are not added to in-
crease the system capacity: this way the system availability 
is improved. In 3N redundant systems, similarly to 2N re-
dundancy, the system is capable to run as long as N units 
are available. “2 of 3” redundancy means that at least 2 
units must operate from the total 3 units. Similarly, “2 of 4” 
means that minimum 2 units must operate from the total 
amount of 4 units. In the general case, N working units are 
spared by K redundant units, usually referred as N+K. The 
redundant units are either working or they are in standby 
mode. In active/active mode all the N+K units are working, 
and they share the total load (load-sharing). When K units 
are in standby mode, depending on the speed of launching 
the standby units into operation, we can talk about hot, 
warm or cold-standby. For the system performing its de-
sired function, from the total number of N+K units at least 
N must operate, or in other words maximum K units can 
fail. The different sparing methods are discussed in detail 
in [17] and it is shown that in distributed systems load 
sharing efficiently increases the overall system availability. 

For the redundancy schemes, we check all variants that 
match our assumptions (minimal configurations both for 
full redundancy and for load sharing based solutions). The 
examined values are: 

 for the initial hardware redundancy scheme (i.e. 
when attended operation of LL DC is assumed) 1+1, 
2+2 and 2+1 (also known as 2 of 3) redundancy; 

 for uptime values, the mean time between failures 
(MTBF) parameter is used. The considered values are 
200,000, 300,000, and 400,000 hours. Note that com-
modity server and hard switch vendors do not pub-
lish concrete values nowadays. Therefore, we 
adopted the typical values used by web pages and 
literature discussing availability, such as [18] and 
[19]; 

 for downtime values, the mean time to repair 
(MTTR) parameter is used. The considered values are 
10, 20, 30, 40, 60, and 90 minutes. The widely used 
MTTR estimate for classical DC environment is 60 
minutes, but as for 5G we expect high level of auto-
mation [20] including software management and 
configuration [14], our study focuses mostly on 
lower values. 

3.3 Availability Calculation Details 
For all combinations of the above parameters we first cal-
culate the hardware availabilities with base redundancy 
schemes, then calculate the hardware availabilities using a 
more stringent redundancy scheme – obviously, receiving 
higher hardware availability values. Finally, we start to in-
crease the MTTR value until the hardware availability with 
the more stringent redundancy scheme and increased 
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MTTR drops back to the same value as with the base re-
dundancy scheme and the initial MTTR value. The increase 
in MTTR provides the additional time for IT administra-
tors to travel to LL DCs. 

As an example, this calculation is illustrated in Fig. 5, 
with MTBF set to 400,000 hours, MTTR set to 10 minutes, 
and redundancy scheme for the network function imple-
mentation of the uRLL service is assumed to be 2N redun-
dancy. The base hardware availability for this case is 
A2N=99.9999999999826 %. Switching to 3N redundancy the 
hardware availability increases to an even higher value of 
A3N=99.9999999999999999927662127444 %. 

Note that the above hardware availability numbers rep-
resent 12 and 19 9's availability. Obviously, these numbers 
are just one component in the service availability, which is 
expected to remain in the typical range of telco services, i.e. 
5 or 6 9's availability. 

Continuing with the example, the hardware availability 
for the 3N redundant case drops to the value of the base 
2N redundant setup when the MTTR is increased by 1330 
minutes to 1340 minutes. That is if a uRLL service is imple-
mented on a 2N redundant hardware in an attended LL DC 
(assuming 400,000 hours MTBF and 10 minutes MTTR), 
then implementing the same uRLL service on a 3N redun-
dant hardware guarantees the same hardware availability 
even if MTTR is increased to 1340 minutes. 

The formulas used for basic availability calculation of a 
single hardware unit and the hardware availability for im-
plementations are listed here for information, the details 
are available in [4]. 

The generic availability is defined in (1), MUT and MDT 
representing the mean uptime and mean downtime of the 
system, respectively. 
Availability = MUT/(MUT+MDT) (1) 

The availability of a single hardware with the well-
known function based on MTBF and MTTR, as specified in 
(2). Note that other definitions also exist in the literature 
[16], [19]. 
Asingle(MTBF, MTTR) = MTBF/(MTBF+MTTR) (2) 

The hardware availability for the 2N redundancy 
scheme is calculated as in (3), while for the 3N redundancy 
scheme is calculated according to (4). 
A2N(x, y) = 1-(1-Asingle(x, y))2 (3) 
A3N(x, y) = 1-(1-Asingle(x, y))3 (4) 

Hardware availability for the "2 of 3" redundancy 
scheme is calculated according to (5), while for the "2 of 4" 
redundancy scheme it is calculated according to (6). 
A2/3(x, y) = 3Asingle(x, y)2-2Asingle(x, y)3 (5) 
A2/4(x, y) = 1-(4(1-Asingle(x, y))3-3(1-Asingle(x, y))4) (6) 

The "2 of 3" and "2 of 4" redundancy schemes are de-
picted in Fig. 6. These schemes are regularly referred as 
"2+1" and "2+2" as well. 

3.4 Results 
Previously we have explained our calculations for a spe-
cific parameter set, here the results for all parameter com-
binations are summarized: 

 single hardware availability values for all (MTBF, 
MTTR) combinations are in Table 2; 

 hardware availability values both for 2N and 2+1 (or 
"2 of 3") redundancy schemes are well above the 
usual service availability values (more than ten 9's), 
so for better illustration we include the unavailability 
values for these cases: the unavailability values in Ta-
ble 3 are for 2N redundancy scheme, while the 

 
Fig. 5. Base and increased hardware availability for MTBF=400,000 
hours and MTTR = 10 minutes initial parameters. 

 
Fig. 6. "2 of 3" and "2 of 4" redundant parallel systems. 

TABLE 2 
SINGLE HARDWARE UNIT AVAILABILITIES FOR THE EXAMINED 

MTBF, MTTR RANGE 

 

TABLE 3 
HARDWARE UNAVAILABILITY WITH 2N REDUNDANCY SCHEME 
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III. 1 Assumptions
The assumptions used for LL DCs operated without on-site 
IT admin support are:

•	 those LL DC provide coverage for rural areas with low 
traffic volumes, thus the services are provided with mini-
mal software configurations;

•	 those LL DC hosts only uRLL services;
•	 virtualization technologies [14] allow the remote man-

agement and configuration (automated and/or central-
ized) of software in those LL DCs;

•	 the virtual network functions (VNFs) are deployed on 
commodity servers;

•	 for hard switches and critical VNFs the 2N redundancy 
scheme is deployed;

•	 for other network functions utilizing load sharing redun-
dancy scheme is the most efficient option [16];

•	 hard switches in LL DCs provide connectivity of the 
datacenter and may implement some services, e.g. user 
plane gateways, if they are SDN enabled [15];

•	 for best utilization of E2E latency budget the uRLL serv-
ices are implemented in a single VNF (if any) and SDN 
based hard switches may implement user plane gateway 
functions.

III. 2 Considered Availability Parameters
The components of service availability in a datacenter are: 
software availability, hardware availability, datacenter infra-
structure availability, and network availability. The dependen-
cy of these components with a high-level description is given 
in Fig. 4. The existence of on-site IT administration has impact 
only on the availability of IT hardware units by minimizing 
the downtime of hardware units (commodity servers and hard 
switches for the considered LL DCs). Note that regular main-
tenance impacting DC availability is still provided.

The hardware availability for network functions imple- ment-
ing uRLL services in LL DCs depends on both the availability of 
single hardware units (commodity server or hard switch, or even 
network interface cards) hosting the network function and the 
redundancy scheme applied for these hardware units. To obtain 
generic results we consider a range of typical values for uptime 
and downtime of a single hardware unit.

2N means full redundancy. For one single unit (N=1) 2N 
means duplication, such avoiding single point of failure. In 
case of several parallel units (N>1), all units are spared. In 

the system N units are required to support the traffic, but 2N 
units are deployed to increase the availability of the system. 
In 2N redundant systems, the system is capable to run as long 
as N units are available. 3N redundancy adds, for each unit 
carrying the load, two spare units in parallel. Please note, 
that the redundant units are not added to increase the system 
capacity: this way the system availability is improved. In 3N 
redundant systems, similarly to 2N redundancy, the system 
is capable to run as long as N units are available. “2 of 3” 
redundancy means that at least 2 units must operate from the 
total 3 units. Similarly, “2 of 4” means that minimum 2 units 
must operate from the total amount of 4 units. In the general 
case, N working units are spared by K redundant units, usu-
ally referred as N+K. The redundant units are either working 
or they are in standby mode. In active/active mode all the 
N+K units are working, and they share the total load (load-
sharing). When K units are in standby mode, depending on 
the speed of launching the standby units into operation, we 
can talk about hot, warm or cold-standby. For the system per-
forming its desired function, from the total number of N+K 
units at least N must operate, or in other words maximum K 
units can fail. The different sparing methods are discussed in 
detail in [17] and it is shown that in distributed systems load 
sharing efficiently increases the overall system availability.

For the redundancy schemes, we check all variants that 
match our assumptions (minimal configurations both for full 
redundancy and for load sharing based solutions). The exam-
ined values are:

•	 for the initial hardware redundancy scheme (i.e. when 
attended operation of LL DC is assumed) 1+1, 2+2 and 
2+1 (also known as 2 of 3) redundancy;

•	 for uptime values, the mean time between failures 
(MTBF) parameter is used. The considered values are 
200,000, 300,000, and 400,000 hours. Note that com- 
modity server and hard switch vendors do not publish 
concrete values nowadays. Therefore, we adopted the 
typical values used by web pages and literature discuss-
ing availability, such as [18] and [19];

•	 for downtime values, the mean time to repair (MTTR) 
parameter is used. The considered values are 10, 20, 30, 
40, 60, and 90 minutes. The widely used MTTR estimate 
for classical DC environment is 60 minutes, but as for 
5G we expect high level of automation [20] including 
software management and configuration [14], our study 
focuses mostly on lower values.

III. 3 Availability Calculatiuon Details
For all combinations of the above parameters we first cal- 
culate the hardware availabilities with base redundancy 
schemes, then calculate the hardware availabilities using a 
more stringent redundancy scheme – obviously, receiving 
higher hardware availability values. Finally, we start to in- 
crease the MTTR value until the hardware availability with 
the more stringent redundancy scheme and increased Fig. 5. 
Base and increased hardware availability for MTBF=400,000 
hours and MTTR = 10 minutes initial parameters.

MTTR drops back to the same value as with the base re- 
dundancy scheme and the initial MTTR value. The increase 
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MTTR drops back to the same value as with the base re-
dundancy scheme and the initial MTTR value. The increase 
in MTTR provides the additional time for IT administra-
tors to travel to LL DCs. 

As an example, this calculation is illustrated in Fig. 5, 
with MTBF set to 400,000 hours, MTTR set to 10 minutes, 
and redundancy scheme for the network function imple-
mentation of the uRLL service is assumed to be 2N redun-
dancy. The base hardware availability for this case is 
A2N=99.9999999999826 %. Switching to 3N redundancy the 
hardware availability increases to an even higher value of 
A3N=99.9999999999999999927662127444 %. 

Note that the above hardware availability numbers rep-
resent 12 and 19 9's availability. Obviously, these numbers 
are just one component in the service availability, which is 
expected to remain in the typical range of telco services, i.e. 
5 or 6 9's availability. 

Continuing with the example, the hardware availability 
for the 3N redundant case drops to the value of the base 
2N redundant setup when the MTTR is increased by 1330 
minutes to 1340 minutes. That is if a uRLL service is imple-
mented on a 2N redundant hardware in an attended LL DC 
(assuming 400,000 hours MTBF and 10 minutes MTTR), 
then implementing the same uRLL service on a 3N redun-
dant hardware guarantees the same hardware availability 
even if MTTR is increased to 1340 minutes. 

The formulas used for basic availability calculation of a 
single hardware unit and the hardware availability for im-
plementations are listed here for information, the details 
are available in [4]. 

The generic availability is defined in (1), MUT and MDT 
representing the mean uptime and mean downtime of the 
system, respectively. 
Availability = MUT/(MUT+MDT) (1) 
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2N redundancy scheme, while the unavailability values 
in Table 4 are for 2+1 (or “2 of 3”) redundancy scheme.

•	 The hardware availability values both for 2N and 2+1 (or 
“2 of 3”) redundancy schemes are illustrated in Fig. 7.

The hardware availability values for the improved redun-
dancy schemes are not illustrated in any tables or figures, 
as with the base MTTR the hardware availability values are 
“too close” to 1 (see the example earlier with 19 9’s).

•	 Table 5 lists the potential MTTR increase (for all the 
considered MTBF/MTTR combinations) for LL DCs 
where uRLL services are originally provided by a single 
network function implemented with 2N redundancy, and 
the network function implementation is switched to 3N 
redundancy to allow unattended LL DC operation;

•	 Table 6 is similar, but the original network function 
redundancy scheme is 2+1, and it is switched to 2+2 
scheme;

•	 Table 7 combines the two cases assuming that the uRLL 
service are originally provided by two network func-
tions: an SDN based 2N redundant hard switch as a user 
plane gateway, and 2+1 redundant control plane network 
function.

Note that all the values for “MTTR increase” are rounded 
off to 10 minutes. For example, in Table 5 the value 1200 in the 
cell of MTTR 10 minutes and MTBF 300 k hours means (7). 
That is assuming 300,000 MTBF, if the MTTR is increased by 

1200 minutes to 1210 minutes, the 3N hardware redundancy 
scheme still provides the same hardware availability as the 2N 
hardware redundancy scheme with a 10 minutes MTTR.
A3N(300000, 1210)>A2N(300000, 10)>A3N(300000, 1220)	   (7)

The results show that the unattended operation for a LL 
DC that provides uRLL services by hosting at most a hard 
switch (for data forwarding) and an additional virtual net- 
work function for each uRLL service is possible. Further- 
more, as the potential MTTR increase allowed by switching 
to more stringent redundancy schemes is practically above 
16 hours for any practical combination of (MTBF, MTTR) 
value pairs, the IT administrators responsible for the LL DCs 
can be employed in a single shift. More details on the cost 
consequences are given in the next section.
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Fig. 7. Availability of 2N and "2 of 3" redundant systems. 
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4 COST CONSEQUENCES 
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but rather a 20% (100/500) only), sharing still can provide 
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Note that it is also possible to outsource IT administra-
tors, and it may result in further cost reduction for the op-
eration of unattended LL DCs, but it is not in the scope of 
this study. 

Combined application of the two studied concepts is 
also possible (i.e. hosting 3rd party services in unattended 
LL DC), but increased hardware capacity in the LL DC may 
require more frequent IT administrator visits, and our 
availability calculations assume simple uRLL service de-
ployments only. Availability calculations for more complex 
service deployments are not considered here. 

Fig. 8 illustrates the cost saving potential of shared LL 
DC and unattended LL DC concepts. The calculations are 
based on the results of [4] (the standard DC cost model) 
and the two studied concepts are applied with different 
weights: the "no sharing – 90% unattended" concepts in-
tends to model a strongly urbanized large country (10% of 
the LL DCs are located in big cities hosting regional level 
DCs anyway, the rest of LL DCs practically cover the road 
system of rural areas). While the other figures intend to 
model densely populated countries either with smaller 
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As cost calculations show, the cost saving potential is sig-
nificant for both concepts. The applicability depends on the 
population density, urbanization, size of covered area, total 
road length of the operator’s country and obviously the actual 
topology of the operator’s aggregation network.

V.  CONCLUSION

Initial study in 5G infrastructure TCO [4] made it obvious 
that for uRLL services standard datacenter operational model 
is way too expensive.

Both sharing LL DCs and unattended operation of LL DCs 
provide significant cost saving. The possibilities of sharing for 
LL DC can be limited geographically (big cities only), but it is 
nicely complemented by the unattended operation of LL DCs, 
which is applicable for rural areas with low traffic volumes.

The main drawback for unattended operation of LL DCs 
is being environmentally “unfriendly”: with more servers and 
switches deployed the power consumption increases and this 
requires regular travel for visiting IT administrators. The latter 
can be reduced (potentially resulting further cost reduction) if 
operators outsource IT admin tasks.

Our current work focuses on maintaining service avail- 
ability in a single LL DC, service availability for special cases 
involving multiple LL DCs, e.g. mobility related handover 
scenarios or services implemented by distributed applications, 
requires further study.
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Format of the manuscripts

Original manuscripts and final versions of papers
should be submitted in IEEE format according to the
formatting instructions available on 

http://www.ieee.org/publications_standards/
publications/authors/authors_journals.html#sect2,

“Template and Instructions on How to Create Your
Paper”.

Length of the manuscripts

The length of papers in the aforementioned format
should be 6-8 journal pages. 
Wherever appropriate, include 1-2 figures or tables
per journal page. 

Paper structure

Papers should follow the standard structure, consist-
ing of Introduction (the part of paper numbered by
“1”), and Conclusion (the last numbered part) and
several Sections in between. 
The Introduction should introduce the topic, tell why
the subject of the paper is important, summarize the
state of the art with references to existing works
and underline the main innovative results of the pa-
per. The Introduction should conclude with outlining
the structure of the paper.

Accompanying parts

Papers should be accompanied by an Abstract and a
few index terms (Keywords). For the final version of ac-
cepted papers, please send the short cvs and photos
of the authors as well. 

Authors

In the title of the paper, authors are listed in the or-
der given in the submitted manuscript. Their full affili-
ations and e-mail addresses will be given in a foot-
note on the first page as shown in the template. No
degrees or other titles of the authors are given. Mem-
berships of IEEE, HTE and other professional socie-
ties will be indicated so please supply this information.
When submitting the manuscript, one of the authors
should be indicated as corresponding author provid-
ing his/her postal address, fax number and telephone
number for eventual correspondence and communi-
cation with the Editorial Board.

References

References should be listed at the end of the paper
in the IEEE format, see below:

a) Last name of author or authors and first name or
initials, or name of organization 

b) Title of article in quotation marks 
c) Title of periodical in full and set in italics 
d) Volume, number, and, if available, part 
e) First and last pages of article 
f) Date of issue 

[11] Boggs, S.A. and Fujimoto, N., “Techniques and
instrumentation for measurement of transients in
gas-insulated switchgear,” IEEE Transactions on
Electrical Installation, vol. ET-19, no. 2, pp.87–92,
April 1984.

Format of a book reference:

[26] Peck, R.B., Hanson, W.E., and Thornburn, 
T.H., Foundation Engineering, 2nd ed. New York:
McGraw-Hill, 1972, pp.230–292.

All references should be referred by the correspond-
ing numbers in the text.

Figures

Figures should be black-and-white, clear, and drawn
by the authors. Do not use figures or pictures down-
loaded from the Internet. Figures and pictures should
be submitted also as separate files. Captions are ob-
ligatory. Within the text, references should be made
by figure numbers, e.g. “see Fig. 2.” 
When using figures from other printed materials, ex-
act references and note on copyright should be in-
cluded. Obtaining the copyright is the responsibility
of authors.

Contact address

Authors are requested to send their manuscripts via
electronic mail or on an electronic medium such as a
CD by mail to the Editor-in-Chief:

Csaba A. Szabo
Department of Networked Systems and Services
Budapest University of Technology and Economics
2 Magyar Tudosok krt.
Budapest, 1117 Hungary
szabo@hit.bme.hu

InfocomJ2015_2  2015.06.22  11:04  Page 40

Authors are requested to submit their papers elec-
tronically via the EasyChair system. The link for sub-
mission can be found on the journal’s website:
www.infocommunications.hu/for-our-authors
If you have any question about the journal or the 
submission process, please do not hesitate to con- 
tact us via e-mail:
Rolland Vida – Editor-in-Chief:
vida@tmit.bme.hu
Pál Varga – Associate Editor-in-Chief: 
pvarga@hit.bme.hu
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CALL  FOR PAPERS 
 

General Co-Chairs
Pearse O'Donohue, E.C., BE
(To be defined), ES
Steering Committee Chairs
Luis M. Correia, IST-U. Lisbon, PT
Bernard Barani, E.C., BE
Technical Program Chairs
Narcis Cardona, iTEAM - U.P. València, ES
Track Co-Chairs
PHY - Physical Layer and Fundamentals

David Lopez-Perez, Nokia Bell Labs, IE
Laurent Clavier, U. Lille, FR
Takahiro Aoyagi, Tokyo I.T., JP

RAS – Radio Access and Softwarisation 
Konstantinos Katzis, E.C.U., CY
Luzango Mfupe, C.S.I.R., ZA
Muhammad Z. Shakir, U. West Scotland, UK

WOS – Wireless, Optical and Satellite Netw.
Salvador Sales, U.P. València, ES
António Grilo, IST - U. Lisbon, PT
Nader S. Alagha, ESTEC, NL

NET – Network Softwarisation
Hamed Ahmadi, U.C.D., UK
Zaheer Khan, CWC Oulu, FI
Jeongchang Kim, KMOU, KR

VAP – Vertical App. and Internet of Things
Carlos Palau, U.P. València, ES
Kamran Sayrafian, N.I.S.T., USA
Gordana Gardasevic, U. Banja Luka, BIH

OPE – Operational & Experimental Insights
Benoit Derat, Rohde & Schwarz, DE
Andrés Navarro, ICESI, CO
Mansoor Hanif, OFCOM, UK

Panels Co-Chairs
Pavlos Fournogerakis, E.C., BE
Jose Monserrat, iTEAM – U.P. València, ES
Javier Gozalvez, U.M.H., ES

Special Sessions Co-Chairs
David Gómez-Barquero, U.P. València, ES
Chiara Buratti, U. Bologna, IT

Workshops Co-Chairs
Ramón Agüero, U. Cantabria, ES
Bosco Fernandes, COMCON, DE

Exhibitions Co-Chairs
Jorge Pereira, E.C., BE
Uwe Herzog, EURESCOM, DE
Conchi García, U.P. València, ES

Tutorials Co-Chairs
Claude Oestges, U.C.L., BE
Thomas Kuerner, U. Braunschweig, DE

IEEE/ComSoc Liaison
Hikmet Sari, Sequans, FR

EURASIP Liaison 
Fernando Pereira, IST-U. Lisbon, PT

URSI Liaison 
Sana Salous, U. Durham, UK

COST Liaison 
Ralph Stübner, COST, BE

EuCNC 2019 is the 28th edition of a successful series of a conference in the 
field of telecommunications, sponsored by the European Commission. The 
conference focuses on various aspects of 5G communications systems and 
networks, including cloud and virtualisation solutions, management 
technologies, and vertical application areas. It targets to bring together 
researchers from all over the world to present the latest research results, and 
it is one of the main venues for demonstrating the results of research projects, 
especially from successive European R&D programmes co-financed by the 
European Commission. This year’s event also encourages insights from 
industrial deployments and experiences in the OPE track.
EuCNC 2019 will be co-located with the Global 5G Event, which brings together 
the world 5G industrial associations: 5G-IA, IMT-2020, 5G-Forum, 5G-MF, 5G-
Brasil and 5G-Americas.
We invite submissions in 6 tracks on a wide range of topics including but not 
limited to:
PHY - Physical Layer and Fundamentals
New air interfaces (5G, MTC, mmWave, etc.)
Beyond 5G, Terahertz communication
New modulation and coding techniques
New antenna arrays and antenna types
Reconfigurable radios and new radio heads
Advanced and massive MIMO
Hardware/Software co-design and 

implementation

RAS – Radio Access and Softwarisation 
New spectrum management and sharing 

methods
Reconfigurable and energy efficient RRM 
Modular and reconfigurable MAC
Soft-RAN and fronthauling
Cognitive and green radio
New access architectures and technologies in 

5G (UNB, UWB, DSA, etc.)
Radio slicing

NET – Network Softwarisation
New network protocols and architectures
Cognitive network management in 5G and 

beyond
Software defined networking
Network slicing management
Network function virtualization
Network programming for reconfigurability, 

mobility management, etc. 
Fog and edge computing
Data aware networks and overlays (P2P, CDN, 

ICN, etc.) 
Network operating system
Quality (QoE and QoS) aware networking
Security, trust and privacy

WOS – Wireless, Optical and Satellite 
Networks

5G access and core networks
Advances in M2M, WSN, IoT networks
Integrated and hybrid satellite/terrestrial 

networks
Next generation passive optical networks
Optical/Wireless convergence
Communications for unmanned platforms
Communications for navigation and observation

VAP – Vertical Applications and Internet of
Things

Factory automation solutions
Autonomous driving solutions
Digital health and wellbeing
Critical communications and public safety
Agriculture and environmental monitoring
Smart cities and smart grids
Localization and location-based services
Emerging business models and monetization 

strategies

OPE – Operational & Experimental Insights
5G trials and experiments
Deployment insights from verticals (smart city, 

energy, digital health, public safety, 
automotive etc.) 

Plug-and-play deployments and experiments
Advanced wireless platforms and testbeds 
Network applications for test and production 

deployments
Network forensics, network instrumentation
Data driven network design and optimization
Next Generation Internet

Key dates: 2019 Feb. 08 – Papers submission deadline
2019 Apr. 15 – Notification of acceptance
2019 Apr. 26 – Final paper submission



SCIENTIFIC ASSOCIATION FOR INFOCOMMUNICATIONS

Who we are
Founded in 1949, the Scientific Association for Info-
communications (formerly known as Scientific Society 
for Telecommunications) is a voluntary and autono-
mous professional society of engineers and econo-
mists, researchers and businessmen, managers and 
educational, regulatory and other professionals work-
ing in the fields of telecommunications, broadcast-
ing, electronics, information and media technologies 
in Hungary.

Besides its 1000 individual members, the Scientific 
Association for Infocommunications (in Hungarian:  
HÍRKÖZLÉSI ÉS INFORMATIKAI TUDOMÁNYOS EGYESÜLET, HTE) 
has more than 60 corporate members as well. Among 
them there are large companies and small-and-medi-
um enterprises with industrial, trade, service-providing, 
research and development activities, as well as educa-
tional institutions and research centers.

HTE is a Sister Society of the Institute of Electrical and
Electronics Engineers, Inc. (IEEE) and the IEEE Communi-
cations Society.

What we do
HTE has a broad range of activities that aim to pro-
mote the convergence of information and communi-
cation technologies and the deployment of synergic
applications and services, to broaden the knowledge
and skills of our members, to facilitate the exchange
of ideas and experiences, as well as to integrate and

harmonize the professional opinions and standpoints
derived from various group interests and market dy-
namics.

To achieve these goals, we…

•	 contribute to the analysis of technical, economic, 
and social questions related to our field of compe-
tence, and forward the synthesized opinion of our 
experts to scientific, legislative, industrial and edu-
cational organizations and institutions;

•	 follow the national and international trends and 
results related to our field of competence, foster 
the professional and business relations between 
foreign and Hungarian companies and institutes;

•	 organize an extensive range of lectures, seminars, 
debates, conferences, exhibitions, company pres-
entations, and club events in order to transfer and 
deploy scientific, technical and economic knowl-
edge and skills;

•	 promote professional secondary and higher edu-
cation and take active part in the development of 
professional education, teaching and training;

•	 establish and maintain relations with other domes-
tic and foreign fellow associations, IEEE sister soci-
eties;

•	 award prizes for outstanding scientific, education-
al, managerial, commercial and/or societal activities 
and achievements in the fields of infocommunica-
tion.

Contact information
President: GÁBOR MAGYAR, PhD • elnok@hte.hu

Secretary-General: ERZSÉBET BÁNKUTI • bankutie@ahrt.hu
Operations Director: PÉTER NAGY • nagy.peter@hte.hu

International Affairs: ROLLAND VIDA, PhD • vida@tmit.bme.hu

Address: H-1051 Budapest, Bajcsy-Zsilinszky str. 12, HUNGARY, Room: 502
Phone: +36 1 353 1027
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