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Peer-to-Peer VoD: Streaming or Progressive
Downloading?
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Abstract—In this paper we compare the necessary server load
of a generic Peer-to-Peer supported Video-on-Demand service
in peak hours for two server delivery methods, streaming and
elastic progressive downloading. We focus on the playback fault
free scenarios. A simple user model is used for the VCR
(Video Cassette Recording) actions behavior and for the behavior
as an uploader peer. Based on analytical results we identify
those settings in which streaming works better. This gives the
opportunity for the operator to choose between the delivery
methods.

Index Terms—Peer-to-Peer, Video-on-Demand, VCR, Progres-
sive downloading, Streaming

I. INTRODUCTION

Recently, wide range of video services have been introduced
generating substantional network traffic. A potential killer
video service is True Video-on-Demand (TVoD) endowed
with VCR (Video Cassette Recording) options.1 While, VoD
services gain foothold one can observe improving performance
close to the subscribers such as increasing bandwidth and
storage capacity. These improving capacities are exploited by
Peer-to-Peer supported VoD services, by existing solutions
[1]–[3] and by models investigated in the literature e.g. [4]–
[7].

There are two possibilities for delivering TVoD content
from the server to the users: streaming and progressive down-
loading. In P2P-VoD system with streaming solutions the
clients download the video content with a speed close to the
bitrate of the video. This speed is the sum of the download
speed from the server and from other clients. With progressive
downloading the clients download the video with the highest
speed possible between the server and the receiver. The speed
achieved by progressive download is typically determined by
one of these bottlenecks: the sending capacity of the server
and the last mile link.

In this paper, we are investigating the circumstances that
make streaming or progressive downloading more bandwidth
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1In True VoD services the users experiment very short time between the
video request and the starting of the video. Common VCR options are pause,
rewind or fast forward.

efficient for transmitting the videos if Peer-to-peer like up-
loads support the system. Note that this problem has been
investigates without Peer-to-Peer support in [8]. As far as we
know, exect this paper and [8] there is no such a comparision
available in the literature. If VCR actions are not allowed
and there is a significant peak in the daily popularity, then
progressive downloading is the better choice because the
downloads of the clients that started the playback before the
peak finish earlier because of the higher download speed
before the peak. However, in this paper we compare the two
delivery methods from the bandwidth consumption point of
view if VCR actions are allowed. In Section II assumptions
of the model are discussed and the analytical formulas are
derived helping to compare the delivery methods. In Section
III we present the practical consequences of the analysis.

II. SYSTEM MODEL AND THE REQUIRED SERVER

CAPACITIES

A. Assumptions

We suppose that the VoD service is a high quality service,
that is, failure in the play-back is not allowed.

Let us consider a video with length L from the video library
of the operator. We assume that on a given day N subscribers
watch this video according to the daily starting intensity func-
tion I(t). We suppose that I(t) is periodic with a period of 24
hours, differentiable, and for any t

∫ t+24

t
I(t) dt = 1. Starting

intensity means that in the time interval [a, b] N · ∫ b

a
I(t) dt

subscribers start watching the video. We also suppose that
the client downloads the video until either the whole video is
downloaded or the client stops the connection.

We suppose that the video is CBR coded with bitrate ρ.
Note that several papers [9]–[11] have shown that VBR coded
videos can also be considered as CBR coded.

We assume that the upload capacities of the clients are
utilized maximally. This means that if the aggregated upload
capacity of the clients at time t is U(t) then the server is
offloaded by U(t). We also assume that the capacity U(t) is
shared equally among the current downloaders, that is, the
bandwidth share that a downloader obtains from the uploader
clients is u(t) = U(t)/N(t), where N(t) denotes the number
of active downloaders at time t.

If the video is delivered via streaming, then the aggregated
download speed (the download coming from the server and the
client) of a video on the downloader downlink is considered
to be ρ. Using proper sliding window algorithm [4], ρ− u(t)
is enough server speed for the vast majority of the download
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time for achieving fault-free playback with high probability
[4].

If the video is delivered using elastic progressive download-
ing (EPD), then three factors limit the download speed from
the server, (i) the download limit assigned to the service on
the first mile d, (ii) the upload share u(t) that the downloaders
obtain from other clients at time t. Consequently, the download
speed from the server on the downlink can not be larger than
d− u(t). Further, (iii) the capacity of the central server S, so
the download speed from the server of a downloader cannot be
larger than S

N(t) assuming equally distributed server capacity.

B. User model

In this subsection, we describe those user characteristics that
are relevant when comparing the bandwidth consumption of
the delivery methods.

We use two user characteristics that have already been
introduced in [8]. In that paper the authors compare the
delivery methods based on the user behavior with respect to the
VCR actions if client uploads do not support the system. Two
parameters that describe the user behavior during watching
videos are the average viewing time (l) and the average ratio
of the time spent by playing new parts (b). l is the average
time elapsed between the start action and the stop action
called. b is the average ratio of the time spent by playing new
parts from the video and the entire viewing time. b is called
“slowing down” parameter because b is small if the users apply
backward jumps or pauses. The connection between l and b
is that b ≤ L/l or even b ≤ min{L/l, 1}.

If client uploads support the system, then we have to in-
troduce two additional parameters for describing the behavior
of the clients as uploaders. The first parameter is the average
upload bandwidth capacity which is denoted by u. The second
parameter is the ratio of the non-active clients (currently do
not watch any video) who do not turn off their STBs 2 over
all non-active clients. This parameter is denoted by α.

We note that the bandwidth share u(t) that a downloader
obtains from the uploaders, defined in the previous subsection,
can be written as follows

u(t) = u
N(t) + α(N − N(t))

N(t)
. (1)

C. The minimal required server capacities

In this subsection, we will determine the minimal required
server capacities in the case of both delivery methods. First of
all, we summarize the notation:

• ρ and L: the bitrate and the length of the video,
• N : number of subscribers,
• d and u: users’ download and upload bandwidth capaci-

ties on the last mile assigned to the video service,
• α: the rate of those clients who share its upload capacity

but are not active in watching video among the clients
who are not active,

• I(t): the daily starting intensity function,

2The videos shared in the system are stored in clients’ equipments that can
be a PC or a Set-Top-Box (STB).

• l: average viewing time,
• b: average ratio of the time spent by playing new parts„
• N(t): the number of active users at time t,
• u(t): the average upload capacity of one client at time t,
• S: the capacity of the central server in the elastic case,
• a ∧ b: the minimum of the real numbers a and b.
Concerning the streaming case, let As(t) denote the server

load at time t. The minimal required server capacity in the
streaming case is Ss = maxt As(t). For As(t) we have the
following simple expression:

As(t) = (ρ − u(t))b · N
∫ t

t−l

I(τ) dτ.

The integral along with multiplier N expresses the average
number of downloads that started in interval [t − l, t] (note
that I(t) is starting intensity). In streaming case the server
uploads for those clients at time t who initiated the download
at most l long time earlier. The first term (ρ−u(t))b expresses
the average speed of one video download from the server per
user. The multiplier b decreases the required download speed
since, if b < 1, then there are clients that pause the video or
jump back and watch an already downloaded part.

The daily server load, that is, the number of bits downloaded
from the server in a day can be written as

Ds =
∫

t

As(t) dt.

We determine the minimal required server capacity Sepd

in the elastic progressive download case. We have assumed
that the server capacity S for arbitrary S is distributed equally
among the clients hence the server speed per user is S/N(t).
The following system of equation has to be solved for obtain-
ing N(t):∫ t

t−y(t)

(
S

N(u)
+ u(t)

)
∧ d du = L�, (2)

N ·
∫ t

t−y(t)∧l

I(s) ds = N(t). (3)

In (2), y(t) denotes the length of time in which the whole L
long video can be downloaded by time t. From the point of the
downloaded data the connection between the functions N(t)
and y(t) is described in (2). Equation (3) expresses that the
active clients at time t are those who started their download
after t−y(t) and are still watching the video (see the definition
of l).

The system of equations (2) (3) can not be solved explicitly
for N(t). However, approximate solution with given accuracy
can be reached, which converges to the exact solution.

Since the service does not allow play-back fault S/N(t) ≥
ρ − u(t) has to hold for each user. Therefore, the required
minimal server capacity can be written as follows:

Sepd = min {S : ∀t, S/N(t) + u(t) ≥ ρ} .

Thus, the server load at time t with server having the mini-
mally required capacity Sepd can be calculated as follows:

Aepd(t) = max
{

0, (d − u(t)) ∧ Sepd

N(t)

}
.
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Figure 1. Starting intensity function. In this special case I(t) is constant
except in the interval [18, 24] where it is linear and the peak is eight times
higher than the constant part.

Further, similarly as in the streaming case the number of bits
that are downloaded daily from the server Depd can be written
as follows

Depd =
∫

t

Aepd(t) dt.

III. PRACTICAL CONSEQUENCES

In this section, we make several observation of practical rel-
evance, that is, we investigate which delivery method performs
better for certain parameter set-up.

If it is not mentioned in the investigated scenarios below,
then the following parameter set up will be used: ρ = 3 Mbps,
d = 2ρ, b = 0.9; L = 100 minutes, l = 0.8L; α = 0.2. We fix
a starting intensity function I(t) given in Figure 1 and we will
use it to derive the following results. It is a typical intensity
function in a local service provider network, similar to the one
found in [12].

Observation 1: (On the effect of the viewing time parameter
(l/L) and the slowing down parameter (b))
Ss/Sepd is a growing function of both the viewing time pa-
rameter (l/L) and the slowing down parameter (b), see Figure
2. Without any client upload support the same conclusion was
drawn, see [8]. It can be seen in both cases (with and without
client support) that streaming is the better choice if b and l/L
is close to 1, that is, the majority of the users watch the entire
video without any interaction. Practically, this usually holds
for popular videos [13].

In Figure 2 it can be observed that the effect of the size
of the client upload (u = 0, u = 0.5, u = 1 in the figure)
is significant but the region in which streaming is better (the
upper corner of the surfaces, above the thick curves) does not
change significantly if the upload capacity increases.

Observation 2: (Finer study of Sepd as a function of l/L)
If the viewing time parameter (l/L) increases then the required
server capacity (Sepd) increases until it takes its maximum,
then Sepd decreases. See Figure 3 for the graphs of this func-
tion under several fixed downlink capacities. This phenomenon
is reasonable since if the video has not been fully downloaded,
then the minimal server capacity in the EPD case (Sepd) is
a growing function of l/L until some point Md where the
maximum is taken. (We do not have explicit formula for Md.)
On the right hand side of Md Sepd decrerases. This case,
l/L > Md corresponds to that there are several clients having
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Figure 2. The capacity ratio Ss/Sep(u/, l/L, b) is depicted as a function of
the first (l/L) and the second user parameter (b) for fixed upload capacities
u = 0, u = 0.5, u = 1
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Figure 3. The server capacity Sepd is depicted as a function of the viewing
time parameter (l/L) for fixed downlink capacity d = 3.5, d = 4, d = 4.5,
d = 5, d = 5.5, d = 6

finished their downloads but they still in the system hence they
contribute their upload capacities offloading the server. Before
Md the offloading property of the client is not stronger than
their download bandwidth demand.

Md is a decreasing function of d since the clients can
download the video earlier with larger d and hence become
“server offloader” sooner.

In this way, we have showed that if the operator choose
EPD, then by increasing the downlink capacity the server
capacity can be decreased.

Observation 3: (On the green-conscious subscribers) If the
number of ON STBs (α) increases, the minimal required server
capacity decreases for both delivery methods. Thus, the more
user leave their STBs on the lower capacities are necessary.
Indeed, the effect of the change α on u(t) is similar to that of
u since in equation (1) u(t) is a linear function of u and α.

Observation 4: (On the amount of downloaded data) The
consequence of Observation 1 is the same in qualitative, if we
investigate the ratio Ds/Dep of the amount of downloaded
data from the server, see Figure 4. That is, Ds/Dep is
increasing in both b and l/L. The region where EPD is better is
not sensitive to the size of the client upload capacity. Further,
the region where EPD is better is smaller than in the case
when the bandwidths were compared in Observation 1.

Observation 5: (On almost constant starting intensity) If
the starting intensity function I of the video is constant then
N(t) and y(t) are constant in Eq. (2) and (3). Computing
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Figure 4. The capacity ratio Ds/Dep(u/, l/L, b) is depicted as a function
of the first (l/L) and the second user parameter b for fixed upload u = 0,
u = 0.5, u = 1

Ss/Sepd in this case, we have

Ss/Sepd = b·max{1, l/L} ≤ min{L/l, 1}·max{1, l/L} = 1.

This means that streaming is always the better choice indepen-
dently of the other parameters including the upload capacity
of the clients. This property has already been observed in [8]
without any client upload.

IV. SUMMARY

The main conclusion of the paper is that comparing the
systems with and without supporting client upload the results,
which delivery method performs better, are the same in qualita-
tive but different in quantitative. This is reason why the main
property of a VoD system without supporting client upload
remains valid: If the content is not educational and there is
a significant peak in the daily popularity, then progressive
downloading is a better choice than streaming. Otherwise,
streaming performs better. Further, many in-depth observations
have been made such as if the upload speeds of the clients
increase, the provider should choose streaming instead of EPD,
or if the operator choose EPD, then by increasing the downlink
capacity the server capacity can be decreased.
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