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Abstract—While the number of mobile devices and applications
increases considerably, application spreading by using direct
communication between mobile devices has not got too much
attention so far. However, exploiting the advantages of modern
communication paradigms has even economic relevance. For
instance, direct communication in ad hoc networks can be used to
advertise and spread applications, which influences the number
of purchases what application providers may want to estimate.

In this paper, we present two main techniques for modeling
application spreading in this environment. First, we model the
spreading process using Closed Queuing Networks, assuming a
single type user behavior. Then, to capture different user
behaviors, we show how to model application spreading by
Stochastic Petri Nets. We define a basic Petri net model that we
analyze using a mean field based methodology. Unfortunately,
introducing more realistic user behaviors makes the analytical
handling of the Petri net too complex, or even impossible. We
show an example of this case extending the basic Petri net model
with an additional, more realistic user behavior, and investigate
this extended model via simulations. Moreover, we compare the
investigation results of the different models and point out their
relations.

Index Terms—Application Spreading, Closed Queuing
Networks, Mathematical Modeling, Stochastic Petri Nets, Mean
Field Based Methodology

[. INTRODUCTION

ith the proliferation of mobile devices, the number of
mobile applications is increasing significantly.
However, mobile application spreading is not a
frequently investigated research topic today. Being aware of
the characteristics of application spreading is important for the
application provider not only from technical, but also from
economic point of view. The application provider has to know
or at least assess how much money he can earn from the
purchases of a given application; how much time is needed to
realize it; and which factors influence the spreading process
and how.
Traditionally, mobile applications are spread via a central
entity, like an Internet webshop. Users can browse the website
of the merchant, select, purchase and download the application
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they like. However, decentralized technologies such as self-
organized or mobile ad hoc networks allow the users to get the
application software directly from each other. Hence, direct
application download can change the characteristics of
traditional application spreading. The participants of this
direct communication can even try out the applications and be
motivated to purchase the ones they liked (purchasing is
available only via a traditional way, because secure payment
in this environment is still a challenging issue today).

In this type of communication, a lot of factors can change
the characteristics of the spreading process, especially from
economic viewpoint, which have not taken into consideration
yet (e.g., community experience when playing a multi-player
game). These factors can give more motivation to the users to
purchase the application than they would have seen only some
advertisements.

In this paper, we present two modeling techniques by which
we can investigate application spreading in mobile
environment. First, we propose the use of Closed Queuing
Networks (CQNs) [1] for modeling the application spreading
process. Assuming a single, homogeneous user behavior, we
can simply and quickly obtain the expected number of
purchases by using a CQN.

Then, we propose Stochastic Petri Nets (SPNs) [2] based
modeling to capture more sophisticated user behaviors. We
define first a basic SPN model assuming different user types.
We analyze this model using a fluid approximation method,
originally presented in [3]. In this method, we transform the
SPN into ordinary differential equations (ODEs), which can be
evaluated quickly even assuming a huge user population.
Unfortunately, if we want to include more realistic user
behaviors in the model, the analytical handling of the Petri net
can become too complex, or even impossible. We show an
example of this case extending the basic Petri net model with
an additional, more realistic user behavior, and investigate this
extended model via transient simulation. However, we have to
keep in mind that simulating the transient behavior of Petri
nets with large state space is much slower and performance
intensive task than analytical evaluation.

Finally, we compare the investigation results of the different
models and point out their relations.

The rest of the paper is organized as follows. In Section II,
we present a short overview of the related works. In Section
III, we describe the communication model and define the user
behavior types. We present two techniques to investigate the
application spreading process, thus our CQN and SPN models
together with some results in Section IV and Section V,
respectively. Finally, we compare the results and conclude the
paper in Section V1.
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II. RELATED WORKS

With the proliferation of modern communication
paradigms, the investigation of application spreading using
new ways becomes more and more important. However, it has
not got too much attention so far. Besides our previous
contributions [4]-[6], only a few papers touch even the
commercial use of ad hoc networks and direct communication.

On the other hand, epidemic spreading is a popular research
topic today and this area is similar to our context. In [7], the
authors present a model, by which they investigate the
propagation of a virus in a real network. In [8], the authors
present scale-free networks for modeling the spreading of
computer viruses and also give an epidemic threshold, which
is an infection rate. Information spreading is also investigated
by using epidemic spreading models, such as the susceptible-
infected-resistant (SIR) model [9], or other models based on
the network topology [10], [11]. In [12], malicious software
spreading over mobile ad hoc networks is investigated. The
authors propose the use of the susceptible-infected-susceptible
(SIS) model based on the theory of Closed Queuing Networks.

In [13], the authors propose the commercial use of ad hoc
networks and present a radio dispatch system using mobile ad
hoc communication. In the proposed system, the connectivity
of the nodes is the key element of information dissemination.
In our models, we do not consider the network topology as a
key element of application spreading, since no real-time
information dissemination is needed between the users. For
the same reason, we do not deal with mobility models such as
random walk model, which are well presented in many
contributions [14]-[16].

Although the above mentioned proposals show some
similarities with our work, none of them deals with application
spreading and, except [13], they do not touch the commercial
benefits of direct communication. Moreover, the authors in
[13] consider information dissemination as a tool, and not as a
goal.

III. COMMUNICATION MODEL AND USER TYPES

In this section, we present the communication model which
we use in our investigations. Moreover, we introduce three
user types based on different user behaviors.

A. Communication Model

We refer to the individuals who are interested in the use of
the application as users. The population that we investigate is
composed of users only, and we do not take uninterested users
into consideration, because they do not influence the spreading
process. Therefore, we assume a closed user population.

We investigate the spreading of a given multi-user
application having two versions, a trial and a full version. The
users can be categorized into different classes depending on
whether they do possess any version of the given application
or do not. We named the classes after the terminology of
epidemics, since our model shows similarity to the epidemic
spreading models. A user is called (1) infected, if he has got
the full version of the application; (2) susceptible, if he
possesses only the trial version of the application; and (3)
resistant, if he has got none of them, or he has already lost the
interest of using the application.

14

Users with their mobile devices form self-organized
networks from time to time, in which direct communication
takes place. The trial version of the application is free and
available in these networks, so users can download it and even
try it out. However, it has some restrictions (see later), so the
users have to purchase the application for unrestricted usage
via a traditional way of purchasing. Later, also these users can
spread the trial version of the purchased application further.

Since we want susceptible users to be motivated in
purchasing the full version of the application, some limitations
must be made in using the trial version. Therefore, we apply a
limit (leech' limit) that restricts how many nodes possessing
the trial version (leech) can connect to a node possessing the
full version (seed'). In this sense, the seeds can be considered
as servers, which can serve a limited number of clients. A seed
is always an infected user, while a leech may be either
infected or susceptible. Fig. 1 depicts the case when a
susceptible user purchases the application.

&
a~0 a~0 N

Fig. 1. Change of application usage when a susceptible user purchases the
application.

The devices form an ad hoc network, in which the dark
devices depict susceptible users, while the light ones depict
infected users. In this example, the leech limit is two, so two
susceptible users can peer to the only infected user, while the
other two have to wait (the connection symbol represents
application level peering). After one of them purchased the
application, they can also use it, as shown in the right side of
Fig. 1.

B.  User Types

Beyond the basic communications, we distinguish three
different user types based on the users’ behavior. Types users
are interested in using the given application, therefore, they
are its potential buyers even without trying it out. Typeg users
are motivated in purchasing the application only if they realize
that the application is popular in their environment. Typec
users also purchase the application very likely, but they will
do it with a given intensity, only if they cannot find a seed
from time to time which they can connect to.

In our CQN model, we use only Type, users, since we
additionally introduce the other user behaviors in our SPN
models, namely Typeg users in the basic and Typeg, Typec
users in the extended SPN model. Of course, additional user
types can be introduced, too. However, the more user types we
capture the more complex model we get, which can make the
handling of the model difficult.

! After the terminology of BitTorrent [17].

APRIL 2012 ¢ VOLUME |V ¢ NUMBER 1




INFOCOMMUNICATIONS JOURNAL

Techniques for Modeling Self-Organized Application Spreading

IV. MODELING WITH CLOSED QUEUING NETWORKS

In  self-organized networks, = where  spontaneous
communication takes place, the network topology can change
rapidly due to the high degree of mobility. These topology
changes can be modeled by stochastic processes [18]. We can
appropriately describe a stochastic process in a closed
population, which is interesting from our point of view, using
Closed Queuing Networks [1]. Moreover, ordering transition
intensities to the state changes we can capture the time
behavior of the application spreading process, too.

A. Spreading Model

Assuming a homogeneous user population with simple user
behavior (only Type, users) we propose the CQN depicted in
Fig. 2 to model the application spreading process. CQN
models are not appropriate to handle complex conditions, but
they can be used as a first approach in simple situations
providing quick results.

Fig. 2. The proposed CQN model.

The users are represented by the different model states in
Fig. 2. Each user is in a given state depending on his current
user class. The resistant users are in state /nit. They possess
neither the trial nor the full version of the application. We call
also resistant the users, who have already lost the interest in
using the application, however, they possess either its trial
(state RS) or its full version (state R/). The susceptible users
are in state PS and A4S, depending on that they are currently
using the application (Active Susceptibles, 4S) or not (Passive
Susceptibles, PS). Similarly, the active and passive infected
users are in state P/ and 47, respectively.

The Greek letters in Fig. 2 denote transition intensities
regarding to a single user. The transition intensity is a real
number illustrating how many times a transition expectedly
takes place in a given time interval. n, represents the number
of users in state x, so the transition intensity of a given state
transition is proportional to the number of users in the source
state. The state transitions of the model are described in
Table I.

B. Usage of the Spreading Model

We can unambiguously describe the state of the system
with the user distribution (n,,,,—,, Nps, Nys, Npr, N4, NRs, nR[). The
transition intensities (o, y, 6, €, ¢, A, W, v, p and &) regarding to
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TABLEI
STATE TRANSITIONS OF THE PROPOSED CQN MODEL

Transitions Description

PS —> AS A susceptible user starts to run the application and tries
to connect to a seed in the network. If he cannot find
one, he has to wait.

AS - PS A susceptible user stops running the application.

PI— Al An infected user starts to run the application, then either
he tries to connect to a seed, or will be a seed himself
to which leeches can connect.

Al - PI An infected user stops running the application.

Init - PS A resistant user downloads the trial version of the
application.

PI—> RI An infected user becomes resistant losing the interest in
using the application.

PS - RS A susceptible user becomes resistant losing the interest
in using the application.

Init — PI A resistant user purchased the application without
trying it out.

PS - PI A susceptible user becomes infected by purchasing the
application.

RS - PS It is possible that a resistant user, who lost the interest
in using the trial version, wants to use the application
again after a while. If so, his state becomes susceptible
again.

RI— PI Similarly, if a resistant user possessing the full version

of the application wants to use it again, his state
changes to infected.

a single user are the system parameters, which are hard to be
determined theoretically. In this paper, we set the system
parameters based on common sense. The parameter setting can
be fine-tuned experimentally, what is beyond the scope of this
paper.

In each system state, we can generate the holding time %
(the time that the system is expected to spend in a given
system state) as an exponentially distributed random variable®
in the following way:

—InRND

= 1
ZVstate x OUty ( )
where 0 < RND < 1 is a pseudo-random number, and out,
denotes the sum of the intensities for each transition with
source state x. We must compute % after each state change,
because the user distribution changes when a transition takes
place. We can generate the next system state based on the ratio
of the current transition values. After we generated the
transition that takes place, we move one user from its source
to its destination state, and compute the holding time of the

new system state, and so on.

At the beginning, each user is in state /nif, which is the
initial state of the system. The users will leave this state and
change their states from time to time. After a while, a user will
lose the interest in the application usage (reaches state RS or
RI), but it does not mean that he cannot be interested again
later on. Thus, the state transitions RS — PS and R/ — PI are
also enabled, however, we allow them only with low intensity
values. Therefore, we will reach a system state (final system
state) sooner or later, in which each user is either in state RS or

? Using exponentially distributed holding times is a usual modeling
simplification in this context [12], [19].
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PS. The final system state is not the steady state, however, our
investigation will stop here. Taking into account the
asymmetry of this system (if someone purchases the
application, he will never lose it), each user will be in one of
state RI, PI or Al by reaching the steady state (even product-
form solution exists). However, it is meaningless to consider
this state in the model investigation, since after reaching the
final system state the holding times become extremely large,
so the system changes very slowly. Hence, our investigations
are always transient and consider only a time period which is
interesting from the merchant’s point of view.

We can determine how many pieces of the application were
sold, upon reaching the final state, by summing the number of
PS — PI and Init — PI transitions. Running simulations and
evaluating the results, we can see the time characteristics of
the spreading process, too.

C. Results Derived from CON

In this section, we recall some analytical results from [5] and
validate them via simulations. In contrast to [5], we use a
single user type in this model, and apply such a parameter
setting which makes possible to compare the results to the
SPN models.

Analytical solutions of CQNs can be obtained, e.g., with the
well-known Mean Value Analysis (MVA) [20]. However, we
investigate the transient behavior of the system, in which case
this method is not feasible.

After a while, each user will leave the initial state, since we
do not take the uninterested individuals into consideration.
Based on the intensity value of transition /nit — PI and
Init — PS, we can determine how many users will expectedly
purchase the application without trying it out (direct
purchases, DP) in the following way:

¢

DP:nInit'm

2

where 7;,;, denotes the initial number of users in state /nit, i.e.,
the total population size. All nodes (users) that did not
purchase the application without trying it out will change their
state to susceptible. Susceptible states are state PS and 4S, and
there are two possibilities for the users to leave these states: a
user can become either (1) resistant (transition PS — RS); or
(2) infected (transition PS — PI). Moreover, it is also allowed
to return from state RS, but the intensity of transition RS — PS
is very low, since losing the interest and being interested again
after a while is not a typical user behavior. Therefore, we can
estimate the number of indirect purchases (purchase after
trying out) based on the ratio of transition PS — PI and
PS — RS as follows:

a 6
IDP=n1nzt'm'm A3)

The expected value of total purchases (7P) can be obtained
by summing (2) and (3).

To validate the analytical results we ran simulations.
Table II compares the analytical results to the average of
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TABLE II
COMPARISON OF THE ANALYTICAL AND SIMULATION RESULTS USING THE
CQN MODEL

Description Analytically By simulation

DP 4.95 4.95

IDP 165.02 164.99

TP 169.97 169.94

10000 individual simulation runs with the following

parameters: 71;,; = 500, o = 10’3, vy =210 '3, o= 10’3, o= 107,
The other parameters do not influence DP and IDP, however,
they have an effect on the time behavior of the spreading
process. This can be investigated also via simulations.

V. MODELING WITH STOCHASTIC PETRI NETS

In this section, after introducing the fundamentals of
Stochastic Petri Nets [2], to be able to handle also Typeg and
Typec users we present the description and the analysis of our
two SPN models, the basic and the extended one.

Since Type, users are present in all of our models
(including the CQN model), we can compare the models from
the viewpoint of this simple user behavior, see Section VI.

A. SPN Formalism

The continuous-time Stochastic Petri Net can be defined as
a 6-tuple

(P, T,1,0,A,My)

where P = {p;} is the set of places; T = {t;} is the set of
transitions; 1,0:TxP— N are the input and output
functions that define the arcs of the net with their
multiplicities; 4: T— R are the functions that assign firing
intensities to each transition and M, is the initial marking of
the net.

A transition 7 is enabled in marking M if M(p) > I(t, p) holds
for all places p. In other words, a transition is enabled if each
of its input places contains at least the amount of tokens
defined by the input function /. Only enabled transitions can
fire, and if one does, we remove tokens from the input places
and add tokens to the output places of the firing transition.
Formally, the new marking M is given as M(p)=
M(p) + O(t, p) — I(¢, p) for all p € P.

The transitions fire after a random delay that can be
described with an exponentially distributed random variable.
Its parameter depends on the given transition’s firing intensity
and the current marking. Our model uses the infinite server
approach, thus the firing intensity is increasing with the
increase of the tokens’ number in the enabling places. This
concept is formally captured by the definition of enabling
degree. Namely, the enabling degree ed(#, M) of a transition ¢
in the marking M is d iff Vp € P, M(p) > dI(t, p) and Ip € P :
M(p) < (d+1) I, p).

For further details on SPNs, see [2] or [21].

B. Basic SPN Model

Here we describe our basic SPN model, and present a mean
field based methodology for analyzing SPNs. Then using this

APRIL 2012 ¢ VOLUME |V ¢ NUMBER 1
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methodology, we show the transient analysis of our basic SPN
model.

Model Description

Our basic SPN model is depicted in Fig. 3. The rectangles
illustrate the transitions of the SPN, while the circles represent
the places. We assume the presence of 500 Type, and 500
Typeg users, and initially each user is in the passive
susceptible states PASS A (Typea users) and PASS B (Typeg
users). Seeds can also be passive (PASS_S), however, there are
no seeds in the network initially. Similarly to the CQN model,
we call a user active if he is currently using the application.
We keep count of the number of active Type, users (ACT _A),
Typeg users (ACT_B), available seeds (FREE S) and the total
number of active users, including seeds (ACT_USERS). Since
the leech limit is one, the available seeds show how many
susceptible users can start the application in a given time. We
also keep count of the number of application purchases either
by Typea users (PURCHASES A) or by Typeg users
(PURCHASES B). After a while, users lose the interest in
using the application in this model, as well. If so, they change
their state to resistant (LOST INT A, LOST INT B,
LOST INT S).

The transitions of the model and their values regarding to

LOST_INT_A

INT_AGAIN_A
PURCHASES_A

PURCHASE_A

LOST_INT_B

Fig. 3. The basic SPN model.
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one user with which we analyzed the net are described in

Table III.

TABLE III

STATE TRANSITIONS OF THE BASIC SPN MODEL

Transitions

Description

START A/ A Typea user / Typeg user / seed starts to run the

START B/ application. They can fire only if there is at least

START S one available seed in the network (4107 in each
case).

STOP_A/ A Typea user / Typeg user / free seed stops running

STOP_B/ the application (9-10"" in each case).

STOP_S

SEED _DISC_A/ A seed to which a Typea / Typeg user had been

SEED_DISC_B connected stopped running the application. The
state of the connected leech node becomes passive
(9-10™" in each case).

LOSE_INT A/ A Typea user / Typeg user / seed loses the interest

LOSE INT B/ in using the application (10~ in case of a seed,

LOSE_INT S 2:10° otherwise).

PURCHASE A/ A Typea user / Typeg user purchases the

PURCHASE_B application (107 in each case).

INT AGAIN_A/ Itis possible that a resistant user, who lost the

INT AGAIN_B/ interest in using the application, wants to use the

INT_AGAIN_S application again after a while. If so, his state

becomes susceptible or infected again, depending
on his previous state (10~ in each case).

Our basic SPN model does not contain inhibitor arcs, thus
we can apply the mean field based methodology in its
analysis. If we have to build a more complex model enabling
also the use of inhibitor arcs, its analytical handling is not
possible anymore, so we must run simulations to investigate
the model’s behavior (see Section V.C).

Mean Field Based Methodology

The standard approach for analyzing SPNs is to construct
the continuous time Markov chain (CTMC, for details see,
e.g., [22]) corresponding to the underlying stochastic behavior
of the SPN and perform the steady state or transient analysis
analytically [23] or by simulation. However, this approach
becomes unfeasible due to the size of the state space if we
consider a network composed of a large number of mobile
components.

In the following, we describe the mean field approach,
which is a fluid approximation method for model evaluation.
Applying this method, the analysis will terminate within a few
seconds, even when the state space explodes due to the high
number of tokens. The following definition and theorem are
based on [3], while we presented it in [6] in a form that is
directly related to the applied definition of SPN. In that paper,
we provided a formal relation between the CTMC and its fluid
approximation, too.

Definition: A parametric family of Markov chains, X,(?)
with v € N, with state spaces E, C 7", is called density
dependent if and only if there exists a continuous function
fix,D,x € R /€ {L(t)), ..., L(t,,)}, such that the non-diagonal
entries of the infinitesimal generator corresponding to X,(f)
can be written in the following form:

17




INFOCOMMUNICATIONS JOURNAL

Techniques for Modeling Self-Organized Application Spreading

k
Qi = vf (5,1) L€ L), L)) @)

and the initial state of the chain is vx,, x, € Z*, with probability
1. Let X(¢) denote the solution of the ODEs:

dX
O Y rxen

Le{L(t1),..L(tm)}

with initial condition X{(0) = x,.

Theorem: Under mild conditions of function f (for details see
[3]), the following relation holds between function X(#) and a
trajectory of the CTMC X,(2):

1
V& > 0: lim P{supsst ;XU(S) - X(s)| > 6} =0 (6)
V-0

The interpretation of (6) is the following. Consider a CTMC
modeling the interaction of k quantities with Z* state space. If
we observe a sequence of CTMCs with increasing initial state,
and this increase gives rise to a sequence of infinitesimal
generators corresponding to the form in (4), then as v is
increased, the behavior of the CTMC converges to the solution
of the ODEs in (5). It means that the probability of finding any
difference between the trajectory of the CTMC and the
solution of the ODEs in a finite time horizon (0, #) is zero.

It has already been shown in [3], that for large population
sizes, the corresponding ODEs provide a good approximation
of the system’s behavior in case of density dependent CTMCs.
It is straightforward to show that the basic Petri net we use for
modeling application spreading is density dependent,
therefore, we can approximate the behavior of this Petri net
with high number of tokens by solving the ODEs. Moreover,
we presented in [6] that the approximation works even with a
lower number of tokens.

Transient Analysis

In the following, we illustrate the usage of the mean field
approach through the transient analysis of the above
mentioned basic SPN model.

The solution of the ODEs is a good approximation of the
average behavior of the model. Fig. 4 depicts the cumulative
expected value of the number of Typen and Typep users’
purchases after a given time, while Fig. 5 shows the
cumulative expected value of the number of users who lost the
interest in using the application as time elapses.

In Fig. 4 and Fig. 5, we can see that mostly Type, users
purchased the application, and the interest in using the
application is approximately limited to the first 4000 hours.
However, the parameter settings are critical, since the number
of Typeg users’ purchases depends on the activity of the users.
The higher the activity is, the more Typeg users will purchase
the application.

C. Extended SPN Model

In this section, we describe our extended SPN model and its
transient simulation.
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Fig. 4. Expected value of the number of application purchases as the
function of elapsed time.
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Fig. 5. Expected value of the number of users who lost the interest in using
the application.

Model Description

In our extended SPN model, we can also handle more
sophisticated user behaviors, like the third user type (Typec).
This requires the use of inhibitor arcs, too.

Apart from this, the extended model is very similar to the
previous one. To handle the new user type we added four
places (PASS C, ACT C, LOST INT C and PURCHASES C)
and six transitions (LOSE_INT C, INT AGAIN C,
PURCHASE C, SEED DISC C, START C and STOP C) to
the basic model. As we described in Section I1I.B, Typec users
purchase the application only if they cannot find an available
seed which they can connect to. Therefore, the transition
PURCHASE C is enabled only if there is no token in place
FREE S. This relationship is denoted in the model by an
inhibitor arc with a circle on its head. Beyond that, Typec
users’ behavior is similar to the others’.

Fig. 6 shows our extended SPN model. The newly added
part is marked by grey background. As earlier, we set 500
users from each user type in the initial marking.

Transient Simulation

Since our extended SPN model contains also inhibitor arc,
we cannot use the fluid approximation method to investigate
the model’s behavior, rather we have to run simulations. There
exist many tools for modeling with SPNs, e.g., the ones

APRIL 2012 ¢ VOLUME |V ¢ NUMBER 1
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LOST_INT_A

Y INT_AGAIN_A
PURCHASES_A

Fig. 6. The extended SPN model.

presented in [24]-[26]. We used the transient simulation
method of TimeNET [24].

In our investigations, we used the same transition intensities
for the existing transitions as in Section V.B, while the new
transitions were set to the corresponding transition intensity
values of the previous model. For example, transition
START C has the same intensity value as START A and
START B.

The simulation results reflect 95% confidence level and 5%
maximal error rating. Fig. 7 shows the cumulative expected
value of the number of application purchases with regard to
the different user types, while Fig. 8 depicts the cumulative
expected value of the number of users who lost the interest in
using the application as time elapses.

These results show similarity to the previous investigation,
namely, approximately one third of the Types users and 2% of
the Typeg users purchased the application. On the other hand,
the Typec users’ purchase depends on the number of free
seeds in the network (and certainly on the initial parameter
setting). According to our simulation results, 5% of the Typec
users purchased the application, which ratio is much higher
than the purchases of Typeg users.

VI. CONCLUSION

In this paper, we presented two techniques for modeling
application spreading aided by direct communication between
the users’ mobile devices.
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Fig. 7. Expected value of the number of application purchases as the
function of elapsed time.
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Fig. 8. Expected value of the number of users who lost the interest in using
the application.

First, we presented our CQN model by which we can
investigate the application spreading process assuming a
homogeneous user behavior. This simple model allows a
service provider to quickly calculate how much profit can be
expectedly realized from application purchases.

Overcoming the limits of CQNs and being able to handle
more complex user behaviors, we proposed two SPN models.
In the basic one, we used the mean field based methodology to
obtain an analytical approximation of the Petri net, which can
derive results in the order of seconds. Then we presented an
extended version of this basic Petri net that can accommodate
an even more realistic user behavior for the price of using
inhibitor arcs in the model. Unfortunately, the mean field
approach cannot handle inhibitor arcs. Therefore, we
investigated the extended Petri net model via simulations
paying the fee of long runtime to produce results.

As we set the initial number of users from a given user type
to the same (500) in every investigation, we can compare the
results regarding to Types and Typeg users in the different
models. The expected value of the number of Type, users’
purchases was approximately the same in all models (169.97,
171.43 and 172.49), while this value of Typeg users’
purchases was also close to each other in the SPN models
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(8.37 and 9.61). Therefore, we can consider the SPN models
as extensions of the CQN model for cases when we have to
handle more sophisticated user behaviors. On the other hand,
we have to keep in mind that analytical results can be derived
in a much faster way than producing results via running
simulations, which can have also influence on selecting the
model to be used.

In our models, with appropriate experience to set the model
parameters a service provider can estimate his profit from
application purchases in case of simple or even more complex
scenarios. Moreover, he can learn the time behavior of the
spreading process, by which he can realize additional gain,
such as refining his marketing strategy.

Since the parameter setting is critical in this work, we plan
to compare the outcome of our models to real data and refine
the models accordingly as a future work.
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