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Performance evaluation of open-source software for
traffic traces manipulation and analysis

German Retamosa and Javier Aracil

Abstract—The paper presents a performance evaluation of
commonly-used open-source software for manipulation and off-
line analysis of traffic traces. In traffic analysis, there is a trade-
off between either implementing ad-hoc, low-level software that
is optimized for performance or using off-the-shelf open-source
software written in high-level languages such as Python. Clearly,
the former approach has a penalty in development time. While
using high-level languages is easier in terms of development, the
size of traffic traces is increasing and so is the processing time.
We conclude that the use of high-level languages provides similar
processing times in comparison with the low-level languages
counterpart, provided that a pre-filtering of the traffic can be
performed (by means of tcpdump).

Index Terms—Traffic analysis, Performance Analysis and De-
sign Aids, Python.

[. INTRODUCTION

OWADAYS, network infrastructures represent a signifi-

cant share of the budget in large companies or institu-
tions, thus requiring an accurate capacity planning. Further-
more, the quality of service provided by the network has to
be carefully monitored, because an increasing part of customer
relationship is carried out through the network. Finally, there
are many possible security threads, that can eventually lead to
service outages, with severe impact in the organization.

Traffic analysis comes as a fundamental tool for capacity
planning, quality of service assessment and reinforcement of
security. By traffic analysis we understand the in-depth study
of network traffic to extract conclusions about network and
application behavior. To this end, we distinguish the following
three phases in traffic analysis.

First, there is the traffic capture, which consists of passive
traffic sniffing by means of a tap or SPAN port into a traffic
probe. Such probe is normally equipped either by specialized
hardware for traffic capturing or by commodity hardware.
Recently, the use of commodity hardware for traffic sniffing
at 10 Gbps has attracted considerable attention, because of the
reduced cost and good performance. Actually, the authors in
[1] report 10 Gbps packet capturing capability with commodity
hardware and no packet loss at minimum packet size. Note
that the number of packets per second in the monitored link
matter, because the DMA interrupts from the network interface
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card happen at packet batches. Thus, for the same rate in bits
per second, the larger the packet size the smaller the DMA
interrupt rate.

Second, there is a preprocessing phase which is a “thinning”
of the traffic for storage and subsequent analysis. As the net-
work bandwidth increases to 10 Gbps and beyond it becomes
impractical to store raw traffic traces. As an alternative, either
the packet payload may be chopped to, say, 100 bytes or the
packets may converted into flows. The latter is straightforward
and it has reduced impact on traffic analysis because the
application layer control information (for example the URL)
usually appears in the first 100 bytes of the packet. The
former requires more computing power in real time because
packets are grouped into flows (same source and destination
IP address, port and protocol) by means of a hash table in real
time. Then, the flow record is dumped to permanent storage.
Such flow record contains basic flow data such as flow size,
duration, etc, and it may also contain the first bytes of the flow
payload in order to drill down in the traffic content. Note that
flows can be unidirectional (UDP) or bidirectional (TCP) and
the sorting of packets at high speed into flows poses a major
performance bottleneck.

Third, there is the processing of the network traffic. While
part of the processing can be performed on-line (flow records),
specially for alarm reporting, there is a large off-line analysis
on the traffic trace. Such off-line analysis of the traffic trace
normally involves the in-depth dissection of network protocols
and applications in order to assess possible performance
bottlenecks. Actually, this falls within the Application aware
network performance monitoring (AA-NPM) area, which has
been recently identified by Gartner as one of the top strategic
areas in information technologies [17].

This paper provides a performance evaluation of commonly-
used open-source software for the off-line manipulation of
data traffic. Such performance evaluation is interesting for
researchers and practitioners in the field because it provides
an assessment of development cost versus flexibility and
execution time of high-level languages such as Python [2].
Thanks to these kind of scripting languages, code prototyping
for traffic analysis is a simple task. However, this comes at
the expense of a larger execution time, which may deem the
traffic analysis programs useless for high-speed environments.
As an alternative, ad-hoc traffic analysis programs can be used
that make optimized use of the memory and CPU, possibly
performing parallelization among the CPU cores. However,
this comes at the expense of a higher development cost. This
tradeoff is investigated in the paper, which reviews the most
popular DPKT [4], Pcapy [6], Impacket [6] approaches for
early-prototyping of traffic analysis programs.
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Section II provides an overview of the off-line traffic
analysis process, namely what are the common steps for large
traffic trace handling and processing. Section III is devoted to
protocol dissectors and, finally, section IV presents a use case,
followed by conclusions about the assessment work carried
out.

II. SOFTWARE FOR TRAFFIC TRACES MANIPULATION

Offline traffic analysis involves the following consecutive
steps:

1 Merging: This is the procedure to merge several short
traces into a larger one. In most cases, the traffic sniffers
produce relatively small traces (1 GB worth of traffic
with approximately 2,4 millions of packets), which have
to be merged in order not to miss flows that have the
starting part in one file and the ending part in another
subsequent file.

2 Traffic deduplication: The figure 1 shows an span port on
a switch or router VLAN. As it turns out, packets come
out of the SPAN twice because the same packet inbound
to the VLAN is transmitted eventually outbound of the
VLAN. Consequently, there is a packet copy. However,
chances are that the packet is not a complete duplicate
but the same packet with TTL field decremented by one.
This is case when there is an intermediate router in the
VLAN under analysis and the packet goes in and out of
such intermediate router.

3 Flow analysis: Once the traffic trace has been totally
deduplicated the traffic flows have to be identified at
different levels: MAC address, IP address, unidirectional
flows and bidirectional flows. Normally, UDP flows are
unidirection and TCP flows are bidirectional. For both,
a flow record is formed that includes statistics such
as origin and destination port, number of SYNs being
interchanged, TCP segments with the RST flag, etc.

4 Protocol dissection: For the most common services, ap-
plication performance monitoring is usually performed,
such as for instance in HTTP or LDAP services. The
procedure involves the extraction of the most common
control fields of the protocol, per packet. Then, packets
are paired (for instance GET and reply to GET in HTTP)
and further statistical treatment is performed, which
results in calculation of the service response time, for
example (from GET to response to GET).

CORPORATE
ROUTER

INTRANCT

MERGECAP

HETWORK.
PRODE

Fig. 2. Mergecap Architecture

In what follows we describe and evaluate the software for
merging, deduplication and flow analysis.

A. Merging

Merging is the first procedure that all networking software
for traffic traces manipulation has to deal with. As we see in 2,
traffic merging applications are a very important part in traffic
monitoring because they provide a single unified traffic trace
to protocol dissectors, from the many different files that are
provided by the sniffer.

Traffic sniffers usually dump traffic into small files, say 1
GB worth of traffic with approximately 2,4 millions of packets.
That way, the sniffer is continuously dumping traffic from
memory to files, instead of keeping the whole traffic capture
in memory and dumping it to file afterwards. Note that the
latter would be impractical for large traffic capture periods.

In this section we analyze the architecture of merging
applications. More specifically, we consider the strengths
and drawbacks of the commonly used mergecap [11], which
combines multiple saved capture files into a single PCAP
output.

One of most important problems in merging applications,
and specially in applications like mergecap [11], is the possible
misordering of the packet timestamps. Actually, the packet
sequence may be re-ordered when several traffic traces are
merged together. Figure 3 left shows a time series of bytes
per time interval with this common misordered timestamping
problem in the merged traffic trace. As shown, there are
noticeable temporal jumps. However, the right graph does not
contain this kind of errors.

To cope with this issue it is very important to comply with
the following guidelines.

1 Before calling mergecap, sort chronologically the PCAP
input files in order to append them in chronological order
and to reduce the computational load of mergecap [11],
which employs quadratic algorithms to sort input files.

2 Do not use the exclusive append option, i.e. the -a option
in mergecap, because it disables sorting algorithms in
the application.

3 Sort the merged data by timestamp before processing it
with traffic dissectors. Our extensive mergecap experi-
mentation shows that this final step is necessary, even
though the application has already sorted the packets in
the merged file.

After the merging has been performed, traffic deduplication
follows.

SEPTEMBER 2012 ¢ VOLUME |V * NUMBER 3
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Fig. 4. Custom Duplicate Removal Architecture

B. Deduplication

Typically, packet duplicates appear when sniffing traffic
directly from a VLAN with input and output ports. They can
also be due to routing errors. Depending on the architecture,
and depending on its elements, duplicates may appear at any
TCP/IP stack level.

Using a SPAN port is a very common procedure to capture
traffic. The SPAN port is a special port which is configured
in the router and provides a copy of the traffic, packet by
packet, of either another port or a complete VLAN. For the
latter, note that a packet that enters the VLAN from one port
will normally leave the VLAN by another different port. Since
both ports are part of the monitored VLAN it turns out that
the same packet is copied twice to the SPAN.

As a result, we get a duplicate that has to be removed from
the traffic trace. Other duplicates may arise when a packet is
routed out of a port being monitored, then it goes through
another router and then it is injected back into the same port.
However, in that case the TTL field is decremented by one.
Broadly speaking, we have the following types of duplicates:

1 Duplicates with the same payload but with a slight
difference in the header, i.e. sequence number, TTL
value and IP/Ethernet values.

2 Duplicates with the same payload and header structure.

First, duplicates with the same payload but with some
differences in header fields are mainly due to routing issues
or active equipment (firewalls) that duplicate traffic. For this
kind of duplicates, the only way to remove them is with a
custom application, whose architecture can be shown in figure
4, which evaluates whether the packet payload and IP and
TCP/UDP relevant fields (address, port, etc) are indeed the
same.
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Fig. 5. Mergecap Performance

Second, Editcap [13] is a popular application to remove
duplicates with the same payload and header. It is part of the
Wireshark [14] framework.

C. Performance evaluation of merging and deduplication

In this section we evaluate the performance of the merging
and deduplication procedures.

1) Merging: On the one hand, figure 5 shows the time it
takes to merge several 1 Gbyte size files. The X-axis shows
the number of files to be merged.

The Mergecap execution time increases exponentially with
the size of the files and the number of traces to be merged.
As it turns out, the packet-reordering process is a potential
performance bottleneck, specially when the number of files
to be merged is very large. In any case, the execution times
are manageable and it is not worthwhile to code ad-hoc
applications with performance optimizations.

2) Deduplication: On the other hand, figures 6 and 7 show
the execution time of an ad-hoc application and editcap. The
X-axis shows the size (in GBytes) of the traffic trace to be
deduplicated.

The execution time for traffic deduplication, using either ad-
hoc applications or editcap, increases exponentially with the
number of duplicates that are present in the original PCAP
traces. Furthermore, both applications have structural differ-
ences because editcap [13] is intended to remove identical
packets and our custom application for duplicate removal
eliminates packets that have the same payload, source and
destination IP address and source and destination TCP/UDP
ports.
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Fig. 8. Performance Comparison

Another potential performance bottleneck is the window
size for deduplication, namely the number of packets that
are compared with the deduplication process. This means that
larger window size involves matching a larger batch of packets
in a single pass and thus, impacting in the granularity of
the algorithm and a better performance due to the number
of packet matches to be carried out during the deduplication
phase.

As a conclusion, figure 8 and specially with file sizes of
4, 7, 8 and 10 Gbytes, shows that when the number of
duplicates, either identical packets or with some differences in
header fields, is very high the execution time of deduplicating
PCAP traces is higher than merging them due to the internal
processing of PCAP packets with DPI libraries. In all other
cases, their execution times and performance are close related
between them.

Finally, as we see in figure 8, we conclude that the execution
times of merging PCAP traces with mergecap is lower than

deduplicating them with custom applications or edifcap in all
cases evaluated.

III. SOFTWARE FOR TRAFFIC DISSECTION

Developing a software application for traffic dissection is
one of the most important issues in Application aware network
performance monitoring (AA-NPM) but it is not a simple task.
On the one hand, there is a set of communication protocols
that must be selected according to user needs and studied to
obtain the most important parameters. On the other hand, we
have to take into account the prototyping time, analysis depth
and code maintenance among others, because they are relevant
aspects for the choice of the programming language and also
for the overall performance. In this section, we evaluate some
of the main traffic dissection programming techniques in terms
of performance and timing.

A. Python Libraries

Python is a general-purpose and high-level programming
language whose design philosophy emphasizes features such
as code readability, fast prototyping and simple maintenance
and as a result, It is becoming increasingly popular in recent
times. Furthermore, due to its strong developer community, it
is well supported and there are new versions and patches that
are continuously posted.

In terms of networking and third-party libraries for traffic
dissection, the most important ones are DPKT [4], PCAPY
[6] and SCAPY [9]. Python DPKT [4] is a third-party library
hosted into Google Project Hosting [3], which is maintained
periodically. The following code snippet is a HTTP traffic
dissection software written in Python [2] and DPKT [4] library
and it is divided into three tasks: load libraries, parse PCAP
files and analyze network traffic.

import dpkt

f = open( 'test.pcap')
if f:
pcap = dpkt.pcap.Reader(f)

for ts, buf in pcap:
eth = dpkt.ethernet.Ethernet(buf)

ip = eth.data

tcp = ip.data

if tep.dport == 80 and len(tcp.data) > 0:
http = dpkt.http.Request(tcp.data)
print http.uri

f.close()

Code Snippet 1. Python DPKT sample code

First of all, all Python [2] scripts must define or import
all third-party dependencies (DPKT [4] in this case). Thus,
the Python [2] application can use all methods inherited from
those libraries.

Once the DPKT [4] module is loaded, the application opens
the offline PCAP file (after the merging) and parses it with
DPKT routines for networking traffic dissection.

SEPTEMBER 2012 ¢ VOLUME |V * NUMBER 3
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f = open( 'test.pcap')
if f:
pcap = dpkt.pcap.Reader(f)

Code Snippet 2. Python DPKT file reading

Finally, code snippet 3 shows the analysis process for each
flow record. As shown, it is quite simple with this library and
supports a large number of protocols such as LDAP, DNS or
HTTP.

if pkt.haslayer(TCP):
if pkt.getlayer(TCP).dport == 80:
if pkt.haslayer(Raw):
print pkt

for ts, buf in pecap:
eth = dpkt.ethernet.Ethernet (buf)

ip = eth.data
tcp = ip.data

if tcp.dport == 80 and len(tcp.data) > 0:
http = dpkt.http.Request(tcp.data)
print http.uri

Code Snippet 3. Python DPKT file parsing

From the above code examples, it turns out that prototypes
can be coded in a very short time and that maintenance is
good but unfortunately, performance and analysis depth are
the most important drawbacks for this kind of libraries.

The second networking library to assess is Scapy [9], a
powerful interactive packet manipulation program written in
Python in August 2007. As in the previous library, we show a
sample code of a HTTP traffic dissection software written in
Python and Scapy library, which also shows the same three
steps: loading of the libraries, parsing the PCAP files and
analyzing packets.

Code Snippet 6. Python Scapy PCAP filtering

The third library that we assess in this section is the
combination of two, Pcapy [6] and Impacket [6]. Pcapy is
a module extension that interfaces with the libpcap packet
capture library and Impacket is a collection of Python classes
focused on providing access to network packets.

As we see in Code Snippet 7, the mixed solution with Pcapy
and Impacket has a code very similar to that of the DPKT
library with the difference that Peapy has an approach based
into n-ary trees, where each child contains the information of
each TCP/IP stack layer.

from pcapy import open_offline
from impacket.ImpactDecoder import EthDecoder
from impacket.ImpactPacket import IP, TCP, UDP, ICMP

decoder = EthDecoder()

def callback(jdr, data):
packet = decoder.decode(data)
child = packet.child()
if isinstance(child, IP):
child = child.child()
if isinstance(child, TCP):
if child.get_th_dport() == 80
print 'HTTP'

pcap = open_offline( 'test.pcap')
pcap.loop(0, callback)

from scapy.all import =

pkts = rdpcap( 'test.pcap')
for pkt in pkts:
if pkt.haslayer(TCP):
if pkt.getlayer(TCP).dport == 80:
if pkt.haslayer(Raw):
print pkt

Code Snippet 7. Python Pcapy+Impacket sample code

Also, the structure of the code is very similar to DPKT
starting with reading and parsing the PCAP file (code snippet
8)

pcap = open_offline( 'test.pcap')
pcap.loop(0, callback)

Code Snippet 4. Python Scapy sample code

Code snippet 4 shows a source code even shorter than other
alternatives but slightly different. First of all and like the DPKT
sample, third-party dependencies are needed to instantiate the
Scapy methods.

Once the libraries have been loaded, code snippet 5 shows
how Scapy [9], with rdpcap instruction, tries to read, parse
and store in-memory at the same time. We will see later the
multiple problems that this entails.

Code Snippet 8.  Python Pcapy PCAP reading

and then filtering and analyzing the network protocol (code
snippet 9):

pkts = rdpcap( 'test.pcap')

decoder = EthDecoder ()

def callback(jdr, data):
packet = decoder.decode(data)
child = packet.child()
if isinstance(child, IP):
child = child.child()
if isinstance(child, TCP):
if child.get_th_dport() == 80
print 'HTTP'

Code Snippet 5. Python Scapy PCAP reading

Finally and as we see in code snippet 6, packets are filtered
to the particular protocol being analysed. The method that
Scapy [9] used to filter packets according to a specific protocol,
like HTTP, is by checking protocol (TCP) and port (80).

SEPTEMBER 2012 ¢ VOLUME |V * NUMBER 3

Code Snippet 9. Python Pcapy PCAP filtering

As we discussed at the beginning of the section, Python
is one of the most promising languages of the moment due
to its easy integration with web interfaces, fast deployment
and prototyping. Furthermore, the growing availability of new
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third-party libraries such as pylibpcap [7] and pycap [8]
represents a significant advantage, albeit there is very few
documentation.

B. Performance evaluation of Python libraries

Once the most relevant Python libraries for traffic analysis
have been presented in the previous section, we will assess
them in order to analyze their performance and potential
bottlenecks.

This assessment process consisted of measuring the execu-
tion time of a trace containing one-day worth of traffic with
approximately 300 Gbytes (600 million packets) size with
protocols as varied as DNS, HTTP, LDAP, TNS and so on.
Furthermore, the testing architecture is composed with the
following features: Intel Xeon CPU E5645 with 24 cores of
2.40GHz, 28 Terabytes of HDD, 24 GBytes of RAM and 1
interface Gigabit Ethernet.

As we can see in figures 9 and 10, the execution time
increases exponentially with the PCAP file size, represented
on X-axis. Furthermore, both libraries are significantly slower
than the low-level application counterpart and, as we see in
figure 11, their differences are slightly nonexistent.

However, the figure 12 show much worse performance
figures. This is due to the internal logic of the application
that individually evaluates each packet on a larger protocol
list, thus impacting on search times.

As a conclusion, the main drawback of these libraries is
the performance compared to low-level applications written in
C with libpcap [10] packet capture library. Thus, deploying
mixed applications combining Tcpdump [10] and Python (2]
appear as the preferred solution in terms of performance.

OPKT Pertormances =
Impacket Performance

1400 -
1200 £

1000

Performance Tima (in Seconds)

Fila Size (in Gbytes)

Fig. 11. Performance Comparison
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Fig. 12. Scapy Performance

C. Tepdump

As we have seen in the previous subsection, Python libraries
are a good solution for rapid prototyping of traffic dissectors
and without an advanced networking and programming skills
needed thanks to the abstraction layers that they provide.
However, the assessment procedure carried out over these
libraries shows that the bottleneck is the execution time against
other solutions written in low-level languages like C.

At this point, we propose the best compromise solution
between complexity and execution time is the usage of Tep-
dump [10] in combination with Python. As we will show in
this section, this technique serves to accelerate the Python
performance.

Thanks to the profiling and auto-inspection methods that
some Python packages provides, we have concluded that the
Python application waste a significant amount of time dissect-
ing each packet. Therefore, a compromised solution is to filter
the original trace and to extract the packets subject of analysis
(for instance DNS) and, then, using the Python application.
The filtering procedure is performed with Tepdump as follows

tcpdump —r 'input.pcap' —w 'output.pcap' "port 53"

Code Snippet 10. Tepdump command example

which results in the extraction of the UDP DNS packets
(port 53) from the original trace file input.pcap to the output
file output.pcap. Figure 13 shows a performance comparison
between a ad-hoc Python application and a combined solu-
tion with Tcpdump and Python. Note that the excution time
decreases significantly thanks to the rcpdump pre-filtering.
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Fig. 13. Tepdump Performance
The following section shows, by a simple use case, a
practical and consolidated view of the previous assumption.

IV. USE CASE

In this section we show a use case for the DNS protocol.
This protocol, explained with more detail into RFC 1034 [15]
and RFC 1035 [16], is one of the most well-known com-
munication protocol which provides a hierarchical distributed
naming system for computers, services or any other resource
connected to the Internet.

By creating a simple DNS dissector with Python and
Tcpdump, it is possible obtain valuable information such as
for example IP clients and servers with a high number of
connections, IP clients and servers with a high number of
errors or temporal series of response times and identification
of clients and servers.

Before using the dissector, it is necessary to obtain UDP
packets from the original PCAP trace file and filter accord-
ing with the selected protocol, i.e. 53 port for DNS. As
we discussed into the previous section, the usage of tools
like Tepdump aims to improve the performance of Python
dissectors and reduce the workload of Python libraries on the
filtered trace.

Performance Evaluation of Open-source Software for
Traffic Traces Manipulation and Analysis

! " " Adhoc C ONS Dissector
Tepdump pro-fitering Python DNS Dissactor <-<-:2:
Tepdump pie-fitenng G ONS Dissector

Performance Time (in Seconds}

File Size (in Gbytes)

Fig. 14. DNS Traffic Dissector Performance Comparison.

socket

dpkt

sys

numpy as np

import
import
import
import

pcapReader = dpkt.pcap.Reader(open( 'input.pcap'))

pkts_no_ethernet = 0
pkts_IP = 0
pkts_lost = 0

for ts, data in pcapReader:
try:

ether = dpkt.ethernet.Ethernet(data)

if ether.type == dpkt.ethernet.ETH_TYPE_IP:
ip = ether.data

i alwee = 175
udp = ip.data
pkts_IP += 1

if (udp.dport == 53) and ip.off & Ox00FF ==
dns = dpkt.dns.DNS(udp.data)
elif (udp.sport == 53) and ip.off & O0x00FF == 0:
dns = dpkt.dns.DNS(udp.data)
else:
pkts_lost+=I
eligien

pkts_no_ethernet+=I1

except Exception as ex:
continue

tepdump —r original.pcap —w filtered.pcap “port 537

Code Snippet 11.  Tepdump [10] DNS filtering

Secondly, we will use the DPKT library because after
evaluating all Python libraries, DPKT has demonstrated to
be the fastest and most complete library for analyzing PCAP
traces in Python.

As we see in 12, the abstraction layer created by DPKT
library provides a high level abstraction layer to parse PCAP
files with little effort. Furthermore, Python [2] provides a
useful implementation of lists, dictionaries and tuples that help
to reduce the development time significantly.

SEPTEMBER 2012 ¢ VOLUME |V * NUMBER 3

Code Snippet 12.  Tepdump DNS filtering

As conclusion of the use case, figure 14 shows the results
of a performance assessment that compares a traffic dissector
written in C language with libpcap [10] library, tcpdump
pre-filtering with Python DPKT [4] script and tcpdump pre-
filtering with the same ad-hoc C language traffic dissector.

At first glance, we note that for some file sizes the perfor-
mance of tcpdump pre-filtering and Python is worse compared
to the ad-hoc. As it turns out, the performance depends on the
number of DNS packets rather than the file size. Furthermore,
the obtained results are close in most cases. However, in those
cases where the number of DNS packets is too high, namely
with file sizes of 6 and 7 Gbytes, the performance of python
pre-filtered solution is significantly worse than its homologous
in C and even worse than the ad-hoc C dissector.

The main reason for this loss of performance is due to, as we
discussed in III-B, all Python libraries evaluated waste large
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amounts of time with respect to C applications, to classify
each packet individually within their internal lists of protocols.
Therefore, the number of DNS packets into PCAP traces
will affect the number of packet classifications and search
times within protocol lists and thus, the performance variations
respect to C dissectors.

V. CONCLUSIONS

In conclusion, the usage of third-party libraries written in
Python have some advantages in terms of readability and fast
prototyping time with respect to low-level solutions written in
C and libpcap. However, the main drawback for these solutions
is performance and the best choice are pre-filtered solutions
with Tepdump or similar pre-filtering tools to obtain good
performance results. As a future work, we plan to extend
the assessment procedure to newer libraries and follow the
evolution that the well-established libraries which have been
studied in this paper.
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Crosstalk Compensation
in Thermal Transient Measurements

Péter G. Szabd, Vladimir Székely

Abstract—Nowadays as the application area of thermal
transient testing is advancing further than just being a JEDEC
(Joint Electron Device Engineering Council) standard to investi-
gate the thermal behavior of electronic devices, packages etc., the
importance of avoiding any disturbances in the measured signal
is more relevant. A possible effect that can corrupt the signal is
the electrical crosstalk between different parts of the system or
between the ambient and the whole system. But if the characte-
ristic behavior of the crosstalk is known then special procedures
can be designed in order to clean the corrupted signal from the
disturbances. In our paper we present two methods to eliminate
the disturbing effects. The first approach is based on polarity
inversion while the second utilizes multiple level excitations to
manage signal separation. To verify the feasibility of these me-
thods, the procedure is demonstrated on electro-thermal MEMS
(microelectromechnical system) devices.

Index Terms—Crosstalk compensation; Polarity change; Reg-
ression; Thermal transient testing;

I. INTRODUCTION

Nowadays the importance of thermal transient measurement
increases as it became an industry standard to describe the
thermal behavior of electronic devices and packagings [1][2].
As its application area is being pushed further to its limits
[3][4][5] it has become evident to investigate the applicability,
precision and noise sensitivity for measuring other devices,
such as electro-thermal microsystems. From the transient
temperature response of such a device, its Cauer R-C ladder
and other important parameters such as the speed of thermal
functional circuits can be derived (Fig. 1). However these
microdevices are more sensitive against the disturbances
caused by the parasitic elements than the macro scale devices
because of their small geometric sizes. This kind of
disturbances can be originated from the device itself or from
the evaluating electronics. Depending on their location they
produce an undesired signal with small or large amplitude in
the transient response which could undermine our attempt to
create the thermal equivalent circuit of the device. A typical
disturbance is originated from the parasitic electrical
impedance of the system which time constant is in the range of
ms-|s.
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Fig. 1 Concept of thermal transient measurement

By using some special mathematical methods such as linear or
square rooted curve extrapolation on the response function the
unwanted signal can be filtered, but if the parasitic time
constants are in the same range as that of the device then the
result of the filtering will be inaccurate.

It is more straightforward to develop a special technique
where the separation of the parasitic and the useful signal can
be achieved.

In this paper we present two methods to separate the unwanted
electric components from the thermal parts in the thermal
transient measurements. In the early region of the thermal
transient measurement results peaks and other non-linearities
may appear in the response function due to the electric
coupling between the input and the output nodes which may
influence the precision of the measurement. There are a few
heuristic solutions where a linear or square function is fitted to
the inflexion or minimum point of the temperature rise curves.
However these solutions are not adequate when structures with
small time constants — for example MEMS — are measured
[6][7]. These papers mention a compensation method where
the thermal response is separated from the parasitic electric
signal at electrostatic resonators. In the measurement setup
two independent current sources were used which were
utilized in common and reverse mode. As a consequence by
measuring the electric resistance of the resonator the end of
the electric signal and the beginning of the thermal response
have been managed to pinpoint.

Another interesting method developed to filter out the
electrical part in thermal transient measurements of HEMT
devices was introduced recently where the basic voltage
driven setup was replaced by a mixed voltage-current driven
setup [8]. The basic idea behind this concept was to prevent
the so called drain-lag [9]. Another often used method to
separate the electrical and thermal part in the transient
response of semiconductor devices is to measure them with
higher input amplitudes. This can result in a faster current
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buildup which carries faster electrical transient that can
become separable from the thermal transient.

However these methods cannot be used when the response
signal is distorted by parasitic crosstalk and neither can it be
generalized to be used on other structures. One of the main
advantages of our newly developed characterization methods
are that they can be utilized when the systems have different
layout and work at other multiphysical domains as well. In
addition they give the opportunity to minimize or filter out the
errors which come from electrical crosstalk by processing the
response function recorded at different levels of excitations.

II. INVESTIGATED SYSTEM

Examples of such systems which have small thermal time
constants are called Quadratic Transfer Characteristics mic-
rosystems [10] or thermal converters [11]. The schematic of
the MEMS is shown in Fig. 2. This electro-thermal device
contains a dissipating resistance (R) which heats up a region i
of the substrate while a thermocouple array senses the
temperature difference between the H hot region and the C
cold side. Since the dissipated heat is related to the square of
the V), voltage, the Ty-T temperature difference and thus the
output voltage will be proportional to the square of V). Thanks
to its operation in multiphysical domains the structure is
suitable to be used to identify its thermal and electrical
parameters as well.

Fig. 2 Principle of the QTC element

The chips which we use were manufactured at TIMA La-
boratory [12] by a combination of front-side bulk micro-
machining and CMOS technology. The previously described
circuits which are shown in Fig. 3 were realized on cantilevers
for better thermal isolation.

According to [10] [13][14] the time-constants of the cantilever
can be calculated as:

1 2
o=tun-ip 4G
| | v 4‘Rm‘ ‘th Crh

2
T G,

(1
where Ry is the thermal resistance, Cy is the thermal ca-
pacitance, the Gy, is the parallel conductance of the sur-
rounding air and # is an integer giving the n™ time constant.

10

It should be noticed that the system has symmetrical layout
and is thermally insensible to polarity change.

Thermocouple array Cold contacts

Hot contacts

Heater resistor
N Anchorage
Cantilever g

Fig. 3 The investigated microsystem

I11. POLARITY CHANGE METHOD

Our first suggested solution for filtering the crosstalk is based
on polarity inversion. If we assume capacitive coupling
between the input and the output, then the charge movements
at dynamic measurements induce a current and with it, a
voltage glitch in the output signal. This scenario happens for
example at a thermal transient measurement [15]. However the
direction of this glitch depends on the polarity of the driving
voltage. If the input is driven with positive voltage (compared
to ground) then there will be a positive peak in the response
function of the thermal transient measurements (Fig. 4). If the
input is driven with a negative voltage then a negative peak
will arise in the response function (Fig. 5). When evaluating
the measurement with the standard method described in
section I, these peaks will cause an additional time-constant
and will also shift the time constants of the system which are
in the same range.
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Fig. 4 Response function for positive driving voltage
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Fig. 5 Response function for negative driving voltage

The effect of polarity change against the direction of the peaks
can be used when the results are processed. In theory the peaks
have the same amplitude, so if the average of the two response
functions is composed along the timeline, then the crosstalk
free signal can be obtained. Based on this assumption, if we
subtract the signals from each other and divide them by two,
then the coupling signal will remain. It is practical to make
these modifications in the early steps of the processing,
because after this step the evaluation can be continued with the
standard thermal transient evaluation methods. A processed
but pre-evaluated response function can be seen in Fig. 6
where the unwanted crosstalk has been eliminated and only a
small distortion remained in the early part of the response
function.
It must be stated that this method can only be used if the
investigated device is not sensitive to polarity inversion, but
the noise is. For example this method cannot be applied to a
diode or to a transistor because these devices behave in an
absolutely different manner when their input is driven by
positive or negative voltages.
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Fig. 6 Processed response function
IV. REGRESSION BASED SIGNAL SEPARATION

As the major part of semiconductor devices show some
polarity dependency another method has to be developed
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which is polarity independent. For this purpose the responses
of the devices against different excitations have to be
investigated. Since the behavior of the devices, the ambient
noises and crosstalks show specific characteristics, they can be
separated analytically if the response functions are inves-
tigated properly.

As we have seen previously in section II, the effective output
signal is proportional to the square of ¥, and as a result of the
charge movements the unwanted (capacitive) coupling is in
linear relationship with 7). Let us denote the output signal
with S and use @ and b to as the intensities of the proportional
input components. Throughout the analysis the minimum
square approach is used. According to it, the signal which
appears at the input of the transient tester is:

S=aV, +bV; 2

To estimate the variables a and b, a series of » measurements
with different V values are performed (Fig. 7).
60
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Fig. 7 Measured response functions for different V values

Let us assign an e matching error for our calculations:
. 2
e=>aV, +b: V2 -5, (3)

where all the summations are over the available recordings for
different ¥} values. To find the minimum of this error, (3) has
to be derived with respect to variables @ and b and the result
should be equal to zero:

?:2-2":(;1-\[0] +b-V2 =8, )-Vy =0

a i

a-ivgm-iv;i—is,vm:o 4)
and

0

£=2'i(a'V01 +b-Vy, _Si)'vf. =0

1

a-nZV§i+b-iV$—iSi-V[i =0 (5

These equations constitute the following linear system of
equations for @ and b variables:

11
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va i =.aZV§i +bZV§l
D VaS, =ay Vg +bY Vj (6)

This system of equations has to be solved for a and b. The
amplitude of the component depending linearly on ¥} is given
by a while b gives the amplitude of the component pro-
portional to the second power of Fj. After solving the
equations a vector is obtained for @ and b. If V; and Vv, arc
multiplied by them accordingly, then the data in Fig. 8 is
obtained. It can be seen that the glitch and the useful signal are
detached effectively in the range above 5 ps.
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Fig. 8 Separated components

As this method is based on the differences of the signal
components on different signal levels, it can be implemented
when the system can only be driven by unipolar signals. As a
consequence it can be used to analyze the components of
devices with pn junctions. Since for example diodes have such
junctions and parasitic elements such as serial resistors, their
influence can be calculated by analyzing the response signals
of the device under different excitations.

V. EFFECT OF ADDITIONAL UNKNOWN COMPONENTS

The primary condition of the adaptability of the regression
based signal separation technique is to know the major
characteristic components of the analyzed system and those of
the parasitics. However it is nearly impossible to know all the
components of an element and it’s still worth investigating
which components can be neglected because of their relatively
low coefficient. For example the examined microsystems have
temperature dependent components which result in ¥’ V3,
V,5... elements [10]. The evident question emerges: which
component can be neglected? Beside the influence of external
noises other undesired effects such as temperature dependent
material properties can also affect the separation.

For our analysis a gencral case is investigated when it is not
known which component is neglected. Therefore a random
noise or component is added to a generated response function
and we investigate its effect on the separation. In order to
examine the rate of the degradation in the accuracy, several
sets of virtual measurement data are generated in the first step.

12

In each set a glitch which is proportional to the ¥, parameter is
inserted, next to the useful signal which is proportional to the
square of V. The amplitude of the glitch is either positive or
negative. These virtual data functions are presented in Fig. 9
for a few V}, values.
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Fig. 9 Set of noiscless virtual data

In the generated functions the glitches corresponding to the
crosstalk are described with

Ve = Vo ([l—cxp(—t/t, ))—(l—cxp(—t/tz))) )]

where 1, =4:10%s and 1, =107 s while the useful signal is
generated by using

glitch

Suscful = VU (]' - eXp(*t / Tu )) (8)

with 1, = 107 s. It should be noticed that exponential functions
are used to describe the transient behaviors, because of their
capacitive characteristics. At the glitches there are rising and
falling exponential functions with different time-constants to
model the charge buildup and the useful signal is described
with a single stage RC ladder which yields an exponential
function with one time-constant. To model the unknown
components a psr [0,1) pseudo-random noise value multiplied
by the virtual signals was added to the original signal

Noise = (S, + Vi) psr-nl ©)

where 7/ is the noise level. It can be noticed that this noise is
proportional to the virtual signal, This means that it has a
maximum value when the corresponding signal is at its highest
point and its value is zero when the signal reaches its
minimum. According to (7)(8)(9) Fig. 10 show the generated
signals where n/=3 %.

After utilizing the regression based separation technique the
resulting signals can be observed in Fig. 11. It is clearly
visible that for n/=5 % reduced effectiveness is found. In order
to gain a deeper insight the results are investigated in the time-
constant spectrum. The noisy useful signal in Fig. 12 contains
additional time constants compared to the pure useful signal
which has only one time constant. These extra time constants
make difficult to distinguish the signal from some noisy
components.
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Fig. 12 Time-constant spectrum of the useful signal with nl=5%
However, when the s/ - noise level- is decreased below 1 %
then the separation could still be effective (Fig. 13). The

magnitudes of the additional time-constants which can be
observed in Fig. 14 are decreased as well.
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Fig. 14 Time-constant spectrum of the useful signal with nl=1%

This means that if the effects of the excess components of the
response are below 1% then they can be neglected in the
separation process, but if their ratios exceed a certain level
then the validation of the regression based separation becomes
questionable.

VI. CONCLUSIONS

The presented case study shows new compensation techniques
to improve the efficiency of thermal transient measurements in
special microsystems. These methods are based on the ana-
lysis of the response signal either if the polarity of the ex-
citation is changed or using a set of response signals recorded
with different levels of driving voltage. Both methods are
suitable to separate the useful and spurious signal components
if their dependences on the excitation levels are known.
Besides the use of similar type of microsystems, further fields
of applications can be examined. For example it can be tested
on semiconductor devices and microsystems which utilize
other types of physical crosseffects.
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Abstract—This paper discusses the very actual and important
issue of current time, the safety of road traffic. Many car
designers are presently concentrating on proposing cars with
modern design, but driver and crew safety is also necessary.
Traffic Signs Recognition Systems are presently implemented in
many cars to obtain better safety of the driver and comfortable
driving. Traffic Sign Recognition system presented in this paper
as a part of Driver Assistance System uses Cambridge Correlator
as image comparator. Two images (reference traffic sign and
input traffic sign) are compared according to two criteria,
similarity and relative position.

Index Terms— Color filtering, Joint Power Spectrum, Optical
Correlator, Traffic Sign Recognition

I. INTRODUCTION

HE Driver Assistance System (DAS) is nowadays usual

and required accessory in many types of cars. There are
many forms of DAS. The major role of DAS could be various,
because each DAS can be specialized to different target
[1,2,3,4]. There are systems as The Park Assistance System,
Traffic Sign Recognition System, etc., which are situated in
cars to protect the driver and the passengers of the vehicle
[1,5,6,7,8]. These individual parts of DAS are connected with
each other to obtain safe and comfortable drive. Each of these
individual parts of DAS has its requirements to captured input
information. The paper concentrates on Traffic Sign
Recognition System based on Optical Correlator. This part of
DAS requires captured color video scene which can include
Traffic Sign. Video scene is captured from color CMOS
sensor situated in car. These captured video scenes are
preprocessed with proposed algorithm and then ROI is
compared using Optical Processor (Correlator). As Optical
Correlator (OC), the Cambridge Correlator (CC) is used
[9,10,11].
Cambridge Correlator is a device which can compare two
images or two-dimensional (2D) data sets at very high speed.
There are two types of OCs. The first one is based on
Vanderlugt filter called also Matched Filter Correlator (MFC).
Cambridge Correlator belongs to second group of OCs, based

Manuscript received July 6, 2012, revised September 26, 2012,

F. T. Harasthy. Technical University in Kosice, Department of Electronics
and Multimedia Communications, KoSice, Slovakia (corresponding author
phone: 055 602 4277; e-mail: tomas.harasthy(@ tuke.sk).

S. L. Ovsenik, Technical University in Kofice, Department of Electronics
and Multimedia Communications, KoSice, Slovakia.

T. J. Turan Technical University in Kosice, Department of Electronics and
Multimedia Communications, Kogice, Slovakia.

SEPTEMBER 2012 ¢ VOLUME |V * NUMBER 3

on Joint Transform and is called Joint Transform Correlator
(JTC) [12,13,14.15]. Both types of OCs compare images
according to two criteria: similarity and relative position. JTCs
require reference image (database of traffic signs) and
preprocessed input image (ROI from input scene) aligned each
other in input scene of correlation process. Output of
correlation is pair of correlation peaks per match. Intensity and
position of correlation peaks give information about which
traffic sign from database was recognized [14,15].

Due to rapid progress in key elements technology (SLM,
CMOS, LD and Fourier optics), the optical correlators are now
commercially available and widely used for various
applications in military target detection, navigation, security
(face and fingerprint detection), medical and industrial image
analysis [12,13,14,15].

The goal of this paper is to present experiments with DAS
based on Cambridge Correlator used in recognition stage of
the proposed new traffic sign recognition system [9,10,11].
The paper is organized as follows. Chapter II is devoted to
basic color models. Block diagram of the whole proposed
Traffic Sign Recognition System is described in Chapter III.
Main blocks and their functions are discussed. Chapter IIT also
explains the details of pre-processing of input scene and
detection of ROI. Also it is devoted to describing applications
of optical correlation with using Cambridge Correlator and
explains identification traffic signs from correlations peaks.
Experiments and results with proposed system are described in
Chapter 1V. Conclusions are covered in Chapter V.

II. BASIC COLOR MODELS

Color images can be modeled as three-band monochrome
image data where each band of data corresponds to a different
color. The actual information stored in the digital image is the
brightness information in cach spectral band. When the image
is displayed, the corresponding brightness information is
displayed on the screen by picture elements that emit light
energy corresponding to that particular color.

Typical color images are represented as red, green and blue,
or RGB images. Using 8-bit monochrome standard as a model,
the corresponding color image would have 24 bits/pixel —
8 bits for each of the three color bands. RGB color model is
shown in Fig. 1 [16,17].

The final color depends on combination of these colors. As
it’s known, every byte can encode values in range from 0 to
255, so we can create 16777216 various colors by
combination of three basic color values [17].
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BlueT

) ey
Red
Fig. 1. RGB color model.
In many applications, RGB color information is

transformed into mathematical space that decouples the
brightness information from the color information. After this
is done, the image information consists of one-dimensional
brightness, or luminance, space and a two-dimensional color
space. Now the two-dimensional color space does not contain
any brightness information, but it typically contains
information regarding the relative amounts of the different
colors. An additional benefit of modeling the color
information in this manner is that it creates a more people-
oriented way of describing the colors.

For example, the Hue/Saturation/Value (HSV) color
transform allows the description of colors in terms that we can
more readily understand (Fig. 2) [16,17].

Fig. 2. HSV color model.

The Value represents quantity of white light or specifies the
rate of light reflectivity. The Hue is what we normally think of
as “color” (e.g. blue, purple, red, yellow etc.). It can be in
range from 0 to 360 degrees. The value of Saturation labels
quantity of grey color in proportion to basic hue. It can be in
range from 0 to 100 % [16,17,18].

ITII. TRAFFIC SIGN RECOGNITION SYSTEM

Traffic Sign Recognition is one of most important part of
DAS [1,5,6,9,10]. These systems provide information of the
road signs on the way and guide the driver. DAS helps the
driver to recognize the traffic signs earlier and accurately. In
ideal conditions this system could avoid false recognition (or
misleading recognition) of traffic signs caused by various
human factors (inattention, tiredness, sleepiness or micro-
sleep). Thus, the traffic sign recognition system makes the
driving safer and easier. The outdoor traffic scene, due to
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illumination changes (day, night, haze, snow, fog, rain, etc.),
shadows, partial occlusions, sign rotation and damage
becomes a very challenging and difficult task [7,9,10].

Fast preprocessing time is very important to operate the
recognition system in real time environment. The systems
consist of four main components (Fig. 3).

2) Computer

.

4) Display

Fig. 3. Hardware scheme of developed system.

1) Color Camera, traffic scene has to be captured by the
color camera (CMOS is mostly used). Color interpretation
of input traffic scene is required due to remove
background of traffic sign (color filtering).

2) Computer, pre-processing of input scene is necessary due
to minimize of DC noise in correlation process. ROI is
defined in input scene using color filtering and
background removing.

3) Optical Correlator (Cambridge correlator) is used to
comparec ROI with database of traffic signs. Output of
correlation consist of two correlations peaks per match,
situated in exactly defined positions. Intensity of
correlations peaks is measure of similarity between
compared objects.

4) Display serves to caution of driver.

These four main components are used in the whole system.

Block diagram of developed Traffic Sign Recognition
System is shown in Fig. 4 [9,11]. It consists of three major
functional blocks:

1) Preprocessing,
2) Optical Correlation
3) Traffic Sign Identification

Traffic scene is captured with the CMOS color camera.
From traffic video strecam the key frame is extracted and then
used in next processing. As key frames are referred only PCM
coded reference frames from coded video sequence, which
usually define also the starting point of any smooth transition
in the scene. So key frames can be simply extracted from
coded video and processed using PC.

Next processing consists of converting key frame from
RGB to HSV color space. The RGB color representation is far
from human color concept. Image processing in RGB color
representation  has  several disadvantages: the RGB
components depends on light intensity, colors, which for a
human vision system might be perceptually close, do not have
to be close (in Euclidean distance) to each other in RGB space
and smoothly shaded surfaces might correspond to several
cluster in a RGB color space [16,17].
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Fig. 4. Block Diagram of Traffic Sign Recognition System with Cambridge Correlator.

This indicates that color filtering in RGB space is very
affected by light condition changes in the processed traffic
scene. The used HSV color space is much less sensitive in
light condition changes than the RGB color space [16,17].

A. Preprocessing of input scene

Traffic scenes used in our experiments were obtained from
a real road (Fig. 5a). The correction of exposure is required
due to different light conditions when the traffic scenes were
grabbed [9].

Next step of preprocessing is Color Filtering. In this step
the irrelevant color clusters are removed from input traffic
scene. Colors filters are designed to remove all colors expect
Red, Blue and Yellow. As is mentioned above all input traffic
scenes are converted in HSV color space. The color
segmentation is processed. Every traffic sign has its dominant
color. On the Slovak roads most often Yellow, Red and Blue
color are used. This means we need to create three binary
maps, one for each of these colors. By analyzing hue
component (H), we can identify Blue, Yellow and Red regions
in our processed image.

For each image pixel is possible to use hue-based detection
for Blue, Red and Yellow color. For each color the following
equations are used

—(x-42)
Y=e )
-t —(x-255)?
R=e™ ye )
(x-170)°
B=e (3)

Equations (1) gives values for Y close to 1 for Yellow
regions, Eq. (2) gives values for R close to 1 for Red regions
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and Eq. (3) gives values for B close to 1 for Blue regions. In
this equations we can see, that H can be in the range of 0-255
[9,10,16]. Yellow can be detected near value 42, Red near
values 0 and 255 and Blue value is 170. These equations can
be tuned for every other needed color.

Saturation detection value is described by the following

equation
—(x-1255)%

S=e 115? (4)

From equations (1), (2) and (3) we got 3 values. Every
value is multiplied by S value. This value will be D,, which
means normalized. Values D, close to zero will be discarded,
others are processed with following equation

0,if det < 0,3

2
D = det-0,3 (5)
0,7-0,3

1if det 20,7

After threshold for detected colors three binary maps (Red,
Blue and Yellow) are created.

After color filtering, just relevant colors are available. If the
“RED” filter is used, bitmap looks as in Fig. 5b. Images after
color filtering also contains color clusters, which are irrelevant
for detecting traffic signs. In the next step, the irrelevant color
clusters are deleted (Fig. 5b,c). Too small regions and too big
regions are discarded. In the first step white point in image is
found. Searching is done by rows. After finding the first white
point, a method called seed-fill is used. With this method we
are finding regions. If the region’s size is lower than 400
pixels, then it is discarded. If the region has more than 16000
pixels then it is also discarded [9,10,11,16].

17




INFOCOMMUNICATIONS JOURNAL

Cambridge Correlator in Driver Assistance Systems

B Prefrocmsng
Filier
=Red
Blue
Yellow

Fig. 5. Red Color Filter action.

After color filtering and irrelevant cluster removing, the
potential Region of Interest (ROI) is extracted (Fig. 5b,c.d).
The potential ROI is defined at the input image.

ROI crop input image to chosen traffic sign. The ROI
Motion Detector uses moving vectors to discard moving
features from traffic sign on moving object, i.e. on the vehicle.

The background is removed from input image and then the
traffic sign without background is resized to correct size for
input to the Optical Correlation (Fig. 5d).

B. Optical Correlation

Optical correlation between input Traffic Sign and chosen
reference Traffic Signs is done with using Cambridge
Correlator. Due to principle of JTC, the input Traffic Sign and
reference sings are aligned to each other in input correlation
plane. Joint Transform Correlation consists of three main steps
[12,13,14].

First of all, the input correlation plane has to be made as
described in Fig. 6a. Input scene is Fourier-transformed to
produce Joint Power Spectrum - JPS (Fig. 6b) and then this
JPS is pre-processed (mostly threshold is used — Fig. 6¢). Pre-
pre-processed JPS is Fourier-transformed again to produce
optical correlation (Fig. 6d).

Optical correlation consists of pairs of correlation peaks per
match. Position and intensity of correlations peaks give
information about which Traffic Sign from input scene was
recognized [14,15].
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Fig. 6. Correlation process.

C. Traffic Sign Identification

Correlation peaks are monitored in exactly defined areas. If
correlation peaks are situated in a defined area, traffic sign
assigned to this area was recognized. In the case of Fig. 6, four
types of Traffic Signs were inserted in input plane, so four
ROIs were monitored in correlation plane.

As shown in Fig. 6, the highest intensity was detected in
ROI#4, so in this position was recognized Traffic Sign
(Yield).
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1V. EXPERIMENTS AND RESULTS

A. Experiments

In our experiments, we used Traffic Sign Recognition
System to warning traffic signs. Four types of warning Traffic
Signs were chosen. All Traffic scenes were captured in real
traffic on Slovakia roads. Tested signs were “Bend to left”,
“Bent to right” “Double Bend First to Right” and “Double
Bend First to Left”. Traffic Signs used in experiment are
shown in Fig. 7.

AAAA

a) BEND TO LEFT b) BEND TO RIGHT ¢)DOUBLE BEND d)DOUBLE BEND
FIRST TO RIGHT FIRST TO RIGHT

Fig. 7. Tested Traffic Signs.

After preprocessing described above, information about
color is irrelevant so after background removal we use edge
detection to minimize energy of DC noise in correlation
process. For edge detection, the Robert Cross operator were
used.

Using edge detection, just relevant information for
correlation process left and correlation peaks in correlation
plane are easily detectable. In this case the four types of traffic
signs are tested so monitored areas in correlation plane are
situated similarly, as shown in Fig. 6.

As we can see, all tested traffic signs belong to same group
of traffic signs (Warning Traffic Signs).

deeh

Fig. 8. Symbols of chosen Traffic Signs.

Each traffic sign contains red triangle which is necessary in
detecting the traffic sign by using color filtering. However this
triangle is adverse in correlation process because match was
detected between each of traffic signs.

This triangle was in remove background process marked as
background. As input image to correlation process was
marked just symbol inside triangle (Fig. 8). This method can
be used in many other cases, when are tested Traffic Signs
from same category, e.g. Speed Limit traffic signs.

Traffic Signs were captured with ideal and low light
conditions, mostly fog. Weak light conditions influence on
detection and recognition part of system. In traffic scenes
captured with lower visibility were correctly recognized less
traffic signs, than in traffic scenes captured with ideal light
conditions (ideal visibility).

Example of traffic scene with low visibility is shown in
Fig. 9. If traffic scene is captured with low visibility, the two
cases can occur. Traffic scene captured with weak visibility
has less saturation and red (or other) color is not exactly
defined.
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Fig. 9. Traffic Scene with ideal (a,c) and low (b,d) visibility.

If color will not detect in traffic scene, ROI will not be defined
and Traffic Sign recognized (no correlation peak in correlation
process). If color will be detected just partially, ROI can be
defined imprecisely. In this case there will be correlation peak
in correlation plane with lower intensity than with traffic scene
with ideal visibility.

Intensity of peaks obtained by correlation is represented in 8
bit depth grayscale, so every peak can take values from 0 to
255. Correct setting decision level of intensity of peak is
necessary.

In the next experiment, the Speed limit traffic signs were
used. Three traffic signs were chosen and tested. All speed
limits traffic signs contains red circle, so in preprocessing the
“RED” filter was used. Every red circle on the traffic scene
was defined as a ROI, After defining ROI, the background
was removed. The red circle of the traffic sign was defined as
a background, because every speed limit traffic sign contains
this circle and correlation is too high between any two signs.
Background was deleted first to red color, and then to black
color. After this preprocessing, just black symbols inside the
red circle were left. As an input to the correlator only
numbers 40, 60 and 80 were used. Fig. 10a illustrates the input
scene of the correlation process. Output of correlation is
illustrated in Fig. 10b. Fig.10c describes the output of the
correlation process in more detail. Since the input scene
consists of symbols containing number “0”, correlation peaks
were detected between any two compared symbols.
Correlation between the same symbols was much higher, so as
a match between symbols “40” was defined.
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Fig. 10. Compare of similar Traffic signs.

B. Results

The developed Traffic Sign Recognition system was tested
on real traffic scenes captured by color CMOS sensors and
preprocessed with the algorithm described above. Traffic
scenes were captured with ideal and low visibility. Traffic
scenes with lower visibility were not recognized because of
strong destruction of color. If the color of the traffic sign
cannot be determined, no ROI can be defined and the output
of the correlation does not contain any correlation peaks.

Results of experiments are recorded in Table I.

TABLEI
RESULTS OF EXPERIMENTS

- coeniti ~cess [%
T;?;EC .Ific_a%AVLm - RL.LI(;;:;um Sug;t:;c[ ;\c]:cognition
visibility visibility Success

Bend to left (35) 92 83 87
Ben{iztc;)right 94 36 90
fi rl.;ﬁ)tol:l)b:ic gi(l:?g 2) 91 86 88
ﬁIr::;?L:l: llirt):e(l;?)) 20 83 8
SRZ;S’, (Lli:)’;it 92 88 90
Spggd :‘l';;“ 90 88 89
gp;zd :f;’;" 93 89 91

V. CONCLUSIONS

Nowadays the Driver Assistance System is a necessary part
of almost each type of automobiles. DAS can consist of many
parts which can actively or passively assist the driver when
driving a car. In this paper one part of assistance system, the
Traffic Sign Recognition System was presented based on
Optical Correlator.

The system recognizes Traffic Signs from captured traffic
scenes by color CMOS camera. The major information about
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basic color model was described. Block diagram of the whole
Traffic Sign Recognition System was shown. The block
diagram consists of three main parts, which can be
independently modified, supplemented and improved.

Color filters were designed and used to detect relevant
colors of traffic signs. In our experiments we used red color
filter to detect red traffic signs. In these experiments the
warning traffic signs were tested. ROIs were detected using
these filters and other processing like irrelevant cluster
removing etc. (Fig. 4). Experiments were done with four types
of warning traffic signs. In experiments real traffic scenes
were used captured at low and ideal light conditions (foggy
and sunny days). The results of experiments demonstrate that
the main advantage of this system is the usage of the optical
correlator. Very fast processing time can save a lot of time and
the driver can be earlier warned. Recognition of traffic signs
using optical correlator is much faster than other pure software
implementations running on PC. There are many Traffic Sign
Recognition Systems mostly based in shape detection and
color segmentation such as Automatic Detection and
Classification of Traffic Signs [5], Real Time Road Signs [2]
and Traffic Sign Recognition System [3,6]. All of these
systems are based on pure software realization, so using
hardware implementation can speed up process of recognition.
The proposed system uses detector of traffic signs similarly as
in other systems, but the process of recognition is done using
optical processor so it is performed in real time. Processing
time of Driver Assistance System using optical correlator is
limited just with detection part, which can be improved using
FPGA modules.

Using Optical Correlator in Driver Assistance System is not
limited just to Traffic Signs Recognition System. Using
optical processing can be very helpful in systems for detection
of road lane markings as well. Thanks to fast processing time
of optical processors the application of Optical Correlator in
many recognition systems is very attractive and requested.
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for QoS Characteristics Calculation

Vladimir Hottmar and Bohumil Adamec

Abstract — This paper deals with the algorithmization of a
software application intended for QoS statistical parameters and
characteristics quantification. Empirical probability distribution
of packet delays and packet jitters, average values of delays and
jitters will be determined. Practical software implementation of
QoS calculation methodology in Delphi environment is shown.
Subsequently, in the context of the currently used QoS mecha-
nisms, the practical use of obtained results is described. Created
software application was tested on a real network segment with
RTP voice, RTP video, SMTP and FTP traffic streams. The
operating parameters (queue length, proportions of allocate
bandwidth) of implemented QoS mechanisms on this network
can be optimized based on the results obtained by application.

Index Terms — Packet delay, packet jitter, empirical pro-
bability distribution of packet delay, empirical probability
distribution of packet jitter, Quality of Service — QoS, Voice over
IP - VoIP.

I. INTRODUCTION

URRENTLY, there are many different emulators of net-

work traffic, but not all of them provide detailed sta-

tistical characteristics of the transported packet delays
and jitters. However, for a detailed analysis of conditions in a
network or for a precise qualitative analysis of operation of
the potentially implemented QoS tools, it is necessary to know
the empirical probability distribution of packet delays, packet
jitters and other additional statistical parameters and charac-
teristics [1], [2]-

Because modern traffic emulators that have been
used for the emulation purposes do not provide detailed sta-
tistical characteristics and information about transported data
traffic it was necessary to create additional software appli-
cation. Most professional traffic emulators provide either glo-
bally statistical characteristics or incomplete statistical para-
meters. Results of modern emulators usually do not include
required statistical parameters and characteristics that relate to
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the individual data streams. Therefore, it was necessary to
create auxiliary application that allows obtaining detailed
statistical information about individual traffic streams. Created
software application is closely related to a research project
that deals with the examination of the QoS tools and optimal
implementation of these tools to the modern converged packet
networks.

For a detailed verification of the results from the
research process it was necessary to create described software
application. Therefore, described software application is a
specific software tool that is not normally described in sci-
entific articles. However, the application can also be used in
practice for the purpose of optimal QoS implementation ac-
cording to the specific customer requirements — this is actually
a novelty. A software application in object-oriented program-
ming language Delphi 7.0 was created for purposes of cal-
culation and graphical interpretation of the empirical distri-
butions of either packet delays or packet jitters. Mentioned
application is described in this article. Created software appli-
cation uses two data files containing captured data traffic in
two different network nodes, which are usually located on the
edge of the analyzed network (Fig. 1).

Capturing

Capturing

Port
mirroring

Port
mirroring

Analyzed network

Transported
data traffic

Transported

Edge router 1 Edge router 2 data traffic

Fig. 1. Located of the network nodes for data traffic analysis.

Obtained statistical characteristics determine on what
qualitative level analyzed network segment is able to transport
the data traffic. From captured data files is possible to cal-
culate both basic statistical parameters (e. g. average packet
delay, average packet loss, average packet jitter) and ad-
ditional statistical characteristics (e.g. empirical distribution
function of delays, maximum delay, minimum delay and so
on). All of these statistical parameters and characteristics may
relate to packets belonging to a specific data flow that be-
longing to a specific application (e. g. voice traffic, video traf-
fic and so on) or may relate to the transported packets ge-
nerally. In the case when all of these characteristics are related
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to the transported data traffic irrespective of the specific data
flows of which it consists, we denote these quantities as global
characteristics. A more detailed overview about conditions in
the network reflects specific characteristics which are related
to the specific data flow. On the basis of the results obtained
from the created software application it is possible to examine
the qualitative level of traffic processing by analyzed network
segment and the overall transported data traffic composition.

Qualitative level of data traffic processing can be
examined on the basis of the set of statistical parameters and
characteristics. These statistical coefficients and characteris-
tics that are related to a particular application indicate the
number of discarded packets, maximum, minimum and aver-
age packet delay, packet jitter and other basic characteristics.
Furthermore, for a detailed data traffic processing review, it is
possible to determine the number of packet delays or jitters
falling within a certain time interval that is located in the time
range between minimum and maximum observed packet delay
or packet jitter. The number of these time intervals is a user-
defined parameter and the user can adjust it according to
his/her needs. In this way the user is able to vary the density
and hence the accuracy of the empirical probability distri-
bution.

Another part of created software application allows
for determining the composition of the transported data traffic.
Based on the transported data traffic composition results it is
possible to determine what kind of packets and in what
percentage proportions are transported by the network. For
instance, according to these results, suitable QoS tool set can
be implemented. Individual QoS traffic classes based on of
data traffic composition results can be defined and created by
the user. Classes are designed to integrate different data
streams with identical QoS requirements. The operating para-
meters for each class can be set according to data traffic
composition results and subsequently, these parameters can be
corrected according to full statistical results obtained by
created software application.

[I. DESCRIPTION OF CREATED SOFTWARE APPLICATION

Inputs of the created software application are two data files
containing information about the packets captured at two
different network nodes. All significant QoS characteristics of
network traffic are calculated for interactive RTP voice and
video traffic and non-interactive FTP and SMTP data traffic.
Packet identification is based on a unique identifier of each
packet. Identification of a packet passing through different
network nodes is realized using the following parameters:
e Protocol Info — type of packet that is transported in the
specific frame in application layer,
e Time — capture moment of the frame corresponding to
a specific network node,
e [dentification — packet number derived from network
layer,
® Protocol Mark — this is Payload Type and Sequence
Number derived from application layer in the case of
RTP packet or Header Checksum derived from
network layer in the case of SMTP or FTP packet.
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The described software application creates two
groups of arrays. The first array group relates to the server
side — this array group is labeled as server. The second array
group relates to the client side — this array group is labeled as
client. Both array groups consist of four specific sub-arrays
that contain the needed parameters and information for the
traffic analysis. The first sub-array is labeled as Protocol and
specifies the packet type. Based on this information the appli-
cation decides whether the specific packet is processed or not.
The second array is labeled as Time and contains time mo-
ments of packet transmission and packet reception. Time
characteristics of transported data traffic such as delay, jitter,
empirical probability distribution of delay and jitter are calcu-
lated based on these parameters. The third array is labeled as
ID — Identification and contains identification numbers of all
the analyzed packets. These numbers are used for packet
identification purposes and to determine concrete packet that
passes through different network nodes. The fourth array is
labeled as Mark and contains other additional identifiers to
uniquely identify transported packet passing through different
network nodes.

Server group Client group
Protocol Time ¥ Mark Protocol Time D Mark
array array array aray arvay array arvay array
preoeypemey |} oy || gy | p—rp—s prosprewry | g vy || pupewrr ey | gy
T tet | | i || Bemim || i sl | | mtim | | im ik o
packe 3 prowecal packe 3 iz packnc 3 ID ke 3 K packac 3 prosocol packn 3 tise pacion 3 ID packs 3 K

e v lengen srves wopm s | | g Tengin ctient rxt rngnatismm | | egncismam

Fig. 2. Structure of Array Groups.

Fig. 2 shows the arrays concept described above.

The size of individual arrays is given by the size of
application input data files. Application input data files size
depends on the volume of captured data traffic to be analyzed.
Specific arrays in the server array group may not have the
same number of components as the corresponding specific
array in the client array group. This phenomenon is caused
mainly by the packet loss in overload network nodes.

However, it is necessary to ensure the same dimen-
sions of all arrays within the individual array group. The
same array sizes within individual array group ensure that
the comparison and parameter calculation will be done with
the data of same packet that was captured in various network
nodes.

The created software application provides an over-
view of the analyzed protocol packets (RTP, FTP, and SMTP)
as well as an overview of the complete transported data traffic
packets. The software application subprogram result is the
total number of transported data packets regardless of their
type and number of data packets that are not analyzed such as
ARP, EIGRP. Calculation of the parameters mentioned above
realizes subprogram labeled as parameter parsing server and
subprogram labeled as parameter parsing client (see Fig. 3).

The basic QoS parameter is the average delay of
transported data packets. Packet delay is defined as the dif-
ference between the time moment of packet reception and
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Fig. 3. Software Application Flow Diagram.

time moment of packet transmission. Time moments needed to
calculate the delay values are stored in the Month/Day/Year/
Hour/Minute/Second/millisecond form.

Subsequently, the values of time moments are con-
verted to integer values that represent these time moments in
milliseconds. Next, the packet delays related to particular
packets are calculated. Calculated delays are stored in the
specific array based on the protocol type. The additional
traffic characteristics (average delay, minimum and maximum
delay) are calculated based on these parameters. For the cal-
culation of all the statistical parameters and characteristics
conventional procedures and formulas were used that are not
the main subject of this article. The computational metho-
dology used is described in detail in [2], [5].

The structure of packet delay arrays is show in Fig. 4.
Consequently, the delay jitter is calculated. Delay jitter is
defined and calculated as the average value of the differences
between packet delays. All calculated values are displayed in
a numerical and graphical form. Graphical design of result
form is show in Fig.5.

Traffic from Server Traffic from client
RTP video RTP voice FIF SMITP RIP video RIP voice FTP SMTP
delay 3 deley 11 delay delay 4 delay | deley 2 daley & delay 3
delay § delay 12 delay 16 delay 17 delay 7 delayl3 delay 14 delay 2°
delay 9 delay 22 deley 29 deley 26 delay 15 deley 19 delay 20 deley 28
delay 10 delay 23 delay 32 delay M4 delay 25 dealy 21 delay 31
delay 18 delay 29 delay 30

Fig. 4. Packet Delay Arrays Organization.
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III. PRACTICAL APPLICATION OF THE SOFTWARE TOOL

Before the practical implementation of QoS in a real network
segment it is necessary to analyze the transported data traffic
[3], [4]. In particular it is necessary to determine which types
of packets are transported. Next it is necessary to determine
percentage proportion of specific packets in the overall
transported traffic [5], [6]. This analysis can be realized by
the created software application. Some results of concrete
traffic analysis are shown in Fig. 6.

o m mm (m

R A T

AR P R i

O n
Time intervals

Eomammn  _ LPam | [T e e
[amount or tramc) B o
[t e oo 0 ie] sae | e
AP veeaziei® =l citame
| JETTEE) | memdgdft | Sove
ki Fiano bes

Fig. 6. Results of Traffic Analysis.

This figure shows empirical probability distribution
of time differences between time moments of capture of two
immediate packets and percentages of specific transported
packets belonging to the individual applications. Based on
these results it is possible to decide which packets should be
processed as a priority [4], [5]. Priority processing of trans-
ported traffic can be realized by the different QoS tools
(WFQ, CBWEFQ and LLQ). Implementation of these mecha-
nisms requires setting their operational parameters — queue
length and bandwidth proportion belonging to the specific
traffic class [2], [3], [4].

Quantification of operational parameters can be rea-
lized based on a mathematical model. Application of the
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mathematical model requires specific statistical parameters
(average packet size, load coefficient and so on) that can be
obtained from the results of described software tool. The
implementation of the mathematical model and the created
software tool has been tested and successfully implemented on
a real network segment.

IV. CONCLUSION

The created software application has been used in the real
network segment in the context of optimal application of QoS
mechanisms. Based on the results obtained from the created
software tool, the appropriate QoS mechanisms have been
implemented. Implementation of QoS mechanisms has been
performed on the basis of the mathematical model and sta-
tistical parameters of transported data traftic obtained from the
software tool. In this way, it is possible to apply the QoS
mechanisms by the deterministic method and not by the trial
and error way. Based on the results of the analytical model
and created software application the QoS tools implement-
tation can be optimized [5]. In order to meet the predefined
user requirements the operating parameters of applied QoS
tools can be optimally adjusted — this fact can be considered
as the main benefit.

Compared with commercially available applications,
the created software tool provides additionally the detailed
statistical analysis of transported data traffic. It provides the
basic statistical parameters (total number of transported
packets and bytes, total number of transported packets and
bytes related to a specific protocol, percentage of transported
packets and bytes related to a specific protocol) and additional
parameters and relations (empirical probability distribution of
packet size, empirical probability distribution of packet size
related to a specific protocol, empirical probability distri-
bution of time differences between time moments of capture
of two immediate packets and so on).

These statistical parameters and characteristics are
very important mainly for optimal application of QoS mecha-
nisms. Furthermore, in addition to average and peak values of
packet delays and jitters application also provides the em-
pirical probability distribution of these characteristics. The
described application could be extended to the other proto-
cols and applications.
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ing, electronics, information and media technologies
in Hungary.

Besides its more than 1300 individual members, the
Scientific Association for Infocommunications (in Hun-
garian: HiRKOZzLESI ES INFORMATIKAI TUDOMANYOS EGYESULET,
HTE) has more than 60 corporate members as well.
Among them there are large companies and small-and-
medium enterprises with industrial, trade, service-pro-
viding, research and development activities, as well as
educational institutions and research centers.

HTE is a Sister Society of the Institute of Electrical and
Electronics Engineers, Inc. (IEEE) and the IEEE Communi-
cations Society. HTE is corporate member of Interna-
tional Telecommunications Society (ITS).

What we do

HTE has a broad range of activities that aim to pro-
mote the convergence of information and communi-
cation technologies and the deployment of synergic
applications and services, to broaden the knowledge
and skills of our members, to facilitate the exchange

of ideas and experiences, as well as to integrate and
harmonize the professional opinions and standpoints
derived from various group interests and market dy-
namics.

To achieve these goals, we...

e contribute to the analysis of technical, economic,
and social questions related to our field of compe-
tence, and forward the synthesized opinion of our
experts to scientific, legislative, industrial and edu-
cational organizations and institutions;

¢ follow the national and international trends and
results related to our field of competence, foster
the professional and business relations between for-
eign and Hungarian companies and institutes;

e organize an extensive range of lectures, seminars,
debates, conferences, exhibitions, company pre-
sentations, and club events in order to transfer and
deploy scientific, technical and economic knowledge
and skills;

e promote professional secondary and higher educa-
tion and take active part in the development of pro-
fessional education, teaching and training;

e establish and maintain relations with other domes-
tic and foreign fellow associations, IEEE sister socie-
ties;

e award prizes for outstanding scientific, education-
al, managerial, commercial and/or societal activi-
ties and achievements in the fields of infocom-
munication.
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