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Global and local coverage maximization in
multi-camera networks by stochastic optimization

Krishna Reddy Konda and Nicola Conci

Abstract—In this paper we present a camera positioning and
reconfiguration algorithm for complex indoor environments. The
algorithm initially optimizes the global coverage of the selected
environment in order to maximize the visibility on the entire
area. Reconfiguration of the devices is then performed after the
camera installation, in order locally optimize coverage according
to the application requirements.

Both initial coverage optimization and reconfiguration are
achieved using Particle Swarm Optimization (PSO). The pro-
posed solution has been validated in different setups, also
taking into account occlusions and blocking introduced by the
presence of obstacles. The achieved results confirm the viability
of the approach in both positioning and reconfiguration, also in
presence of considerably complex environmental geometries.

I. INTRODUCTION

The reduction in price of video sensors and the ever in-
creasing need for security are significantly contributing to the
diffusion of video surveillance systems. The large availability
of different types of cameras and lenses let the user customize
the sensing infrastructure to achieve the desired area coverage
not only by choosing the number of sensors to be deployed,
but also selecting their features in terms of field-of-view,
resolution, frame rate, indoor/outdoor or night/day operating
modes. The large availability of different types of devices and
the corresponding number of parameters that can be tweaked
provide on the one hand a higher degree of flexibility, but at the
same time complicate the setup procedures of the acquisition
system, often resulting in a suboptimal configuration that could
lead to a reduced efficiency of the entire sensing infrastructure
[1].

The availability of automatic planners to choose the optimal
positioning of the sensors would be of great help for the
security personnel, by improving the quality of coverage,
minimizing the number of sensors and the black spots, and
including in the optimization model also the presence of
obstacles, areas subject to privacy constraints, and other per-
sonalization factors.

This kind of instruments would be in fact particularly
suitable to plan the deployment of fixed installations (build-
ings, offices, public spaces), but also in need of temporary
deployments (e.g., sports events, fairs, exhibitions) where a
fast and efficient planning would be highly desirable.

More in general, the goal of a camera planner is to guarantee
the maximum coverage of the observed space, minimizing

Manuscript submitted October 7, 2012, revised February 14, 2013.

Krishna Reddy Konda and Nicola Conci are with the Department of
Information Engineering and Computer Science, University of Trento, Via
Sommarive 5, Trento, 38123, Italy, {konda, conci}@disi.unitn.it

MARCH 2013 ¢ VOLUME V * NUMBER 1

occlusions, and obtaining the best possible visibility of the
areas of major interest.

The problem of coverage maximization can be easily de-
scribed through the so-called art gallery problem (AGP),
where the minimum number of guards is to be determined
for a given area [2]. A variant of the AGP is known as the
Watchmen Tour Problem (WTP), where guards are allowed to
move inside the polygon [3]. The objective is to determine
the optimal number of guards and their route to guarantee
the detection of an intruder. However, both AGP and WTP
related algorithms are unsuitable for most real-world camera
placement applications. Consequently, more sophisticated al-
gorithms have to be adopted to take into account the most
important parameters related to the surrounding environment,
which include constraints on observability [4], but also camera
and illumination parameters. A short overview on the most
relevant literature is reported hereafter.

Earlier solutions belong to the so-called Generate and
Test approaches, in which all the constraints and models
are incorporated into a simulation model. The HEAVEN
system [5] is one of the earliest tools using such approach.
HEAVEN uses a spherical representation to model the sensor
configuration. A geodesic dome is created around the object,
tessellating the sphere with an icosahedron that is further
subdivided in a hierarchical fashion by recursively splitting
each triangular face into four new faces. A similar system
called ICE (Illumination Control Expert) [6], includes also the
planning of illumination sources.

Synthesis approaches model the constraints as analytic func-
tions, and formulating the problem in terms of satisfaction
of constraints. Each requirement generates a geometric con-
straint, which is satisfied in the 3D domain of admissible
locations. The admissible domains obtained are then inter-
sected to each other in order to determine locations that satisfy
all constraints simultaneously. An early work in this area is
proposed by Cowan and Kovesi [7], in which camera locations
are generated also with respect to illumination planning. In [8]
the authors propose a camera placement algorithm based on a
binary optimization technique and using polygonal spaces pre-
sented as occupancy grids. In [9] camera views are optimized
so as to provide the highest resolution of objects and motions
in the scene. The optimal view is defined by the application
scenario (e.g., motion recognition, visual metrology).

Expert Systems address instead the high-level aspects of
the problem, informing, for instance, about whether front
or back illumination is more appropriate for the particular
object and the corresponding features to be observed. An
expert system is primarily used as an advising tool. A good
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example is the system LIGHTING ADVISOR [10], which
provides advice regarding the best lighting configurations in
given circumstances.

Among the most recent proposals in camera positioning
and reconfiguration algorithms, the work by Mittal and Davis
[11] presents a probabilistic framework for object visibility
in a multi-sensor environment. Piciarelli et al. [12] address
the problem of camera networks reconfiguration, by adjusting
pan, tilt, and zoom. They use the Expectation Maximization
algorithm, in order to maximize the coverage of salient por-
tions of the observed scene, where the saliency is identified
by motion activity maps. In [13], the authors propose a frame-
work for target coverage based on the spatial decomposition
of the network and optimizing the solution for individual
partitions. Erdem and Sclaroff [14] maximize the visibility
in multi-camera networks based on radial sweep. In [15]
event based network re-configuration of cameras is presented,
even though positioning and reconfiguration is foreseen for
moving cameras, which is not in line with generic surveillance
scenarios, where the absolute position of cameras is generally
fixed. Similarly, a reconfiguration algorithm for continuous
tracking is proposed in [16]. However, the camera model
used in the paper may result too simplistic since it does not
consider various camera parameters that might vary based on
reconfiguration. Dieber et al. [17] propose an algorithm, which
sell optimizes the positioning of mobile aerial cameras based
on a simple camera model, which assumes fixed coverage for
all the cameras. In this paper we propose an automatic camera
positioning tool, which aims at addressing both the global and
the local coverage issues, where by local we define critical
areas in the area like doors, windows, objects of interest.
The work stems from an early solution to the optimization
problem, presented in [18]. The main novel aspects of this
work consists of two main items. The first one is given by the
concept of quality of view for the camera model, by defining
the optimal region in the image plane for the observation
of specific objects and targets. Secondly, we also address
the issue of sensors reconfiguration after initial positioning,
achieved by adjusting the camera parameters on the basis of
the requirements imposed by the events occurring in the scene.

II. PARTICLE SWARM OPTIMIZATION

Particle Swarm Optimizer (PSO), developed by Kennedy
and Eberhart [19], is a robust stochastic search technique
based on the movement and intelligence of swarms. It has
demonstrated to be effective in solving complex non-linear
multidimensional discontinuous problems in a variety of fields
[20]. Unlike other multiple-agent optimization procedures such
as Genetic Algorithms (GA) [21], PSO is based on the
cooperation among the agents rather than their competition.
Three main advantages of the PSO over the GA can be iden-
tified. In the first place, PSO requires a reduced algorithmic
complexity, since it considers only one simple operator that is
the particles velocity updating, while the GA uses three genetic
operators and the best configuration among several options of
implementation needs to be chosen. Then, PSO parameters are
easier to calibrate and to manipulate than the GA ones, whose
optimal values must be evaluated among various operators.

Finally, PSO has a major ability to prevent the stagnation of
the optimization process than GA, thanks to a more significant
level of control of its parameters [22][23].

During PSO optimization procedure, the particles of the
swarm iteratively change their positions in the solution space,
searching for the best location. The solution space is defined
by selecting the parameters to be optimized and assigning
them the corresponding range of variation. Consequently, each
parameter models a particular dimension of the solution space,
and each location in the solution space corresponds to a
particular trial solution. The goodness of the trial solutions
is evaluated by means of a suitable fitness function, which
provides the link between the optimization algorithm and the
physical world.

A short pseudocode of the PSO algorithm is shown here-
after, and the corresponding equations to compute and update
the velocity of the particles are shown in (1) and (2), respec-
tively. In the algorithm, at every iteration i, F'(j) represent
the current fitness value for particle j, pBest is the minimum
fitness value obtained so far for particle j, and gBest is the
overall global best among all the particles.

input: Number of Particles
input: Number of lterations
InitializeParticles;
for i <— 1 to Number of lterations do
for j < 1 to Number of Particles do
F(j) = Fitness (j);
if F (j) <pBest(j) then

| pBest() « F(j);
end
end
gBest = min (pBest(5));
for j < 1 to Number of Particles do
CalculateVelocity (j);
UpdateVelocity (j);

end
end
Algorithm 1: Pseudocode of the PSO.

v(7) = v(j) + ¢y *rand() * (pBest(j) — F(j)+

eo * rand() * (gBest — F(j)) )

E@)=F{)+o(j) )

In (1) ¢; and ¢y are configuration parameters defined in
literature, and rand() is a random number defined in [0, 1].

I1I. THE PROPOSED APPROACH

In our approach we propose to optimize the coverage using
a global and a local model as an analytic function of the
camera parameters (positional degrees of freedom, pan, tilt
and zoom), where the global component is defined to take
the environment configuration into account, while the local
component considers the position of objects of interest in the
scene.

MARCH 2013 ¢ VOLUME V * NUMBER 1
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Initially, global optimization is achieved finding a suitable
positioning of the sensors in the environment. Once the
position of the cameras have been fixed, in case of need
(e.g., presence of new obstacles, objects, changes in the
environment) reconfiguration is run in order to maximize the
local coverage.

A. Global coverage

In order to model global coverage, we have defined two
different conditions to be met. pixel density and quality of
view.

Pixel density refers to the fact that the information obtained
from an image or a video is dependent on the number of
pixels per surface area of the environment. Pixel density can be
modeled as a function of the field-of-view and the resolution
of the camera. In order to model the pixel density, we propose
to represent the camera as a point source and each pixel of
the CCD as the corresponding ray that emerges from the point
source, Accordingly, far away areas in the environment receive
less rays, corresponding to lower pixel density, whereas areas
closer to the camera will be intersected by a higher number
of rays, thus achieving higher resolution. An example about
the mapping of the grid in the floor plan to the camera CCD
is illustrated in Fig. 1.

SN 7 2o

— il o Sampl
Floor Plan

Fig. 1. Pixel Mapping. Each area of the floor plan is captured by a number
of pixels that depends on the distance from the camera.

The quality of view of a target refers instead to the relation-
ship between feature detectability of the target and the distance
from the camera. Given a sensor resolution, the recognition of
an object will strongly depend on its distance from the camera:
if it is too distant details will be unintelligible; if it is too
close, the whole object might not be visible entirely due to
the limited ficld-of-view of the camera. To take into account
this parameter, we start from the pixel density information
defined in the previous paragraph, so as to model the visibility
constraint as a Gaussian distribution that is computed along
the ray emerging from the camera (see Fig. 2. The optimal
distance is located at the center of the Gaussian, and needs to
be specified according to the size and type of the objects to
be monitored (e.g., humans, cars), such that they are clearly
visible in case they enter the field-of-view of the camera.

MARCH 2013 ¢ VOLUME V * NUMBER 1
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Y
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of View
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Distance From Camera di

Fig. 2. Quality of view. The optimal distance for observation depends on
the kind of objects to be monitored in the specific scene.

B. Local Coverage

As far as the local coverage is concerned, each area of inter-
est (doors, windows, statues, paintings, other objects, ete.) is
modeled as a negative exponential function of global coverage
at the local target location, and it is expressed as a function
normalized between zero and one, as shown in (3). As we
can see from the equation the function reaches its maximum
when the object is at the cell which has the maximum global
coverage. Further details about the parametrization of all the
above mentioned elements are provided in next sections.

T, =1—exp(—Cg) (3)

C. Camera Model

The parameterization of the camera model, as discussed
above, includes both aspects of pixel density, and quality of
view.

All simulations we will present are carried out on the
ground plane, thus discarding the vertical dimension. From
the optimization point of view, the extension to the third
dimension is straightforward. However, it is worth noting that
in most scenarios the height term is less relevant, because it
is common sense to position the cameras either on the ceiling
or on the walls, and at the same height. This limits on the one
hand the accessibility to non authorized users, and on the other
hand it improves the visibility of the area to be monitored.

The quality of view of an object is modeled as a Gaussian
distribution, evaluated along the ray emerging from each pixel
of the camera, as shown in (4):

. nopty2
1 emp(—(di D ))

Q(d;) = _ “4)

2no 20
where d; is the distance of the cell hit by the ¢-th ray, and
D°P* is the optimum distance, at which the objects of interest
has maximum quality of view. In the current scenario D°P' is
chosen as a constant.

In order to determine the areas that are visible in the map,
we have to define a metric of visibility for the quality of view
function. A given cell in a grid is said to be covered if the
total quality of view, as defined by summation of Q(d;) of
individual rays that pass through cell, is greater that a certain
threshold. The threshold value has been empirically set to 0.5.
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As far as the reconfiguration is concerned, and considering
that we model the environment as a 2D plane, the camera
parameters we consider for reconfiguration are pan and zoom,
ignoring the tilt component. Pan is defined as the horizontal
orientation of the camera, and zoom is in general expressed as
a combination of two components, namely optical and digital
zoom.

Optical zoom corresponds to imposing a change in the
focal length of the camera. Using optical zoom enables us
to capture a picture from a near view without any change
in image quality. Mapping optical zoom into our model,
basically implies to shift the quality of view function by the
corresponding amount of zoom applied. For instance if the
optical zoom applied is of a factor N the (4) is modified as
in (5).

1 1; — N+ DoPt))?
V QWerp (_ : 2;2 ! ) Q.

Digital zoom allows instead for a closer view on the target
by decreasing the image resolution on the object of interest
and resampling. This operation works reasonably well when
the object is within a limited distance from the camera and
becomes less effective as soon as the object of interest is
moves far away. In this second case, and in order to be
effective, digital zoom is to be used in combination or in
cascade with optical zoom.

In our model we simulate zoom by decreasing the field
of view of the camera, while keeping the number of rays
that correspond to pixels in the camera constant. The rays
intersecting the object of interest will then increase.

D. Algorithm

The proposed algorithm can be described in six steps, as
explained here after.

Step 1 - Determine the solution space. If the task at hand is
initial positioning of cameras, we need to identify the solution
space, consisting on the perimetral and internal walls, and
defined in terms of position and maximum orientation span.
In case the provided map also includes the presence of target
objects of interest, given the number of cameras, the algorithm
will optimize the position of the devices, by either focusing
more on global or local coverage depending on the input
requirements.

Similarly, if the task at hand is reconfiguration, the solution
space consists of all pan and zoom configuration allowed for
the devices, given their initial position.

Step 2 - Compute Global coverage. In order to calculate
the global coverage, the environment map is divided into a
grid of N x N pixels. The granularity of the grid is chosen
depending on the map scale, as well as on the desired accuracy
in positioning. The finer the grid, the more accurate will be
the result, at a cost of a higher computational complexity. For
each camera, the pixel density (i.e., the number of rays passing
through each cell of the grid) is computed. While estimating
the number of rays, obstructions caused by the obstacles are
also taken into account. The higher the number of rays that

INFOCOMMUNICATIONS JOURNAL

cover a grid cell, the higher the pixel density, as calculated in

(6): .
Clm,n) =>_Q(d;) (6)

i=0
where C'(m,n) is the final quality of view metric obtained for
a specific cell, and m and n give the location of the cell in
the map. As can be seen from (6), this metric will weight the
quality of view function measured as in (4) considering the
number of rays that intersect the cell (12). Conversely, we can
say that the number of pixels occupied by a particular cell in
the video frame is directly proportional to the number of rays
that pass through that cell in the grid.

We then label the cell as “visible” only if the quality of view
is higher than a predefined threshold. The global coverage
is estimated as the number of visible cells divided by total
number cells in the grid (7).

Y CYF,’“S-U;EM'ME
€6 = Cellsuota ik

Step 3 - Include Local coverage. For a given camera position
the local coverage is given by (5). Accordingly, the overall
local coverage is given by (8):

1 iy
Cr = ?;Tk (8)

where T is the total number of target objects and T}, is the
target coverage given by (3) for the corresponding target.

Step 4 - Fitness Function. We need now to define a suitable
fitness function that will be used by the PSO algorithm as
a target for the optimization procedure. The proposed fitness
function combines both global and local coverage, and each
term can be weighted according to the users’ preferences and
the application requirements (9).

F(Cq,Cr)=(1-Cg)*w+(1-Cp)+x(1—-w) (9

In (9), Cs represents the global coverage, and C'7 models
the local (target) coverage; w is the weight used to balance
the trade-off between global and local coverage, respectively.
We can notice from (9) that, as soon as the global and local
coverage approach 1 (maximum coverage), the fitness function
converges to zero.

Step 5 - PSO. PSO is applied to the solution space defined in
Step 1. At each iteration, the particles position and velocity are
updated, until convergence. Convergence is usually achieved
when the fitness function reaches a minimum, or when a
termination criterion is fulfilled (e.g., maximum number of
iterations).

Step 6- Check for changes in the environment In case after
the initial camera deployment, changes in the environmental
conditions occur (thus requiring a reconfiguration of the net-
work) the algorithm can be run again and the optimization will
in this case only focus on the pan and zoom parameters.

E. Fitness function

The fitness function is the most critical element of the
whole algorithm, as it determines the behavior of the particle

MARCH 2013 ¢ VOLUME V * NUMBER 1
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swarm and also the convergence characteristics of the PSO
algorithm. Typically an ideal fitness function should have
following characteristics

e it should get minimized when the intended output is
maximized;

« minimization should be applicable even if only one of
the involved parameters is varied while keeping all other
parameters constant;

« each and every parameter that is involved in the optimiza-
tion process should get due representation in the fitness
function.

In line with the above requirements our fitness function has
been formulated in (9). As can be seen, the fitness function
is the weighted summation of local and global coverage. The
overall algorithm and the computation of the fitness function
is shown by pseudo code in Algorithm 2.

input : Map [/ divided into N x M cells of equal
size

input : Camera Resolution

output: Fitness Value

Initialize Camera Positions from PSO,
Initiate number of rays from camera based on video

resolution;

Qov ; % Quality of View of the Cell
QOL ; 9% Intensity of light perceived by the cell
goodCells = 0 ; % Number of cells with good
coverage

C = 0; % Obtained Coverage for each cell

for i < 1 to N do

for j — 1 to M do

pixelDensity «+RayIntersect (i,j);
QOV « QualityOfview (¢,5);

QOL +LightIntensity ; % Constant
C(i, j) = pixelDensity + QOV = QOL;

if G(i,7) >= Gy, then

| goodCells ++ ;
end
end
end
G, goﬁiﬁins R % Compute Global Coverage
k=T;

while % # () do
%0 Compute Target Coverage
T(k) = Gaussian (D,C (mn),QOL);
Cr = Cr + I8,
k-~
end
% The final output is a combination of Global and
Local coverage with weights wg and wr
F(Cg.Cr) ¢+ w=(1-Cqg)+ (1 —w)*(1—-Crp);
Return F(Ceq, Cr);

Algorithm 2: Fitness Calculation

MARCH 2013 ¢ VOLUME V * NUMBER 1
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1V. SCENARIOS

Without loss of generality and considering that cameras
are usually positioned at the same height, simulations are
performed in two dimensions, thus discarding the height
coordinate. Moreover, the number of rays corresponding to
the pixels is downsampled by a factor 4, in order to make the
computational complexity tractable. Considering a standard
camera resolution of 640x480 pixels, this implies using 160
rays emitted by each camera, which still represents a fairly
dense sampling of the space. The field-of-view is fixed in
the range between 5 and 90 degrees and optimum distance
for quality of view is fixed at 40 pixels in the map, which
corresponds to about 10 meters in the real environment.

In order to assess the validity of our approach, we tested
the algorithm on three different maps. As far as the simulation
procedure is concerned, we initially determine the cameras
position on the map, assuming that no object is present. This is
equivalent to optimizing only with respect to global coverage.

After the initial setup, ten different objects of interest are
placed in the map. At this point the algorithm is required to re-
align the cameras, keeping the positioning of the sensors fixed.
This implies that in determining the new camera parameters,
only local coverage is considered, thus setting w = 0.

The environment maps used for the testing are shown in the
left column of respective Fig. 4-6. Cameras can be positioned
along internal and perimeter walls of the environment. In the
picture we also show the positioning of the targets that will be
introduced after the initial setup of the camera infrastructure
is found.

V. EXPERIMENTAL RESULTS

As explained in Section IV, we will present the results ob-
tained in the selected scenarios by first illustrating the quality
of the global coverage achieved in the initial positioning, and
then focusing on reconfiguration for local (target) coverage.

Initially, the environment in which the cameras have to be
deployed, do not include targets. Hence, the goal of initial
placement is global coverage maximization. In order to do so,
we assume that initially cameras are zoomed out (maximum
field of view). At this stage, the aim of the algorithm is to
find the best position to achieve optimum global coverage.
In the maps that will be presented, different colors are used
to illustrate the quality of the coverage in over the entire
map. For global coverage, areas with maximum coverage (i.e.
when C(m,n) is greater than 100) are represented in white,
and areas which fall in the range 10 <= C(m,n) < 100
are represented in green. Blue indicates areas, which satisfy
0.5 <= C(m,n) < 10. Red areas represent zones of the
environment, which are visible to cameras but fall below our
visibility threshold of 0.5, and black areas are not visible to
cameras because they fall out of the field-of-view, or due to
the presence of obstacles.

It is worth mentioning that the coverage will in general
hardly reach 100%, since the coverage function decreases with
the distance of the pixel from the camera position. As an
example, to show the effectiveness of the global coverage
optimization we have applied our algorithm on a simple map,
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()
Fig. 3.

(b)

shown in Fig. 3, for which the optimal positioning (about 60%)
is known. Through our simulation and after 50 iterations, we
could achieve 52%, demonstrating that PSO turns out as a
good alternative to deterministic algorithms.

After the initial positioning is completed, targets are ran-
domly distributed over the map. The goal of reconfiguration
is to maximize target coverage; however, in most surveillance
scenarios camera deployment is fixed and does not allow
repositioning after installation, unless PTZ cameras are used.
Hence, according to our model the only reconfigurable param-
eters are pan, and zoom. The algorithm is re-run considering
the absolute position of the cameras fixed, thus optimizing
target coverage. The input maps used for the three test cases
are shown in Fig. 4-6. Initial positioning is performed with
the zoom set to 1x, while pan is a free parameter that can
be adjusted to obtain maximum coverage. As far as the first
map is considered, the coverage level obtained after the initial
placement of cameras is shown in Fig. 4(b). In the figure, the
environment is overlapped for convenience with the output
coverage map obtained from the algorithm. The percentages
of global coverage C'¢; are shown in Table L.

However, we can notice that although the overall coverage
percentage is good, this is not optimized when the targets are
deployed, and reconfiguration is required.

TABLE 1
GLOBAL AN LOCAL (TARGET) COVERAGE FOR THE THREE MAPS USED
FOR TESTING.

[ Map | Config. | Cc | Green [ Blue | Red | Black [ Cr |

1 Initial | 0.51 5 1 3 0 0.60
Final 0.50 5 3 1 1 0.87
5 Initial | 0.54 2 1 5 1 0.58
Final 0.44 7 1 0 1 0.78
3 Initial | 0.51 2 3 3 2 0.54
) Final 0.48 7 1 0 2 0.80

As can be seen from the figures in Table I and as depicted in
Fig. 4(c), after reconfiguration, Cr has increased quantitatively
and qualitatively. In fact, initially three targets are left out
with average coverage of (.60, while after reconfiguration the
average coverage has increased to 0.87 by almost 50% with
only 2 targets left out.

N

(©)

Global coverage maximization, Sample map (a), optimal coverage (60%), proposed method (52%).

In a similar fashion. we have conducted the the initial
positioning and the re-alignment of the cameras also on the
remaining two maps. The obtained maps after initial global
coverage optimization are depicted in Fig. 5(b) and Fig. 6(b),
respectively. Similarly, the final camera setup after recon-
figuration is shown in Fig. 5(c) and Fig. 6(c), respectively.
Similarly to the previous experiment, numerical results are
presented in Table L.

From the experiments it is reasonable to say that the
performance of the algorithm is consistent across different
environments, maintaining in all cases more than 50% im-
provement in the target coverage.

VI. CONCLUSIONS

In this paper we have proposed a tool for automatic po-
sitioning and reconfiguration in multi-camera networks using
the PSO algorithm. The algorithm aims at dealing with both
global and local coverage, that can be set with tunable weights.
The coverage is defined as the fulfillment of different quality
parameters, including pixel density, quality of view, and the
presence of obstacles. The experimental validation carried out
on different environmental setups demonstrate the efficiency
of the algorithm in achieving a good coverage of the observed
space, also in presence of obstacles and targets.
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Abstract—In highly mobile scenarios, mobility-induced channel
time variation (CTV) will destroy the orthogonality among
subcarriers in orthogonal frequency division multiplexing
(OFDM) systems, which causes intercarrier interference (ICI)
and thus degrades the system performance. On the other hand,
carrier frequency offset (CFO) between the oscillators of the
transmitter and the receiver also causes ICI. As a result, when the
CFO and the channel time variation coexist, ICI caused by the
two factors become more severe and thus complicate the receiver
design. In order to cope with the ICI caused by these two factors,
this paper investigates two receiver structures for OFDM systems.
One separately addresses the effects of the CFO and the channel
time variation, and the other makes an integrated compensation
of the two factors. Performances of the two receivers are studied
and compared through numerical simulations. Results obtained
from simulations show that the separate receiver takes advantages
over the integrated one, and is an appropriate option for OFDM
receiver under both high mobility and carrier frequency offset.

Index Terms—orthogonal frequency division multiplexing,
carrier frequency offset, time varying channel, equalizer

I. INTRODUCTION

FDM is a frequency efficient transmission technique

owing to its capability of maintaining the subcarriers
orthogonality. Moreover, it is computationally efficient as the
modulation and demodulation can be realized by using fast
discrete Fourier transform (FFT) [1]. Till now, OFDM has
become an important transmission technique in various
wireless communication standards including IEEE 802.11a,
802.16¢, 802.20 and 802.22 etc [2]. The aforementioned merit
of such a transmission technique is obtained assuming no
channel variation for the duration of an OFDM symbol [3]. In
mobile application environments, however, there exist many
challenges for this technique to be addressed. For one thing, the
channel time variation (CTV) in mobile environments will
destroy the orthogonality among subcarriers and result in
intercarrier interference (ICI) which thereby degrades the
system performance. For the other, carrier frequency offset [4],
the frequency discrepancies between the oscillators of the

Manuscript revised February 6, 2013. This work was supported in part by
the Natural Science Foundation of Fujian Province of China under Grant No.
2012J05119, the Fundamental Research Funds for the Central Universities
under Grant No. 11QZR02, the Scientific Research Fund of Huaqiao University
under Grant No. 12BS230.

D.-H. Chen is with Huaqiao University, Xiamen, 361021 China (e-mail:
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transmitter and the receiver, will also destroy the subcarrier
orthogonality and cause ICI. As a result, the ICI will be severe
under both the CFO and the channel time variation, so in order
to reduce their effects, associated mitigation method is
indispensable.

For mitigating ICI caused by the channel time variation,
Stamoulis et al. proposed a time-domain equalization approach
by designing a series of block ICI-mitigating filters [5].
Compared with the time-domain approach, the method in the
frequency domain is more advantageous in the sense of the
compromise between system performance and complexity. So
rather than still working in the time domain, Choi et al.
proposed a minimum mean squared error based
frequency-domain equalization method [6]. A remarkable
feature of this method is its ability of exploiting the inherent
time diversity provided by the channel time variation, achieved
by using an ordered serial interference cancellation (OSIC)
during the MMSE equalization of OFDM symbols.
Unfortunately, however, this method has an unaffordable
computational load as it involves tedious subcarriers sorting
and complex matrix inversion. With the aim of reducing
computational complexity of Ref. [6] and based on the
observation of ICI diminishing rapidly with subcarrier intervals
increasing, Cai and Giannakis proposed a reduced-complexity
MMSE equalizer with SIC by neglecting the ICI from
subcarriers with far spacing [7]. Compared with Ref. [6], the
complexity of Ref. [7] was reduced from O(N*) to O(N?), where
N is the symbol length in terms of subcarriers, unfortunately
however, such a computational load is still high for practical
applications. For further reducing the computational
complexity, [8]-[10] independently proposed several ICI
equalization methods of linear complexity with the symbol
length. Fang ef al. proposed a block turbo MMSE equalizer by
exploiting the band structure of the channel frequency domain
(CFR) matrix [8]. In Ref. [8], the intensive computations of
matrix inversion is lessened by means of a band LDL
factorization. In Ref. [9], Schniter proposed a two-stage turbo
equalizer also by exploiting the band structure of the CFR
matrix. In this algorithm, the first stage used an optimal linear
processing filter for windowing the received signal in order to
restrict the ICI support. Using the windowed signal, the second
stage adopted a serial turbo equalizer to recover the transmit
symbols. In addition to the turbo equalizers [8-9], Li et al.
proposed a one-tap frequency-domain equalizer with parallel
ICI cancellation [10]. In the parallel interference cancellation
of Ref. [10], only parts of the neighboring ICI are considered in
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order to reduce the computational complexity which thereby
sacrificed the equalization performance. In [11], a CFO
compensation technique was proposed to improve the channel
estimation reliability using picce-wise models, but its focus is
on reducing the ICI impact on the channel estimation.

As stated previously, when the channel time variation and
the CFO coexist, the 1CI becomes more severe. Existing
OFDM receiver designs generally consider only one or neither
of the two factors of the CFO and the channel time variation
[12-13]. This doe not conform to the actual conditions of
mobile applications. By now, few literatures addressed the
receiver designs for OFDM system under such cases. In this
paper, we consider the receiver design for OFDM operating
over time varying channels and in the presence of CFO. Two
types of receivers, the hybrid time-frequency domain receiver
and the pure frequency domain receiver, are investigated and
compared under the considered cases. The hybrid
time-frequency domain receiver works in two stages. In the
first stage, the effect of CFO is compensated from the received
signals in the time domain. As the CFO has been compensated
in the first stage, the second stage only needs to cope with the
channel time variation. Specifically, the received signals after
CFO compensation are firstly converted into the frequency
domain, and then feeds into an ICI equalizer to recover the
transmit symbols. The frequency domain receiver, as its name
indicates, only works in the frequency domain. After
converting the overall received signal from the time domain to
the frequency domain, it jointly equalizes the channel time
variation and the CFO. In order to evaluate the two receivers,
comparisons in terms of system performance and complexity
are made through numerical simulations.

The rest of the paper is organized as follows. Section I
presents the system model for OFDM under the effect of both
time varying channels and CFO. Section III addresses the
receiver design for OFDM affected by time varying channels
and CFO. Section [V presents some simulations to evaluate the
receiver performance. Finally, section V concludes with a
summary of some key results.

II. SYSTEM MODEL WITH BOTH CFO AND CTV

In the transmitter, the bit streams are mapped into complex
symbols X(k) according to the adopted modulation scheme such
as QPSK. After a serial to parallel conversion, the QPSK
symbols are converted into the time domain by using an
N-point inverse DFT. The resulting OFDM modulated signal is
given by

v
x(n) = \/_ZX(k)cxp(JZHkn/N) n=—-G,-,N-1, (1)

where N and X(k) are the OFDM symbol length in terms of
subcarriers number and the data modulated on the #kth
subcarrier, respectively. G is the cyclic prefix (CP) length
bigger than the maximal channel delay. The OFDM signals

10

{x(n), n=-G, ..., N-1} are transmitted over doubly selective
channels. After removing CP samples at the receiver, we get the
received signal in the time domain [7]

z:n L—

Zh‘(ﬁ Dx(n—1)+ w(n), (2)

r(n)= c

where ¢ is the CFO between the oscillators of the transmitter
and the receiver; h(n, [) is the channel impulse response (CIR)
corresponding to the /th transmission path at time »; w(n) is the
additive white Gaussian noise (AWGN) with zeros mean and
variance of o”. After discarding the CP and performing an
N-point DFT to the received signal, we arrive at [7]

R(k) = Zr(n)exp( i27kn ! N)
\/_ n=0 o (3)
= H(k, k)X (k) + H (k)X (1) + W (k),

u=0k#u

where R(k) and H(k, k) are the received signal in the frequency
domain and the associated channel complex gains on the kth
subcarrier, respectively; W(k) is the additive noise in the
frequency domain. The second term in the right hand side (RHS)
of (3) is the ICI superimposed on the kth subcarrier and H(k, u)
denotes the weighted ICI coefficient from the uth subcarrier.
The formulas of H(k, k) and H(k, u) are given by

H(k,k) = ZIE (Dexp(— j2nkl / N) )

=0

1.=1 20
I[(k,u)Z( Zh( l) “‘L U= 5)"}—JT!#’ (5)

and

respectively. A(/) in (4) is defined as the time-averaged
product of the CIR and the CFO over a symbol:

N-I

h(l)= %Zh(ﬁ,l)exp( j2men! N). (6)

n=0

When the channel is static and the CFO is zero, [{(k, #)=0 for
any k#u , ie., ICl no longer exist under time invariant
channels and perfect carrier synchronization. If the channel is
static, H(k, u) becomes [4,14-15]

H (ko) =——00%) eXp(Jr(N ~De-u+ k]
Nsin[”(“;k)) N

(7)
For the convenience of derivations, (3) can be further written
in a vector form [7]:
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R=HX +W, (8)

where R = [R(0), R(1), ..., R(N-1)]" is defined as he received
signal vector; X = [X(0), X(1), ..., X(N-D)" is the transmitted
symbol vector and W = [W(0), W(1) ,....W(N-1)]" is the
superimposed noise vector. H is an NxN channel frequency
response matrix:

HLD  H(L2) H(L,N)
- 11(:2,1) 11(?,2) 11(2:,N) - -
H(N,1) H(N,2) H(N,N)

As can be seen from (9), non-zero elements on the
non-diagonal matrix H incur ICI that need be addressed in the
receiver designing.

III. OFDM RECEIVERS DESIGN UNDER BOTH CFO AND CTV

Based on the signal models derived in Section 2, this section
investigates two types of receivers, the hybrid time-frequency
domain receiver and the pure frequency domain receiver, in
presence of both the CFO and the CTV. In the hybrid receiver,
effects of the CFO and the channel time variation are
compensated separately. Specifically, the CFO is firstly
removed from the received time-domain signals. The resultant
received signals are then converted from the time domain into
the frequency domain. Finally the ICI only caused by the
channel time variation are mitigated in the frequency domain.
As compared with the hybrid/separate receiver, the pure
frequency receiver works in a different manner, It jointly

addresses the effects of the two factors in the frequency domain.

For the convenience of discussion, two receivers of the separate
and the joint/integrated are denoted by the type-I receiver and
the type-II receiver respectively.

r(n) %; »0) 1Y) | in |
requency-Domain
» FFT —» %t
; = Equalization l
LU
l e V'
Fig. I. Hybrid time-frequency domain receiver.

A.  Hybrid time-frequency domain receiver

The hybrid time-frequency domain receiver, as shown in Fig
1, is based on the received signal model (2). In this structure,
the CFO is firstly removed by multiplying the received signal
(2) with sequences exp(—j2men/N),n=0,---,N—-1. The

resulting received signal after CFO compensation is given by

y(n)= Zlh(n,[)x(n =) +v(n), (10)
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where v(n)=w(n)exp(—j2zen/ N). As w(n) is identically and
independently distributed (i.i.d.), v(n) is also i.i.d. and has the
identical distributions as w(n). Performing an N-point DFT to
(10), we arrive at

l N-1

Y(k)=—=">y(n)exp(-j2zkn/ N)

VN i (1)
=Gk, )X (k) + Vi Gk, u) X (u) + V (k),

u=0kzu
where G(k, k) and G(k, u) are the special cases of H(k, k) and
H(k, u), respectively, with the exception of & = 0.
Similar as (8), for the derivation convenience, (11) can be
written in a vector form by (12)

Y=GX+V, (12)
where G is the ICI coupling matrix defined as
G(L1)  G(1,2) G(,N)
_ G(:Z,l) G(2:,2) G(Z:,N) . %)
G(I-V,I) G(]\-/,2) G(A",N)

Comparing (12) with (8), we find they are in a similar form
with exception that the ICI coefficients in the ICI coupling
matrix G are caused only by the CTV while in H they are
caused by both the CFO and the CTV. As the received signal is
only affected by the CTV, the following task of the receiver is
to mitigate the CTV induced ICI in the frequency domain.
From (12), the equalized symbol X based on the MMSE criteria
is given by

X=(G"G+c'I)'G"Y, (14)
where [ is an NxN diagonal identity matrix. As can be seen
from (14), direct MMSE equalization in the presence of ICI
involves NxN matrix inversion which is a heavily
computational task for practical realization. Fortunately,
previous study has shown that the ICI caused by only CTV
diminishes rapidly with the increasing of subcarrier intervals.
Based on this observation, the frequency domain equalization
can be realized in a low complexity, by considering ICI only
from neighboring subcarriers, without obvious performance
degradation.

R(x) Frequency-Domain

Equalization

r(n)
—» FFT

Fig. 2. Pure frequency domain receiver.
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B. Pure frequency-domain receiver

Different from the hybrid receiver, the pure
frequency-domain receiver, as shown in Fig 2, is derived on the
basis of signal model (8). Tt jointly compensates the ICI
induced by both the CFO and the channel time variation. The
transmitted symbol can also be recovered by using MMSE
equalization:

X=(H"H+0c’I)'H"R. (15)

As (15) takes on the form of (14), so the type-IT receiver can
also be realized in a low complexity so long as the 1CI induced
by both the CFO and the CTV decrease rapidly with the
increasing of subcarrier intervals.

In order to reveal the ICI distributions in the ICI coupling
matrix, we illustrate in Fig 3 the normalized amplitude of ICI
coefficients |H(k,u)| versus the subcarrier interval for a typical
OFDM system with N=64. Transmission channels consist of 6
independent paths with exponential power delay profile
generated by Jakes model [17]. The CIR of each path varies
with time and the channel time variation speed is measured by
the normalized (by subcarrier spacing) Doppler frequency fs.
Fig 3 considered three cases: (1) Only CFO exists (denoted by
“only CFO™); (2) Only channel time variation exists (denoted
as “only CTV™); (3) Both CFO and channel time variation exist
(denoted as “both CTV and CFO”). We see from Fig 3 that in
all cases, the ICI power decreases sharply with the increasing
subcarrier spacing, and moreover, when the CFO and channel
time variation coexist, the ICI becomes more severe than the
case of only CFO or channel time variation presents.

0

only CTV
only CFO
-20 both CTV and CFO

o
B
£ 40 |
2
£
£
8
o) -60
B
N
g -80
2

-100

-120

-40 -30 -20 -10 0 10 20 30 40
Subcarrier intenval
Fig. 3a. Illustration of the ICI distributions (/5=0.1, £=0.1)

Although both the receivers can be realized with low
complexity, the type-Il may involves more computations than
the type-I, as the ICI induced by two factors is more severe than
by only one, and a bigger bandwidth of banded matrix may be
assumed in type-II receiver to maintain the same performance
as that of the type-I receiver. In the next section, we will
evaluate the system performance of these two receivers through
numerical simulations.
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Fig. 3b. Illustration of the ICI distributions (/=0.2, £ =0.2)

C. Complexity-Reduced Equalization

Owing to the approximate band structure of CFR matrix,
there exists many low-complexity equalization methods such as
the complexity-reduced MMSE equalizer with ordered SIC
(MMSE-OSIC) [16]. Next we take the MMSE-OSIC [16] as an
example to illustrate how to use the band structure of CFR
matrix for reducing computational complexity. For the
convenience of formulation, we define the vectors: ¥, =
[Y(k-D),..., Y(k+D)]", X, = [X(k-2D),..., X(k+2D)]", W, =
[W(k-D),..., W(k+D)]", and the matrix:

H(k-D,k-2D) H(k—-D,k+2D)
H, = : : ,
H(k+D,k-2D) H(k+ D,k+2D)
where D is the number of considered ICI terms. It is worth
noting that the indexes in above expressions of this subsection

are all taken by modulo-N operation. For properly selected
parameter D, ¥, can be approximated as

(16)

Y=HX +W,.
From (17), the MMSE estimate of X(k) can be obtained as

(17)

X(k)=H!(.kXH H" +0°1,)'Y,, (18)
where Hy(:,k) is the (2D+1)th column of H, and I, denotes a
(2D+1) x(2D+1) identity matrix. In order to improve detection
performance, the ICI caused by X(k) is subsequently subtracted
from the received signal. This operation is the so called SIC.
Although the SIC can improve detection performance to some
extend, the performance improvement is restricted by error
propagation inherent in the SIC. In response, the authors in [16]
proposed a simple yet effective ordering method based on
Frobenius norm of the column vector of matrix H, to relief the
error propagation of SIC. The overall complexity-reduced
MMSE-OSIC detection procedure proposed in [16] is
summarized as follows:

MARCH 2013 ¢ VOLUME V * NUMBER 1




INFOCOMMUNICATIONS JOURNAL

Step 1. Obtain the subcarrier index k& for which the subcarrier
is detected by (19)

k =arg max ||Hm(:,m)

s (19)

where

Step 2. Obtain the MMSE estimate of X(%) using (18) and
then make a decision according to the modulation constellation
adopted.

Step 3. Perform SIC: Y=Y-H(.,k)X(k), where H(:,k) is the
kth column of the CFR matrix H.

Step 4. Set H(:,k)=0.

Step 5. Go to step 1 until all subcarriers have been detected.

According to the discussion of [16], the complexity-reduced
MMSE-OSIC equalizer is advantageous over the MMSE
equalizer with full CFR matrix in terms of both performance
and complexity.

. denotes the Frobenius norm operator.

IV. NUMERICAL SIMULATIONS

We consider an OFDM system with 64 subcarriers per
symbol. Each symbol appends a CP of 16 samples to avoid
intersymbol interference. Transmission channels consist of 6
independently paths with exponential power delay profile, and
the CIR of each path are Rayleigh distributed samples
generated according to the classic Jakes model [17]. In the
simulations the normalized Doppler frequency fq is set to be 0.1
and 0.2, and the CFO are also chosen to be 0.1 and 0.2. Other
simulation parameters are the same as in Section 3. In order to
reduce the receiver complexity, we use the complexity-reduced
MMSE-OSIC method [16] to perform ICI equalization in the
frequency domain. The parameter D of the MMSE-OSIC is
chosen to be 4. Moreover, the MMSE equalizer with full CFR
(i.e., all ICT are considered) is used to benchmark the
equalization performance. We also assumed perfect knowledge
of CFO and channel state information at the receiver.

10°
Full MMSE, Type-l !
Low Complexity MMSE with OSIC, Type-|

. Full MMSE, Type-li

19 Low Complexity MMSE with OSIC, Type-II

107

BER

10

10 -

10°

0] 5 10 15 20 25 30
SNR/dB

Fig. 4a. BER Performance under both CFO and CTV (fi=0.1, £=0.1).

Fig 4 shows the bit error rate (BER) versus signal to noise
ratio (SNR) using the two type receivers. In these plots, “Full
MMSE” denotes the MMSE equalizer with full CFR and “Low
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Fig. 4b. BER Performance under both CFO and CTV (=02, £=0.2).

complexity MMSE with OSIC” the low-complexity MMSE
equalizer with ordered serial interference cancellation [14]. We
see from these plots that under various conditions and for both
receivers the MMSE equalizer with OSIC is superior to the full
MMSE equalizer. This may contribute to the diversity induced
by the channel time variation. Due to the channel time variation.
the power of each subcarrier is distributed over all subcarriers
of a symbol, which produce potential diversity gains that thus
be exploited through collecting the scattered subcarrier
energies by the MMSE equalizer with OSIC. On the other hand,
under severe ICI, the MMSE equalizer cannot fully exploit this
diversity and can only mitigate the ICT to some extent.

Further more, we see from Fig 4 that under various
conditions and under the MMSE equalization with OSIC, the
type-I outperforms the type-Il, especially in the case of large
CFO. For instance, at a high SNR of 30 dB and under CTV and
CFO values of f;=0.1 and £ = 0.1, the BER of'the type-Il is 1.6
times the BER of the type-I, while at the same SNR and under
large CTV and CFO values of 4,=0.2 and &£ =0.2, the BER of
the type-II is 2.5 times that of the type-I.

In order to discover the reason why the type-I outperforms
the type-11 in the case of, especially large, CFO, we need resort
to insight analysis of the effects of the CFO on the OFDM
signals. Although in the presence of CFO the power of each
subcarrier is also distributed over all subcarriers which also
means a possible diversity, unfortunately however, the ICI
distributions in this case make the CFR matrix highly correlated
as (7) indicates. Actually, given a k, the CFR H(k,u) for any
value of u are the same when the channels is flat and static. As
is well known, matrix with correlated elements means an ill
conditioned matrix which thereby leading poor performance of
the type-II receiver.

To corroborate this claim, Fig 5 shows the simulation results
for the type Il receiver where there is no CTV and only CFO
exists. It is seen from the simulations that the performance of
MMSE equalization with OSIC is even inferior to that of the
MMSE equalization with full CFR. This is due to the ill
conditioned CFR matrix H caused by the CFO and the resulting
diversity suppression.
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Fig. 5a. BER performance with only CFO ( £=0.1)

On the other hand. for the type-I receiver, the effect of CFO
is compensated before the MMSE equalization with OSIC, so
ill conditioned CFR matrix no longer exists in this case, and as
a result the diversity gain can be exploited by the MMSE
equalizer with the OSIC. The analysis above makes us naturally
conclude that it is inappropriate for OFDM system fo
compensate the CFO in the frequency domain.

V. CONCLUSION

This paper investigates the receiver design for OFDM
system operating over both the CFO and the channel time
variation. The ICI under such cases becomes severe and the
receiver confronts challenges of intensive computations and
performance degradation. For solving this problem, this paper
investigates two receive schemes, denoted by the separate
scheme and the integrated scheme respectively, for OFDM
system operating in such conditions. Performance of these two
receivers are studied and compared through numerical
simulations. Results obtained from the simulations show that
the separate scheme outperforms the integrated one in terms of
the BER performance, and is a more appropriate option for
OFDM system operating over both the CFO and the channel
time variation.
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Abstract—The RoboCup 2D Soccer Simulation (RCSS) is a
sophisticated soccer simulation environment introduced in [1]
and implemeted in [2], [3]. For educational and other sport
science purposes, we have simplified the protocol of the RCSS.
With raw phrasing we would say that we have eliminated the
main Al part of the Al-based RCSS simulation model in order
that it can be used easily in sport science and in education of
programming. In compliance with this aim, we must modify the
RCSS environment. In our terminology, the suitable modified
ressserver is referred to as “lighter RCSS” [4], [5]. In this paper,
the experiences of our first ”lighter teams” will be presented.

Index Terms—RoboCup 2D Soccer Simulation, rcssserver/sam-
pleclient, Lighter RCSS, sport science soccer simulations, Foot-
ball Avatar, education of programming,

I. INTRODUCTION

The purpose of this paper is twofold. First, we are develop-
ing a simulation based decision making support expert system
for professional soccer in the framework of an industrial
project called Football Avatar. It involves the investigation of
the existing soccer simulation environment of the sport science
point of view. Second, whereas our part of the development
is taking place in university environment, we need to prep
students to participate in the development of the mentioned
industrial project. The present paper can be seen as a step
towards this twofold purpose.

A, Sport Science Purpose

The initiative for development of a sport science simulation
based system came from the FerSML (Footballer and Football
Simulation Markup Language) platform [6] introduced in the
paper [7]. In the terminology of FerSML, the abstractions of
soccer players, coaches and matches are called avatars. The
avatars contain all information required to play such simulated
soccer matches with probability properties corresponding to
real matches of the abstracted players and coaches. In the
special case of Football World Cups, an introductory statistical
comparison of real and simulated matches can be found in
[8]. The used simulation engine is based on our former mobile
soccer game [9] and absolutely independent from the RoboCup
(Robot World Cup) introduced in [1]. This is not surprising,
because RoboCup focuses on Al and it is purely Al in such
sense that agents have to build up themselves, from scratch,

N. Batfai is with the Department of Information Technology., Univer-
sity of Debrecen, H-4010 Debrecen PO Box 12, Hungary, e-mail; bat-
fai.norbert@inf.unideb.hu.

R. Ddczi, J. Komzsik, A, Mamenydk, Cs. Székelyhidi, J. Zakdny, M. Ispany
and Gy. Terdik are with the University of Debrecen.
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the simulated world from their very limited sensory input. In
contrast, the FerSML avatars are automatically fully aware
of the following data: the exact position of the ball, players
and parts of the pitch, the used tactics, etc. Accordingly, the
building of this sort of knowledge would be a superfluous
process for the purpose of an avatar based simulation, because
avatars are apriori aware of this knowledge. In parallel, using
the artificially limited sensory input may be waived for “sport
science” avatars that will be defined on a much higher abstrac-
tion level. However, the RCSS environment is a sophisticated
collection of GPLed open source software components (like
ressserver, ressmonitor or resslogplayer [2]). The simulation is
made inside the ressserver, the client agents are connected to it
over UDP/IP. The rcssmonitor and the resslogplayer are visual
software interfaces to the simulation. So it would also be useful
to investigate the modification of the RCSS environment in
order to serve our sport science or educational purposes easily.
In summary, our motivation is to try to eliminate the artifical
intelligence-specific limitations from the RCSS environment.
The mathematician, Gregory Chaitin, wrote in his book [10],
"you understand something only if you can program it. (You,
not someone else!) Otherwise you don’t really understand it,
you only think you understand it.” In the spirit of this, although
we are early in the investigation of soccer simulation models,
we have modified the software of the RCSS environment.
This paper is built on a modification of the rcssserver. In
parallel, we worked on a modification of rcsslogplayer, where
the Brillinger potential field [11]-based model are applied for
RCSS matches [12].

B. Educational Purpose

Programming RCSS agents is a hard task because they have
a very limited sensory input. For example, the following log
snippet shows what can be seen by an agent at every 150
millisecond:

(see 0 ((f c b)
=35) ((£f p £ b)

23.1 38 0 0) ((f r b) 54.6

where the letter f denotes the appropriate circular flag shown
in Fig. 1. A classical RCSS agent must determine its position
only from this information. But we are interested in building
agents that know, for example, their own position on the
pitch, rather than classical agents. In compliance with this,
in the lecture notes [4], [5] we introduce a new client protocol
command (pos x y power), which will move the agent
towards the (x, y) position of the pitch with the velocity
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derived from the given power. And vice versa, if the command
line option server::light_response is switched on,
the “lighter RCSS server” returns the X, y coords of an agent.
Applying these and similar modifications makes it rather easy
to use RCSS environment to investigate sport science questions
or to use it in education of programming.

ressmoniter 15.0.0

Monitor | Referee View Help

L.

RForestFC++ 0:0 RForestB

before_kick_ off 0

Fig. 1. The RCSS field of play in the program ressmonitor.

C. Comparison with Existing Works

It is important to note that we have no aim to create classical
RCSS 2D robocup agents. Our key motivation is to consider
a relaxation of the agents’ very limited sensory input together
with the RCSS protocol, because the limitations of RCSS
environment are unnecessary from the point of view of sport
science. The sub-objective of our research is to have a better
understanding of server operations. On the one hand, if we
begin from scratch, the development time of such robocup
team that can apply tactics (in the sense of the sport science)
is many years. More recently, a good example of a multiannual
development is the Romanian team OXSY [13]. On the other
hand, we may customize a ready-made agent by using the
GPLed Agent2D sources [14], for example, as some successful
teams (e.g. EdInferno.2D [15]) have already did. But in our
case, it would raise licensing questions and concerns for the
mentioned industry project.

II. THE SIMPLIFICATION OF THE RCSS AND THE FIRST
"LIGHTER TEAMS”

In this section, we present the first teams which already
use the “lighter RCSS” protocol. The Debrecen Round Forest
FC++ team is one of the many educational teams of the book
[4], [5]. Tt introduces the usage of the “lighter RCSS™ environ-
ment. The other presented teams are developed by students.
These teams are based on the educational teams. This kind of
student teams can be regarded successful if it can confidently
win against the educational teams. The development of the
teams, titled K6 papir metdl FC”, "Rozsdas FC” and "Deadly
Team”, satisfy that condition.

In particular, the “lighter teams” can be tested easily because
these teams are packaged together with the “lighter RCSS”
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server. In addition, we will emphasize some video links where
the teams in question can be seen during the matches, as well
as associated RCG (record game) files are available for all
teams. Based on these classical RCG files the matches are
reproduced exactly by rcsslogplayer [2].

A. Debrecen Round Forest FC++

The Debrecen Round Forest FC++ team is the last example
of the lecture notes [4], [5]. Here we should remark that [4]
is a Hungarian language book and it is ready to be published,
but the English translation [3] is only in work in progress
state at this moment. But of course, the package of the
modified (i.e. the lighter) RCSS server is available for down-
load from http://www.inf.unideb.hu/~nbatfai/rcssserver-15.1.
0.light5.rf.tar.bz2. This package is based on the classical RCSS
distribution and it contains some modifications to implement
the new positioning command and contains a few other files to
implement the behavior of a lighter sample team called Deb-
recen Round Forest FC++. The exactly detailed description of
changes can be found in the file NEWS in the distribution
of the package. This team is gradually developed by simpler
examples like "Bolyongé SE”, "Bolyongé FC++", “Debreceni
Lobogé FC++", "Debreceni Egyetértés FC++", “Debreceni
Hivatdasos FC++”, "Light FC++”, "Debrecen Great Forest
FC++” and "Debrecen Deep Forest FC++”. In that order these
teams give a programmed introduction to building a C++ based
RoboCup team. All teams are based on rcssserver (15.1.0) [2]
and its sample client [3]. They are simple threaded versions
of client.cpp of [2], [3], but all of them have their own lexer
part to analyse sensory data. The "Bolyongé SE” starts from
scratch to control the behavior of agents. The Light FC++ is
the first lighter team. The mentioned teams can be downloaded
from the links contained in the lecture notes [4], [5] .

The Debrecen Round Forest FC++ and the “lighter RCSS”
server can be found directly at URL http://www.inf.unideb.hu/
~nbatfai/ressserver-15.1.0.light5.rf .tar.bz2

B. The simplified server

We have modified some source files in the original rc-
ssserver [2] to implement the simplification. (A description
of the modifications can be found in the file NEWS in the
distribution of the package at URL http://www.inf.unideb.
hu/~nbatfai/rcssserver-15.1.0.light5.rf.tar.bz2.) As a result the
rcssserver can be started with the following options:

o If the optional command line option server::-
light_response is set to true, the x and y coordinates
of the client agent will be inserted into the server’s
response. (To be more precise, into the client sensor
response see [3].)

o If the optional command line option server::-—
light_response_with_angle is set to true, the X
and y coordinates and the body angle of the client agent
will be inserted into the server’s response.

o If the optional command line option server::-
light_response_with_angles is set to true, the
x and y coordinates and the body and neck angles of the
client agent will be inserted into the server’s response.

MARCH 2013 ¢ VOLUME V * NUMBER 1




INFOCOMMUNICATIONS JOURNAL

« In all the three cases, the server can interpret the newly in-
troduced client control command (pos X Y power).

The implemented command pos has the same uses as
the original client control commands. And of course, the
simplified server can work with original teams transparently
without any change.

C. Deadly Team

Our team is developed by Andris Mamenydk and Jdnos
Komzsik. The team is based on the Debreceni Hivatdsos FC++
team. The strenght of the team comes from the ability to pass
the ball from one agent to the other. To perform a pass, we
need the coordinates of the players. The coordinates can be
calculated easily if we know the position of our agent and
the distance to the flags. These are recieved from the server
automatically, so the only thing needed is the angle the agent
is standing. We calculate this as seen on Fig. 2.

Fig. 2.

The calculation of the body angle.

After this we rely on this universal passing method:

void deadlyPassXY (fleoat x, float y) (

float dist = std::sgrt(
std::pow(dl.estx - x, 2) +
std::pow(dl.esty - y, 2)
Vi

float power = dist ~ 5.0 / 2.0;

fleat angle = std::atan((dl.esty — y)/(dl.estx - x));
angle »= 180.0 / pi;
angle -= dl.esta;

if (x < dl.estx)
angle += 180.0;

if (angle > 180.0)
angle -= 360.0;

char buf[64];
std::snprintf (buf, 64,
sndCmd (buf) ;

"(kick _%f_%f)", power, angle):

We now need to decide to which players to pass to, and to
which players not to pass to. A teammate not receiving a pass
is based on two things: there is an opponent player near our
teammate or there is an opponent player close to the the path
of the pass. If there is no one to pass to, then the player can
dash with the ball if there are no opponent players near. If an
opponent player is near, our player will try to go past him. If
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there are too many opponents near, then our player will turn
around, and look for other teammates to pass to.

Meanwhile the other players seek their predefined attacking
or defensive positions if not involved in a pass. If the opposite
team is attacking, the players try to mark the attackers or tackle
if close enough. To determine the possession of the ball, we
utilize the possibility to communicate, so our players tell each
other which tactic to use.

The main weakness of our team is simply stamina. The
players get exhausted quickly because they run too much, but
sometimes they are running a bit slowly, because they are
constantly adjusting their positions to the ball.

The developement of the presented team took more than
two months, but it is continuously improved and future devel-
opments are planned.

DEADLY TEAM

Fig. 3. The logo of the Deadly Team.

D. Tortoise Formation FC

As we played matches against the famous HELIOS (more
precisely, the HELIOS base [14]), we discovered its weak-
ness, so this resulted in creating a team, based on the core
of the Deadly Team. This team is called Tortoise Formation
FC, because it uses a tactic in which the players sorround
the ball, creating an inpenetrable fortification for the HELIOS
players. This way, the players can simply march with the
ball, and score, if they are close enough to the goal. The
success of the Tortoise Formation FC demonstrates that, using
the positioning command of the “lighter RCSS”, the teams’
approaches to the game may be formed very casily. But it
has no sport scientific importance, as shown in the video at
http://youtu.be/SngSW_2Rofs, and in Figure 4.

The teams can be downloaded at the URL http://robocup.
inf.unideb.hu/~andras/RoboCup/Teams/.

E. KéPapirMetdl FC

The first K6PapirMetdl FC was developed by Roland Déczi
and Tamads Jozsi. This team was an Atan [16] (Java language)
based team and it was developed to take place in two local
RoboCup events. After this, one of the teammates left the
team and it is rewritten in C++ as a DForest based team,
which supports the simplified protocol of RoboCup2D Soccer
Simulation. The advantages of the new protocol are used by
the team. With this, the team has coordinate geometry based
methods.

When the ball is not near, the agents try to stay in their
correct positions. When it is near the goal, the goalkeeper
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Fig. 4. The Tortoise Formation FC’s approach to the game.

rushes for the ball and tries to catch it. The defenders stand
before the attackers to block them getting the ball. After
this, the defenders pass the ball to the furthest attacker. The
midfielders do the same. When an attacker agent gets the ball,
it rushes in the direction of the goal, and when the agent
is close enough, it tries to score. The target is the furthest
goalpost from the goalkeeper.

The main advantage of the team lies in the attacking
strategy, but it has its disadvantages too. The goalkeeper can
not analyze the situations as fast as it should and because of
this, we concede more goals.

Fig. 5. The logo of the KoPapirMetal FC.
The team can be downloaded at the URL http://shrek.
unideb.hu/~roland 10/RoboCup2D/team/

F. Rozsdds FC

The Rozsdds FC is developed by Jozsef Zikdny. The
team was born in a Java environment, based on Atan [16]
framework. Thanks to the simplified protocol of RoboCup 2D
Soccer Simulation, it could reborn as a C++ team, with the
adventages of the new protocol. It is based on the Debrecen
Great Forest FC++. The development lasted nearly a month.
In this work, the individual behaviour of players was focused.
For example, there is an imaginary circle around the middle
goal flag. If the goalkeeper crosses the (red) circle line, he goes
back to his place, in front of the goal. This can be calculated
easily from the coordinates of the goalkeeper, and the equation
of the circle.

18

Fig. 6. Positioning of the goalie.

The team is basically built on defensive tactics. The defen-
sive players stay on their own half of the field, they do not
take part in the attack at all. They try to keep the ball away
from the goal. If one of them gets the ball, he tries to pass it to
a teammate, or just kick it into the direction of the opponent
goal. The midfielders are playing similar like the defensive
players, but they go forward and they help with the attack.
And finally, the attackers wait for the ball on the opponent
side. They pass the ball between each other, and if they have
the chance they try to score.

The team can be downloaded at the
http://shrek.unideb.hu/~joe42/RoboCup2D/ressserver- 15.
1.0.light4. gf tar.bz2.

URL

G. NimFC

The NimFC is based on the Debrecen Round Forest FC++.
The work was much easier with the lighter server. The NimFC
is functionally divided into defenders, midfielders, strikers
and goalkeeper. The methods of passing and positioning and
the kicking habits of strikers were changed compared to the
original RForest FC++.

The team can be downloaded at the URL http://web.unideb.
hu/~szekelyhidi/rcssserver-15.1.0.light5.rf.tar.bz2.

III. CONCLUSION

How efficient and effective are the developed teams? In
this environment, it is essential to survey the matches. For
example, the playing style of our teams can be seen in the
following YouTube videos or by viewing the standard rcg
(record game) files of the next subsections.

DeadlyTeam:
http://www.youtube.com/watch?v=DsDnNwj78pw
http://www.youtube.com/watch?v=NZeP8BoOQxQ
Tortoise Formation FC:
http://www.youtube.com/watch?v=5ng5W_2Rofs

A. Results

The match results against each other can be found in the Ta-
ble I. The Table II shows our match results against the world’s
best tcams. In this latter table, the HELIOSbase [14] is a
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TABLE 1
RESULTS AGAINST EACH OTHER

Match Result

GreatForest vs DeadlyTeam 0 9

GreatForest vs DeadlyTeam 2 12

DeadlyTeam vs GreatForest 113

DForest vs DeadlyTeam I 9

DForest vs DeadlyTeam I 8

RForestFC++ vs DeadlyTeam 3 8

RForestFC++ vs DeadlyTeam 0 12

DeadlyTeam vs RForestFC++ 12 2

DeadlyTeam vs RForestFC++ 16 1

KoPapirMetal vs DeadlyTeam 2 5

KoPapirMetal vs DeadlyTeam 3 7

DeadlyTeam vs KoPapirMetal 14 3

RozsdasFC vs DeadlyTeam I 4

NimFC vs DeadlyTeam 1 12

KoPapirMetal vs RozsdasFC 7

TABLE II
RESULTS AGAINST THE WORLD'S BEST TEAMS

Match Lighter Result
HELIOS_base vs TortoiseFormation | Enabled 5 0
TortoiseFormation vs HELIOS_base | Enabled 2 12
KoPapirMetal vs HELIOS2010 Enabled 0 48
KoPapirMetal vs HELIOS2010 Enabled 0 46
RozsdasFC vs HELIOS2010 Enabled 0 35
HELIOS2010 vs RozsdasFC Enabled 17 0
RozsdasFC vs HELIOS2010 Enabled 0 34
HELIOS2010 vs RozsdasFC Enabled 210
HELIOS_base vs DeadlyTeam Enabled 31
DeadlyTeam vs WrightEagle Enabled 0 42
DeadlyTeam vs WrightEagle Disabled 0 48
RForestFC++ vs WrightEagle Disabled 0 350
DeadlyTeam vs Dainamite Disabled 0 23

base team of the famous HELIOS2010 [17] and HELIOS201 1
[18], which can be found at URL http://sourceforge.jp/projects/
rctools/downloads/55186/agent2d-3.1.1 tar.gz/. The WrightEa-
gle [19], the HELIOS2011 and the Dainamite [20] participated
in the Competition RoboCup2011 Soccer Simulation 2D in
Istanbul, Turkey, where the Chinese WrightEagle team won
this championship, the Japanese team HELIOS2011 reached
the second place and the Dainamite team from Germany
catched the 14-th place. The WrightEagle, HELIOS2011 and
Dainamite teams can be downloaded at URL http://www.
socsim.robocup.org/files/2D/binary/RoboCup2011/.

All reg files of the matches of aforementioned tables can be
downloaded at the URL http://robocup.inf.unideb.hu/~andras/
RoboCup/RCG/.

B. Teaching Experiences

We have been using (Atan [16]) Java and (rcssserver
[2)/sample client [3]) C++ based RCSS client agents [4], [5],
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[21] in the education of programming for two years in Soft-
ware Information Technology and Engineering Information
Technology BSc regular courses at the University of Debrecen.
The use of the “lighter RCSS™ has started this year and we
have very good experience with it. The lighter student teams
are proved better than the last year’s teams.

The development of “lighter teams” requires around 1-
3 months. Considering that the developers was first year
BSc students, it is a short period of time. But we have no
sufficient experience for making a precise global comparison,
because we build RoboCup teams only in the context of the
investigation of soccer simulations.

C. Summary and Further Work

Regarding the mentioned industrial simulation project, we
have no plans to use the classical nor the “lighter RCSS”
environment. Partially based on the experience of this work,
we can decide that the simulator of Football Avatar will be
developed from scratch. In the future, we plan to develop a
football avatar to “lighter RCSS™ agent conversion software.
In addition, it is notable that we are using RCSS data to test
mathematical models of sport science [12].
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Abstract—IPTYV services should use an 1P multicast solution for
a network bandwidth efficient delivery of the media contents.
PIM-SM is the most commonly used IP multicast routing pro-
tocol in IPTV systems. A short introduction to the operation of
PIM-SM is given. Tts fault tolerance is examined by experi-
menting on a mesh topology multicast test network built up by
XORP routers in a virtualized environment. Different fault
scenarios are played and different parameters of PIM-SM and
OSPF are examined if they influence and how they influence
the outage time of an IPTY service. A formal model is given for
the service outage time of the IPTV service on the basis of the
results of the experiments.

Index Terms—IPTV, IP multicast protocols, PIM-SM, OSPF,

fault tolerance, mesh networks, simulation models.

L INTRODUCTION

The global number of IPTV subscribers is growing rap-
idly [1]. As we have shown in [2], instead of IP unicast, an
IP multicast solution should be used in IPTV systems that
have a high number of active subscribers (except for the
video-on-demand service). There were a number of TP mul-
ticast protocols invented, e.g. Distance Vector Multicast
Routing Protocol (DVMRP, RFC 1075), Multicast Open
Shortest Path First (MOSPF, RFC 1581), Core-Based Trees
[3] (RFC 2189), Protocol Independent Multicast — Dense
Mode (PIM-DM, RFC 3973) and Protocol Independent
Multicast — Sparse Mode [4] (PIM-SM, RFC 4601). From
these protocols, PIM-SM is the one that is commonly used
in IPTV systems.

The probability of the failure of at least one element (e.g.
router) of a network grows with the number of elements of
the network. Large networks have redundant routers and
transmission lines that are used for building alternate data
pathes in case of failures. The multicast routing should also
support this solution. For example, a fault tolerant solution
for the Core-Based Trees was proposed in [5].

As for PIM-SM, the Rendezvous Point (RP, see explana-
tion later) was identified as a single point of failure, as
PIM-SM allows only one RP per multicast groups [6]. PIM
version 2 introduced a standards-based mechanism for the
RP fault tolerance and scalability using the Bootstrap
Routers [7]. This mechanism makes possible for a multicast
based IPTV system to survive the failure of the RP; however
the switching over to the new RP is not always invisible for
the customers, but may cause service outage for a certain
amount of time. In our current research, we are interested in
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the length of the service outage time and the parameters it
may depend on. Different scenarios were investigated and
parameters were tested whether they have an influence on
the length of the service outage time, and if so, how they
influence it.

We expect that our results will be useful for both

1. the appropriate choice of the parameters of PIM-SM
based multicast subsystems for IPTV systems and

2. building simulation models of the failure behaviour
of the PIM-SM multicast protocol.

The second one is very important, because simulation
(that is experimenting with a computerized model of the
system) is a powerful tool for the performance and fault
tolerance analysis of complex ICT (Information and Com-
munication Technology) systems [8]; and measurement data
gained with our experimenting with a real system is essential
in the model building stage of a simulation project.

The remainder of this paper is organised as follows.
First, an introduction to the operation of PIM-SM is pre-
sented (for more information see [9] or RFC 4601). Second,
a very brief summary of IPTV is given. Third, the test envi-
ronment is described. Fourth, the different kinds of experi-
ments are presented and the results are interpreted. Fifth,
formal models are given for the service outage time of the
IPTV system in the function of certain parameters of
PIM-SM and OSPF. Finally our conclusions are given.

I1.  THE OPERATION OF PIM-SM

Protocol Independent Multicast builds multicast trees on
the basis of routing information obtained from a unicast
routing protocol (e.g. RIP, OSPF) — this is why PIM is
called “protocol independent”. It has four variants, from
which the two most important ones are:

1. PIM — Dense Mode (RFC 3973) builds the multicast
trees by flooding the whole network by multicast
traffic and then pruning back the branches of the
traffic distribution tree where no receivers of the
multicast traffic are present,

2. PIM - Sparse Mode (RFC 4601) does not suppose
group members everywhere thus sends multicast
traffic into those directions where it has been
requested using unidirectional shared trees rooted at
the Rendezvous Point. 1t may optionally use shortest
path trees per source.

In the rest of this paper, we use PIM-SM. PIM-SM does
not have an own topology discovery method, but uses the
Routing Information Base (RIB) of the unicast routing pro-
tocol applied in the Autonomous System (AS). With the help
of this "outer" Routing Information Base (RIB), PIM-SM
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builds its own Multicast Routing Information Base (MRIB).
Unlike unicast RIB (that specifies the next router towards
the destination of the packets) MRIB specifies the reverse
path from the subnet to the router.

As PIM-SM is an Any-Source Multicast (ASM) protocol,
the receivers need to find the source(s). The so-called Ren-
dezvous Point (RP) is used for this purpose. The RP can be
set statically by the administrator of the AS, or it can be
elected from among the RP candidate routers.

There can be only one RP per multicast groups in the AS
(or multicast domain) at a time. Note that there is a tech-
nique called Anycast RP (RFC 4610) that uses multiple
instances of the RP in a single multicast domain using the
same [P address (anycast addressing) and sharing their in-
formation about the sources with the Multicast Source Dis-
covery Protocol (MSDP, RFC 3618). However, the failure
of an instance of the RP still requires some kind of switching
over to another instance and this switchover also causes
outage in the IPTV service, so in this paper, we have chosen
the clearer way of having one RP only and electing a new
one if it fails.

The operation of PIM-SM has three phases. Now, we
briefly describe what happens in these phases.

A. Phase One: RP-Tree

The Rendezvous Point Tree (RP-tree) is being built in the
following way. The receivers send their JGMP (or MLD)
Join messages with the required group address as destination
IP address. The Designated Router (DR) of the receiver (that
was elected from among the local routers before) receives
the IGMP Join message and sends a PIM Join message to
the RP of the required multicast group. This PIM Join mes-
sage travels through the routers in the network and the vis-
ited routers prepare the appropriate MRIB entries thus the
RP-tree is being built. The PIM Join messages have the
marking: (*, G), where the first element is the 1P address of
the streaming source and the second one is the IP address of
the multicast group. The star (“*”) means that when a re-
ceiver joins a group, it will receive the traffic from all the
sources that send steam to multicast group G. The PIM Join
messages do not need to travel until the RP; it is enough to
reach a point where the RP-tree has already been built. (The
RP-tree is also called shared tree because the multicast traf-
fic from all the sources uses the same tree.) The PIM Join
messages are resent periodically while there is at least a
single member in the group. When the last receiver of a leaf
network leaves the group then DR sends a (*, G) PIM Prune
message towards the RP so as to cut back the tree until the
point where there are other active receivers connected.

When an S data source starts sending to a group, the first
hop router (DR) of the source encapsulates the data packets
of the source into unicast messages called Register messages
and send them to the RP. The RP router knows from the
Register messages that the source is ready to send the
stream. The RP decapsulates the Register messages, and
forwards the contained streaming data message to the ap-
propriate multicast group (if it has at least a single member)
using the RP-tree. The whole process is illustrated in Fig. 1.

Note that the multicasting is fully functional at end of phase
one; the following two phases serve efficiency purposes
only.
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Fig. I. The Operation of PIM-SM — Phase One

B. Phase Two: Register-Stop

The RP sends an (S, G) Join message to the source. As
this message travels to the source, the routers along its path
register the (S, G) pair to their MRIB (if they do not have it
yet). When this Join message arrives to the subnet of the
source (S) or to a router that already has an (S, G) pair regis-
tered in its MRIB, then the streaming data start flowing from
the S source to the RP by multicast routing. Now, a source-
specific multicast tree between the S source and the RP was
built. After that, the RP sends a Register-Stop message to
indicate that the first hop router of the source does not need
to send Register messages (encapsulating the multicast data
packets into unicast messages). Phase two is illustrated in
Fig. 2.

C. Phase Three: Shortest-Path Tree

The path of the packets from the source to the receivers
through the RP may be not optimal. To eliminate this, the
DR of the receiver may initiate the building of a sowrce

Multicast Sender L_
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DR: Designated Router
RP: Rendezvous Point

Multicast Stream
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PIM Register

|
> (%.G) Join /

(5.G) Join
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Fig. 2. The Operation of PIM-SM — Phase Two
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specific shortest-path tree (SPT) towards the source (in this
way possibly leaving out RP from the path). To do this, DR
sends an (S, G) Join message to S. When this message ar-
rives to the subnet of S or to a router that already has an
(S, G) pair, then the streaming data start flowing from S to
the receiver using this new SPT.

Now, the receiver receives all the streaming data packets
twice. To eliminate this, the DR of the receiver sends an
(S, G) Prune message towards the RP. (This is also known
as an (S, G, rpt) Prune.) This message will prune the unnec-
essary tree parts and the streaming data will not arrive to the
receiver through the RP-Tree any more. See Fig. 3.

D. The Built-in Fault Tolerance Mechanism of PIM-SM

It is an important element of the fault tolerance of
PIM-SM that the RP does not need to be set up manually, it
can be automatically elected from among those PIM-SM
routers that were configured Candidate RP (C-RP).

The election uses the bootstrap mechanism described in
RFC 5039. The BSR router is elected dynamically from
among the PIM-SM routers that were configured Candidate
BSR (C-BSR). All the C-BSR routers flood the multicast
domain with their Bootstrap messages (BSM). The one with
the higher priority wins. During the BSR election all the
routers — including C-RP routers — learn the IP address of
the BSR. After that, all the C-RP routers send their Candi-
date-RP-Advertisement (C-RP-Adv) messages to the BSR
periodically. (The C-RP-Adv messages are sent in every
C _RP_Adv_Period seconds, the default value is 60 seconds.)
The BSR collects these messages, builds an RP /ist and
advertises it also periodically for all the routers. The list is
encapsulated into a BSM and is sent in every BS_Period
seconds. All the routers — including the BSR and the
C-RPs — can decide the winner RP' by the priority of the
C-RPs. If the current RP fails to send its C-RP-Adv message
to the BSR within RP Holdtime (a value included in the
C-RP-Adv message) then BSR decides that it is dead and
starts advertising the new RP list leaving out the dead one.

Notes:

1. RFC 5059 says that the RP candidate routers should
set RP Holdtime to a value that is not less than
2.5*max {BS Period, C_RP_Adv Period} so that
the system is able to tolerate the loss of some Boot-
strap messages and/or C-RP-Adv messages.

2. The C-BSR routers also take care if the elected BSR
fails, but that is not addressed in this paper.

E. The Choice of the Underlyving Unicast Routing Protocol

As PIM-SM is protocol independent, there is a certain free-
dom in the choice of the underlying unicast routing protocol.
The two most widely used protocols are the Routing Infor-
mation Protocol (RIPv2, RFC 2453) and the Open Shortest
Path First (OSPFv2, RFC 2328) for routing within a single
autonomous system. Even though RIP is much simpler and
more widely used in LANs than OSPF, it is not scalable and
therefore it is not appropriate for the size of networks that
are often used for providing TPTV services. This is why
OSPF was chosen for our test network.

l'I'here can be different RP-s for different multicast groups; RP-s are
advertised together with the group address and netmask.
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Note that OSFP also uses a fault tolerance mechanism
but it is much simpler than that of PIM-SM. The OSPF
routers take care for their neighbours only. All the OSPF
routers send Hello messages in every Hello Interval seconds
to their neighbours. 1f they do not see a Hello message from
a neighbour within the so called Dead Interval time they
consider the given neighbour dead and they calculate new
routes leaving out the dead neighbor.

M. TPTV IN ANUTSHELL

Nowadays, several data transmission technologies are
available to transmit digital data (that may represent various
media types, e.g. video, audio, text, etc. — the standard han-
dles them in a uniform way) over different channels such as
DVB-S/52 wvia satellite, DVB-T/T2 via terrestrial,
DVB-C/C2 via cable TV links and so on. In the TCP/IP
based networks, the commonly used solution for delivering
the digital video, audio and auxiliary data is based on the
DVB-IPTV [10].

A general property of the above mentioned technologies
is that they use the same MPEG2 Transport Stream
(MPEG2-TS) format to organize the digital data (video,
audio, etc) and additional service informations (SI/PSI ta-
bles) into a common f[rame. Basically, two types of
MPEG2-TSs are available: the Single Program Transport
Stream (SPTS), which includes only one service (e.g. TV
program) and the Multiple Program Transport Stream
(MPTS).

The MPEG2-TS (SPTS or MPTS) is divided into 188
bytes long packets (4 bytes header and 184 bytes data). In
the IPTV environment, usually seven TS packets are em-
bedded into one IP/UDP or IP/UDP/RTP packet and they are
sent through the network. Unlike other DVB technologies,
IPTV does not use broadcasting to deliver these packets.
Instead, it uses IP multicast for the live or online streaming
(e.g. live TV) and unicast for the offline services, for exam-
ple VoD or Timeshift.

When a subscriber would like to watch the selected
IPTV program his‘her receiver joins to the TV program's
preprogrammed IP multicast group. After the join process (a
few seconds) the receiver will get continuously the
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MPEG2-SPTS packets of the TV program through the IP
multicast enabled network. If the subscriber switches over to
another IPTV program then the receiver will leave the cur-
rent one and join to the next IP multicast group.

IV. TEST ENVIRONMENT

In order to have a test network of reasonable size, a vir-
tualization environment was used. The virtualization soft-
ware was VmWare ESXi running on an IBM eServer
BladeCenter 1.S20 using 5 blades having each 4GB RAM
and two dual core AMD Opteron CPUs running at 2.2 GHz.
The storage was mounted through NEFS using Gigabit
Ethernet network connection.

The topology of the test network was a mesh. It is not a
typical topology for the commercial IPTV networks, but it
was considered suitable for our experiments because it con-
tains several redundant paths with equal costs. The mesh
network contained 4 times 4 virtual routers interconnected
by Layer 2 virtual switches. The virtual routers were built of
virtual computers (1 virtual CPU, 512MB RAM, 0GB
HDD) running Ubuntu 10.04 LTS operating system. The
well known and widely used XORP [11] routing platform
was chosen to implement both OSPF and PIM-SM for uni-
cast and multicast routing, respectively. Two further virtual
computers with the same configuration and operating system
were added to the mesh network for the purposes of media
streaming server and playing client. The VLC software of
VideoLAN was used for both server and client purposes.

Note that our test system contained altogether 18 virtual
computers and two Layer 2 virtual switches powered by 20
(5 times 4) CPU cores, thus each logical device had its own
physical CPU and enough memory. Except for the moderate
computing requirement of media streaming, all the other
nodes had low computing requirements. In this way, it was
ensured that the application of virtualization would not gar-
ble our results.

A. IP Configuration

Private IP addresses were used from the 192.168.0.0/16
network. The TP addresses of the virtual computers were
configured manually as shown in Fig. 4. The network seg-
ments between two routers displayed by horizontal and
vertical lines got IP addresses from 192.168.{1-12}.0/24 and
192.168.{13-24}.0/24 networks respectively. The last octets
of the IP addresses of the interfaces are written next to the
interfaces. The IP addresses of the network segments con-
necting the server and the client virtual computers are dis-
played in a similar manner.

B. OSPF Configuration

Because of the nature of the mesh, the OSPF protocol
could be configured by the definition of peer-to-peer con-
nections (it can be done if the neighbouring routers are in-
terconnected by point-to-point links). A typical configura-
tion fragment for an interface looks like follows:

ospfa {
router-id: 192.168.1.1
area 1.1.1.1 {
area-type: "normal"
interface ethe {
link-type: "p2p"
vif ethe {
address 192.168.1.1 {
interface-cost: 1
neighbor 192.168.1.2 {
router-id: 192.168.1.2

Configuring OSPF in this way made the network fully
connected: unicast IP packets can be sent from anywhere to
anywhere. Note that PIM-SM uses the unicast routing table
(RIB) when building its own multicast routing table
(MRIB).

Server
192 168 50.0/24 1 192.168.1.0/24 1 192.168.2.0/24 2 | 192.168.3.0/24 2
T 200 %
Xotpl | Xorp2 1 Xorp3 1 Xorp4 |
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Fig. 4. Topology of the Test Network
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C. PIM-SM Configuration

For PIM-SM, those and only those interfaces should be
configured where PIM-SM has to handle multicast traffic. A
typical configuration for an interface looks like follows:

pimsm4 {
disable: false
interface ethe {
vif ethe {

disable: false
dr-priority: 101
hello-period: 3@
hello-triggered-delay: 5

In order to be able to experiment with the fault tolerance
of PIM-SM, the dynamic election of the RP was used. This
required us to configure some routers as C-RP and at least
one router as C-BSR. Routers xorp2, xorp4 and xorpl4d
were configured as both C-RP and C-BSR but with different
priorities”. The xorp2 router was the highest priority C-RP,
the xorp4 was the second highest priority one; xorpl4 was
the highest priority C-BSR. A typical configuration for a
router that was set as both C-RP and C-BSR looks like fol-
lows:

bootstrap {
disable: false
cand-bsr {
scope-zone 224.0.0.0/4 {
cand-bsr-by-vif-name: "ethe"
bsr-priority: 102
1

cand-rp {
group-prefix 224.0.0.0/4 {
cand-rp-by-vif-name: "ethe"
rp-priority: 102

Considering the fact that in phase three there is no need
for the RP, but a source-specific shortest path tree (SPT) is
used for the transmission of the stream (that may not contain
RP, or even if it contains RP then RP acts like a simple mul-
ticast router only), PIM-SM was configured so that it would
never enter phase three. (The XORP implementation of
PIM-SM gives three possible parameters for the control of
switching to SPT, the simplest way is just to disable it.)
switch-to-spt-threshold {

disable: true

interval: 100

bytes: 1@240e@
}

D. Time Synchronization

The important events of the measurements were logged
into text files. In order be able to compare the timestamps of
the events occurred on different virtual computers, the sys-
tem times of the other virtual computers were synchronized
to xorpl using the standard NTP protocol.

2As it is commonly used in Unix like systems, the lower numeric value
means higher priority.
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E. Streaming

A single program transport stream (SPTS) — that was
demodulated and demultiplexed from a Hungarian DVB-T
multiplex — was pre-recorded and used for all the measure-
ments. The VLC server sent the stream to the 230.1.1.1
multicast 1P group address using UDP. The VLC client
received the stream and the standard tcpdump program was
used to monitor (capture and record for offline analysis) the
stream on the receiver side.

V. EXPERIMENTS AND RESULTS
A. Testing the Failure of the RP

Hypothesis 1: Killing the RP on xorp2 router will stop
the stream for a while, but the stream will be restored when
a new RP is elected. The length of the service outage time
likely depends on how much time elapsed from the last
Candidate-RP-Advertisement (C-RP-Adv) message when
the RP is killed.

The measurements were controlled by a script executed
on xorp2 router. This script did the following: after starting
XORP and the streaming, it made sure that xorp2 is the
actual RP. Then it waited until XORP sent a C-RP-Adv
message. From that time it waited until a predefined delay (it
was a parameter, see later). After that it started the meas-
ure.sh scripts both on the DR of the server and on the DR
of the client (these scripts recorded the IP address of the
actual RP in every second) and sent a marker (ICMP echo
request) to the client and killed the RP.

The predefined delay was increased from 5 seconds to 55
seconds in 5 seconds steps. (As C-RP-Adv is sent in every
60 seconds by the defaults settings of XORP, there would be
no point in increasing the delay above 55 seconds.) The
whole measurement was executed 11 times.

The results of the measurements can be found in Fig. 5.
Here, and also in all the following figures the standard de-
viation is displayed by a vertical section: the Y coordinates
of the two ends of the section are set as:

(average - std. dev, average + std. dev.)

The service outage time values justify hypothesis 1: even
though they show large fluctuations, there is a visible ten-
dency that a larger delay from the last C-RP-Adv usually
results in shorter service outage time.
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B. Testing the Failure of the Complete PIM-SM router

Hypothesis 2: Switching off the operation of the com-
plete XORP on xorp2 router will stop the stream for a while,
but the stream will be restored when the underlying unicast
routing (OSPF) finds new route (that does not contain xorp2
router) from the DR of the server to the DR of the client.

This process will result in shorter service outage time as
the default timeout values of OSPF are shorter than that ones
of PIM-SM. We also expect that the length of the outage
time will show no correlation with the time elapsed from the
last C-RP-Adv message when the RP is killed.

The measurements were taken in a similar way than be-
fore. The results can be found in Fig 6. They justify hy-
pothesis 2: the service outage times are much shorter and

they show no correlation with the time elapsed from the last
C-RP-Adv message. Both prove that no new RP is necessary
for the restoration of the stream.

Hypothesis 3: The length of service outage time caused
by the switching off the operation of the complete XORP on
xorp2 router depends on the time elapsed from the last Hello
message of the OSPF protocol.

The default values of the OSPF Hello Interval and Dead
Interval are 10 seconds and 40 seconds respectively. For
testing purposes, the first one was raised to 35 seconds and
similar series of the measurements were performed in the
way that the delay from the last OSPF Hello message before
the stopping of XORP was increased from 5 seconds to 30
seconds in 5 seconds steps. The results can be found in
Fig. 7. They justify hypothesis 3: the average service outage
times are very close to the time that was left from the Dead
Interval of OSPF at the time of stopping XORP. (The stream
was restored because OSPF calculated a new route that did
not contain the xorp2 router.)

C. Limiting the service outage time by parameler tuning

As we have shown in section B, if the service outage was
caused by the complete failure of a multicast routing node®
which is an element of the path from the DR of the server to
the DR of the client then the service outage time was deter-
mined by the parameters of the underlying unicast routing
protocol. In our experiments, the service outage time was
upper bounded by the Dead Interval of OSPF. The actual
value of the service outage time depended on the elapsed
time from the last OSPF Hello message at the time of the
failure of XORP.

Hypaothesis 4: The service outage time caused by the
complete failure of a XORP router can be limited by an
appropriate setting of the OSPF Dead Interval parameter.

The measurements were taken in the usual way but using
20 seconds and 15 seconds as OSPF Dead Interval and
Hello Interval, respectively. The values of delay from the
last OSPF Hello message to the failure the XORP were 5
and 10 seconds. The results can be found in Table 1. They
justify hypothesis 4.

The significance of the findings of hypotheses 4 is that
the time of the service outage caused by the complete failure

3 ; i
It can be the RP, but it is not necessarily the RP.
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TABLE 1. SERVICE QUTAGE TIMES IN THE FUNCTION OF THE DELAY FROM THE
LAST OSPF HELLO MESSAGE TO THE STOPPING OF XORP ON X0RP2
ROUTER USING 20 SECONDS OSPF DEAD INTERVAL

Service outage time [s]

Delay [s]
min max average  std. dev.
5 14.8 15,8 1545 0,39
10 9,8 10.8 10,45 0,38

of a multicast node can be limited by the appropriate choice
of the Dead Interval parameter of OSPF. Note that the ser-
vice outage time cannot be arbitrarily decreased in this way
for at least two reasons:

1. The choice of the Dead Interval parameter of OSPF
has a consequence on the frequency of the OSPF
Hello messages. This frequency should not be too
high as these messages consume both network and
router capacity.

2. The exchange of the topology information and the
recreation of the routing tables in OSPF require a
certain amount of time. Though this time was negli-
gible in our experiments due to the small size of our
test network, the situation can be different in the
case of a real life multicast network for IPTV,

MARCH 2013 ¢ VOLUME V * NUMBER 1




INFOCOMMUNICATIONS JOURNAL

Investigation of the Fault Tolerance of

the PIM-SM IP Multicast Routing Protocol for IPTV Purposes

Finding a similar way of limiting the service outage time
caused by the failure of the RP only would be a natural idea,
however it is much more difficult.

Hypothesis 5: The service outage time caused by the
failure of the RP only (but XORP remained working) can
not be efficiently limited by the choice of the PIM-SM RP
Holdtime parameter.

In the fifth series of measurement, the value of the
PIM-SM RP Holdtime parameter was changed from its de-
fault value of 150 seconds to 75 seconds. As the XORP
platform does not provide a method for modifying the value
of C RP_Adv Period, its value was left 60 seconds. Note
that these settings do not comply with RFC 5059 (see Note
1. in section I[L.D. of this paper), but in our small test net-
work the loss of C_RP_Adv or BSM messages is not a seri-
ous issue.

The results of the measurements can be found in Fig. 8.
They justify hypothesis 5: the service outage time values are
not significantly smaller than in Fig. 5 and the results show
similar fluctuations as they did it in Fig. 5.

The reason of this behaviour and especially of the fluc-
tuations can be found in the operation of the fault tolerance
mechanism of PIM-SM. Two independent and unsynchro-
nised timers are used for measuring C RP_Adv_ Period and
BS Period in the C-RP routers and in the Bootstrap router,
respectively. If the killing of the RP is synchronized to one
of them, the unpredictable value of the other one causes
“random” fluctuations in the service outage time.

Hypothesis 6: Repeating the first series of measurements
of killing the RP on xorp2 router but measuring the delay
from the last BSM message received (instead of from the
last C-RP-Adv message) when the RP is killed will produce
similar results that is the longer delays result in shortest
service outage time — at least in tendency —, but there will be
similar fluctuations.

The results in Fig. 9 justify hypothesis 6: the average
service outage times show a decreasing tendency in the
function of the delay from the last BSM, but they are not
monotonous and the measured values show similar fluctua-
tions as it could be seen in Fig. 5.

The findings of hypotheses 5 and 6 deserve some discus-
sion. These results do not give us a straight forward way of
limiting the service outage time in the case if the RP fails.
However they give us an important lesson: it is worth enter-
ing the third phase of PIM-SM not only for efficiency rea-
sons (that is using SPT for faster delivery) but also for
achieving shorter service outage time in case of the failure
of a multicast router due to the faster recovery of OSPF (see
hypotheses 3 and 4).

Note that even though the failure of the RP could be eas-
ily simulated for experimenting purposes using the xorpsh
interface of the XORP routing platform; in practice, the
complete failure of a router is much more typical than the
failure of its RP functionality only.

VI. TOwWARDS A FORMAL MODEL FOR THE SERVICE
OUTAGE TIME

As the simulation of large and complex systems may re-
quire a huge amount of memory and processing power, the
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models used for simulation should contain only the details
that are relevant for the purposes of the simulation [12].

For example, when the focus in placed on certain net-
working applications, the detailed behaviour of the lower
layer components of the network (e.g. the 1-persistent
CSMA/CD protocol played by Ethernet NICs at MAC layer)
are usually omitted or if they have an important influence on
the communication they are modelled by a much simpler
phenomenon (e.g. the packet loss due to collisions is mod-
elled by random drop of packets with a fixed or traffic vol-
ume dependent packet loss ratio).

The service outage time caused by the complete failure
of'a XORP router can be modelled as follows:

tso = ODI — DLH + tpgr

Where tyo, ODI, DLH and tpgr denote the time of ser-
vice outage, the length of OSPF Dead Interval, the delay
from the last OSPF Hello message at the time of the failure
of the XORP router and the time OSPF uses for the distribu-
tion of topology information and for the recalculation of the
routes, respectively. Note that tpgr is not negligible in gen-
eral, as it depends from the size of the network. In a practi-
cal simulation model for a given fix size of network, tpgr
can be approximated by a constant.

As for the two other values, ODI is a constant parameter
of OSPF, and DLH can be modelled by random variable that
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takes its values from [0, OSPF Hello Interval] according to
uniform distribution.

The service outage time caused by the failure of the RP
only could be formally modelled as follows:

tso = PRH — f,(DLC) — f(DLB) + tage

Where tso, PRH, DLC, DLB and tygp denote the time of
service outage, PIM-SM RP Holdtime, the delay from the
last PIM-SM C-RP-Adv message of the RP at the time of the
failure of the RP, the delay from the last PIM-SM BSM
received at the time of the failure of the RP and the time
necessary for the designated router of the source and of the
server for switching over to the new RP, respectively. The
fi(.) and £,(.) functions are necessary because in spite of the
fluctuations it can be clearly seen in Fig. 5 and Fig. 10 that
the service outage time was decreased by less than the value
of DL.C and DLB. They could be estimated, however be-
cause of the before mentioned rare nature of the failure of
the RP only the estimation probably does not worth the
effort.

VII. DIRECTIONS OF FUTURE RESEARCH

The formal model for the service outage time presented
above should be validated. This is planned to be done among
the next year PhD research tasks of the second author of this

paper.

VIII. CONCLUSIONS

The operation and the fault tolerance mechanism of
PIM-SM were introduced. A mesh topology test network of
virtual computers running the XORP router software was
built. In different series of experiments, the service outage
time of an IPTV system was measured in the function of
different parameters of PIM-SM and OSPF in the second
phase of the PIM-SM protocol.

It was shown that in case of the complete failure of the
RP or any router in the path of the multicast stream from the
DR of the server to the DR of the client the service outage
time depends on the OSPF Dead Interval parameter and the
delay elapsed from the last OSPF Hello message at the time
of the failure. A formal model was also given for the service
outage time. It was also shown that in the much less com-
mon case of the failure of the RP functionality only (not the
failure of the complete router that serves actually as the RP)
the service outage time depends on a number of different
factors and it cannot be easily limited by parameter tuning
due to the unpredictable conditions of two unsynchronised
timers. A formal model was also given [or the service outage
time in this case.

We conclude that it is worth switching to the third phase
of PIM-SM for fault tolerance considerations, because in
that phase the service outage time is shorter, predictable and
can be limited by the appropriate selection of the Dead In-
terval parameter of OSPF.
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Software package for analyze FSO links

M. Tatarko, L. Ovsenik and J. Turan

Abstract—This paper describes a software package called FSO
System Simulator (FSO SystSim), which was designed and
implemented at KEMT FEI TUKE (Department of Electronic
and Multimedia Communications, Faculty of Electronics and
Informatics, Technical University of KoSice). Simulation of FSO
communication link is very important in designing and
understanding the context of such connection depending on
various parameters (technically and continually changing
atmospheric parameters of the transmission optical channel).
FSO System Simulator consists of two basic parts. First part is
about Steady model and second part is about Statistical model.
Paper briefly describes these models, which are used in
programming package and describes experiments carried out by
the FSO SystSim.

Index Terms

FSO simulator, modeling, software package

I. INTRODUCTION

HE free space optical (FSO) systems operate in varying

conditions, which parameters cannot be exactly estimated
due to changing weather. It is necessary to know the behavior
of the FSO transmission lines in all conditions and be able to
choose suitable parameters for transmission. It is not the same
if the transmission distance is several hundred meters, or
several hundred kilometers. Behavior of FSO transmission
line in certain areas, where we know the statistical parameters
of the atmospheric transmission environment (ATE) for a
sufficient long period, describes the so-called statistical model
of FSO. Distance, with which will operate optical transmission
system, regards to parameters of receivers and transmitters,
such as transmitting power, receiver sensitivity, the diameters
of transmitting and receiving lenses, laser beam directionality
and also distance between the transmitter and receiver is
described by steady model of FSO [1,2,6].

There are many types of program packages, which
simulate atmospheric conditions and behavior of transmitted
optical beams through the atmosphere e.g. LOWTRAN 7,
FASCOD, OptiSIM and other. These programs are
comprehensive, extensive, expensive but not good for students
to understand basic relations and properties. Computer
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program “FSO System Simulator” was created for study
purposes. It contains all the elements and equipments of FSO
link. Program is using the input parameters of technical
facilities and distance conditions and transmission channel
conditions, which calculate the availability of transmission
channel, and unavailability of FSO lines in a given
environment. Operate this program is simple, intuitive and
program is free because it was developed at the Technical
University in Kogice. It is a good way how to obtain basic
knowledge about effects of environment on the FSO.

Before the implementation of effective FSO communication
links we need to know their availability and their reliability.
Availability and reliability of FSO communication link
depends on used systems, but also on atmospheric parameters
such as rain, snow or fog [2,8,9]. This is the purpose of our
study. Its output is a software FSO SystSim with input
parameters (distance, Tx power, Rx sensitivity, Rx lens
diameter, directivity of laser, weather conditions etc.), which
allow to determine the availability of a communication link.
Detailed description of the program is shown in the following
sections of this article.

II. SOFTWARE PACKAGE FOR THE STEADY SIMULATION OF
FSO LINK

From the input technical parameters of devices, distance and
conditions of transmission channel, this program calculates
availability or unavailability of communication links in a
given environment. The program was created in a
development environment Microsoft Visual C# 2008 Express
Editions [11].

After opening the software package FSO System Simulator,
we can see an initial window (Fig. 1).

The whole program consists of three basic parts — Steady
and two Statistics (statistical) models. Switching between
these models is done by switching the tabs in Windows
applications (Fig. 1). This figure shows the steady model.

Window of steady model consists of two parts. On the left
side there are options for filling the input data. The right side

displays the calculated results. Following figure gives
graphical representation of the entered and calculated
parameters.

In the program section Device Properties the parameters of
receiver and transmitter of system are entered manually or
there is a possibility to choose systems parameters from the
database.
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Fig. 1. Card of the Steady model.

Different parameters of Device properties are discussed
below:

TX Power - is the mean of laser power genecrates by
transmitter. It can be entered in mW or dBm.

RX Sensitivity - is the sensitivity of receiver equipment
(values from -10 to 70 dBm).

RX Lens Diameter - is the diameter of the receiver lens
(values from 1 to 100 cm).

Directivity of laser - is the laser beam directivity (values
from 1 to 60 mrad).

Laser Wavelength - is parameter of system wavelength
(values from 500 to 1600 nm) [3].

As was noted, each parameter has a limit for entering
values. If you enter a value that exceeds the allowed range, the
error message is displayed. You have to change the given
value and enter new value, which will be in the desired range.

A. Description of system database

A new field was added to the original program and it was
called Selected system (Fig. 1). This field contains a button
that displays the name of the selected system. If there isn’t any
selected system, the field contains an inscription System not
selected. When you click (in this case System not selected) on
this field, it shows us the database of producers (Fig. 2).

miﬂ"

r|§| Select system
[ Cancel system selaction 1 =
Companies FSona

[ A Communications, inc [ sonagEAm 12508

|

[Acate [ sonagEAM 12504 |
Ader Networks = [ sonageam 12608

| L |
Catiefros SONABEAM 1558

| E |
CanoBesm SONABEAM 155M

[ [ ]

[ cummurication by it cBL [ sonagEam 1555 |

[ Dorinien Lasercaming [ sonaseam 52 |

[[FSore [ somapEam s2m ]

]

| Laser information Telecommunications [ SonaBeam 12502

[ LASERBIT commurication
[ ightPort

Cica-

Fi:g, 2. Database of producers.
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From Fig. 2 we can see that the database of systems consists
of two parts. On the left side there is a button to deselect the
option and a register of producers. The right side contains the
database of the systems of producers. If any producer is
selected, field System of companies selected displayed
Company not selected. After selecting a certain producer it
will show an overview of products, as is illustrated in Fig.2.
When the system is chosen, parameters are copied into above-
mentioned field Device properties.

To make the selection of systems easier, there is a
possibility to display various parameters in the form of help. It
allows us to choose a system based on the displayed
parameters. The window help appears, when you let the cursor
stands for a moment in any part of scheme. The window help
contains the information about the system that we need for
computing (Fig. 3).

Tx Power: 320 mw

R Sensitivity; -15 dBm

Rx Lens Diameter: 10 cm
Directivity of laser; 4 mrad
Laser Yawelength: 1550 nm

Fig. 3. Detail information about selected system.

After selecting and subsequently clicking on a system
button, window for selecting of system will disappear and
parameters of selected system can be seen in the Device
properties and also name of system can be seen in the field
Select system (Fig. 4).
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Fig. 4. Selected parameters from database.

After setting the properties of the channel, it is necessary to
press a button Calculate. On the basis of the parameters of the
system and properties of the transmission channel, the
program will calculate availability of connection. Database of
FSO systems in this program is suitably designed to allow
easy addition of other producers and their systems. Whole
database is located in the folder Systems. When we enter to
this folder, database of all producers are displayed there
(Fig. 5).

New systems are added to individual folders of producers in
the form of .txt files with specific parameters. So if we create
a new producer by creating new folder with the producer’s

MARCH 2013 ¢ VOLUME V * NUMBER 1




INFOCOMMUNICATIONS JOURNAL

name and we want to specify the particular system, we will
come into this folder and create .txt file as is shown on Fig. 6.

On Fig. 6 we can see nine .txt files of 9 specified systems
from FSona Company. Parameters and names of individual
systems are added to this .txt files as can be seen from Fig. 7
in the following order: name of system, transmitted power and
its unit, receiver sensitivity, receiver lens diameler,
directionality of laser and laser wavelength.

After filling these parameters into .txt files the database is
ready for further input, for example for adding new producers
or for changing existing systems parameters, elc.

< testl » bin » Debug » Systems » ~ |+ Q Bzhlaciv.. P
Uspariadat « Zahenit' do kninice + Zdislat's = Napalit  » - 0 @
# Oblibené poloiky = AirLinx Communications, Inc Alcatel

4l Naposledy navit Alder Networks Cablefree
B Pracovns plocha CanoBeam Cummunication by light CBL
[ Prévzaté sibory . Dominion Lasercoming FSona
LaserIr ion Tel i, LASERBIT
24 Knidnice LightPoint LSAas
3 Dokumenty |2 Micro-Link Wireless Communications |, MOSTCOM itd
o Hudba MRV Communication | Omnitran
= Obrazky Optel - Optical Communication PAV
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™ Pocitac
& sedmicka0S ()
=2 DATA (D)
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Fig. 5. Entering manufacturers.
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III. EXPERIMENTS WITH THE STEADY MODEL

Different systems from database can be compared with each
other under various weather conditions or we can only verify
information provided by producers about their transmission
properties.

In the steady model of simulator, you can set weather
conditions in part Channel properties. The Fig. 8 shows a
possibility how to set various weather conditions and how to
add the item « atm add calculation method. 1f you choose the
option Due 1o visibility and weather condition you can
simulate different decreases of signal caused by rain or snow.
You can also simulate turbulence by the selection of Kim or
Kruse model [15].

Channel properties
Distance a8/0 |m v

o atm add calculation method (7]

@ Due to visibiity alnd weather conditions
() Due to Intemational visibility code

Visibilty 1 [[km >
Attenuation i i dB/km Show tab
Model Air Tutbulence

@® Kim ® Calm

O Ve Weak
K

O Kiuse O Wesk
Rain a mm¢hod
Dry Snow 0 | mmthod
Wwet Snow 0 mmshod

Fig. 8. Entering the atmospheric conditions and visibility due to weather
conditions.

If you choose the option Due to International visibility code
(Fig. 9) you can enter required attenuation to the field
Attenuation or you can sclect the option show table. After
selection this option a table will be subsequently displayed and
we can determine the specific attenuation [dB/km] (Fig. 10).
Other fields, except turbulence are hidden. It means that the
final attenuation is entered directly to the field attenuation.

Channel properties
Distance 350 'm v

o atm add calculation method @
(%) Due to visibilty alnd weather conditions
() Due to Intemational visibility code

Visibility " [kn v
Attenuation __'__! dB/km Show tab
Model Air Tubulence

@) Kim @ Calm

O VeryWeak

O Kruse O e
Rain ‘U mmzshod
Diy Show |0 mm/hod
et Snow ‘ 0 mm/had

Fig. 9. Entering the atmospheric conditions for Due to visibility and weather
conditions.
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Vigibiity &nd Artenuation In Varicus Weather Conditions ESSRE ) Other calculation for systems Terescope 5000 and
Attenuation Terescope 10GE are shown in TABLE II.
Weather conditi Precip Visibility (dB/km)
[ mmfod i TABLE 1l
Dense fog 0m 350 ]
g s0m 339.6 TABLE OF RESULTS FROM THE FSO SIMULATOR
Thick fog ;Uﬂ = 84;) e e
T < s " Terescope 5 Terescope E
Moderatc fog 500 m 340 AticHeton Distance (m) Distance (m)
Lightfog Sorm | 100 | 770m 200
Very light fog 1 km 14.2 3dB/ km 7214 m 2313 m
Snow | Strongrain | 25 1,9 km 7.1 10 dB/ km 3154 m 1274 m
Liahit s Ak 67 30 dB/ km 1339 m 637m
ight mist Average rain 1 2,5 2.8 km 4.6
| ) 4 km | 3.0
Vo Tt Lig. taby 2 mng :’: By the comparison of TABLE | and TABLE Il we can see,
Clear air | Drizzte 0.25 18,1 km 0.6 that calculated values are mainly different in system
f‘: !:'“ %-53, Terescope 10GE, where distances are twice bigger than
Very clear ai 23 km 46
el e 5 producer offers. The system Terescope 5000 does not show so
e =

Fig. 10. Table attenuation of weather conditions.

For testing the reported parameters we have chosen Due o
International visibility code method. In this method we can
exactly specify the required attenuation that is intended by
producer. For this test we have chosen MRV Company and
their products TereScope 5000 and TereScope 10GE. The
producer indicates the availability of links for different
attenuation as we can see in TABLE L.

TABLEL
TABLE OF DISTANCES PROVIDED BY THE MANUFACTURERS

Terescope 5000 Terescope 10GE

Attenuation

Distance (m) Distance (m)
3 dB/km 5500 m 1000 m
10 dB/ km 2700 m 600 m
30 dB/ km 1200 m 300 m
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Fig. 11. Output of Steady model.

After selection the system Terescope 5000 and setting the
attenuation to 3 dB/ km, which represents the clear
atmosphere, simulator calculates the maximum reach of
communication link to 7214 m for low turbulence (Fig. 11).
With increased turbulence, reach of FSO link is falling down.
With Very Weak turbulence, reach falls to 6380 m and with
Weak turbulence reach falls even to 2600 m.
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big deviations. For the attenuations 10 and 30 dB/km the
deviations are 300 m and for the pure atmosphere it is around
1700 m. From the calculations we can say, that the system
Terescope 10GE responds better to increase of turbulence than
system Terescope 5000 because the increase of turbulence
reach caused the decline only a few hundred meters.

A. Comparison of different systems among themselves

Comparison of different systems allows us to understand
how deep influence has selected atmospheric conditions to the
systems. According to calculations we can determine which
product is suitable for the environment and which is not.

For comparison we choose these systems: CableFree
Access A1000, Sonabeam 52F and PAV Light Gigabit. We set
the same atmospheric conditions for all products, Kim’s model
for turbulence Calm and visibility 1 km. Distance between
transmitter and receiver fo | km too. Results are shown in
Fig. 12., Fig. 13. and Fig. 14.

Attenuations Results

o atrn: 0.5 dB M [Link Margin) 25,9651 dB

o turb: 0.1843 dB

o geom: 26,0206 dB M1 [Mormalized M) 25,9651 dB/km
a clear total: 26,7049 de aadd total norm 13,8212 db/km

acatmaddnom.: 13,8212 dB/m Link status. §E[I el €
o rain norm.: 1] dB/km . .
o snow diy narm.: 0 dB/km Max. Link Distance: 1967 m
o snow wet notm: ) db/km
aaddtotalnom.: 13,8212  db/km
Fig. 12. Output of steady model for PAV Light Gigabit.
Attenuations Fesults
o atr; 0.5 db M (Link Margin) 11,0035 dB
o burb: 0.1253 dB
o geon; 32.0412 dB M1 (Nomalized M) 11,0035 dBfkm
a clear total 32.6665 dB o add total norm 10,3256 db/km
aamaddnom: 10,3256 dB/km Link status: N[ ge]s
o rain norm.; 1] dB/km

o snow diy norm.: 0 dB/km Me Link Distance: 1034 m
o snow wet nom.: 0 db/km
o add total norm.: 10,3256 dbZkm

Fig. 13. Output of steady model for Sonabeam 52E.

MARCH 2013 ¢ VOLUME V * NUMBER 1




INFOCOMMUNICATIONS JOURNAL

Attenuations Results

o atm: 0.5 dB M (Link Margin)  8.9437 dB

o turb: 0.1645 dB

o geom: 38.0618 dB M1 [Nomalized M) 8.9437 dB/km
o clear total 38.7263 dB o add total norm 12,9858 db/km
aatmaddnom.: 12,9858  dB/km Wl ==V | ink DOWN
o fain norm.; 1] dBkm

o snow diy nom.: dB/km e, Link Distance: 825 m
a snow wet nom.: ) dbkm
o add total norm: 12,9858  db/km

Fig. 14. Output of steady model for CableFree Access A1000.

From obtained data we can say, that first and second
system is suitable for the considered environment. System
PAV Light Gigabit still has some drawbacks and system
Sonabeam 52E is located on the edge of functionality. Third
system CableFree Access A1000 is not suitable with these
properties for environment.

IV. SOFTWARE PACKAGE FOR THE STATISTIC SIMULATION OF
THE FSO LINK

As was mentioned above in chapter two, FSO System
Simulator includes two cards that deal with statistical
parameters. First card of statistical models is named as
“Statistical model” and works on the principle collecting data
from databases. Collecting data is performed in two ways.

A.  Statistical model

The first method uses data which are read from an artificial
server that was created through the Wampeserver testing
purposes. This database also runs on school website
los.fei.tuke.sk. On this server we have created the MySQL
database, which consists of two tables whose names are LZIB
and LZIB fade. Table LZIB consists of data downloaded from
the websites of airports [3,4]. Downloaded data are about
visibilities [m] from these airports.

The second table consists of established values because
these values are not freely accessible on the Internet, so they
have to be measured. With moving the cursor to set the Tools
tab and then Database Fig. 15 we can see a table of input
values, Fig. 16.

File | Tools | Help

j' Steady ‘ Database

‘i Statigtical model v2.0

Fig. 15. Procedure to view a table.

As we can see the first tab called Database settings contains
information about connecting to the server Fig 16.
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Database settings Q@@
Database selting | Visibilty seltings | Fade table sellings
MySOL database settings
Server address: localhost| (7]
Server port 3308 @
Login: oot 0
Password: @
Database name: airstats (7]
Visibilty table name: LZIB (7]
Fade lable name: LZIB_fade ﬁ
Displayed name of site; Erall;\avq @
[ Reset ] [ Cancel ] [ Save ]

Fig. 16. Assign fields to connect to the database.

Here are described individual items:
Server address - the address of server where is given database.
In this case it is a virtual server name in the program
Wampserver
Server port- port number through which is your computer
connects to the server. In this case it is the port number of our
PCs because the database is running on our PC via the
program Wampserver
Login- access name to the server
Password- password for the server
Database name- database name removal, in this case is a
database airstats
Visibility table name- name of the first table which was
downloaded from the websites of airports in this case it is
LZIB
Fade table name- name of the other creating a table in this
case it is LZIB_fade

These settings can be changed for any connection to the
server if you know the necessary data.

Database settings E“

BX

| Database seting | Visbilly sellings | Fade table setings
Wisishility table field settings

Id feld: [ d @
Year field: [ rok | (7]
Month figld: rnesiac:i @
Dy field: [ dn| @
Hour figld: hot_j@';a_i @
Minute field: rﬁinulaj 6
Visibility field: vidtelnost| @

[ Reset j[ Cancel ][ Save J

Fig. 17. Assign fields for column headings in table LZIB.
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In the Fig. 17 is illustrated second tab Visibility settings
represents the columns in the table with titled LZIB. LZIB
column in the table are listed under the names we see
inscribed in the fields to fill.

Tab in Fig. 18 under the card Fade table setting represents
the columns in the table title LZIB fade are listed under the
names we see inscribed in the fields to fill,

EBX

Database settings

Database setting | Visibility settings i.-i;ad-e-t-ainié SE;‘-iI'IQS“”
Fade table field settings
Id fekt d @
‘Year field: ok | (7]
Manth field: ) mesiac | (7]
Day field: den} @
Hour field: hodina (7]
Minute field minuta | @
Second field: sekunda | (7]
Duration field: fade_dur | @
Fade value: lade_slall‘} (7]

[ Reset ] [ Cancel ] [ Save ]

Fig. 18. Assign fields for column headings in table LZIB_fade.

Under the settings in the Fig. 17, Fig. 18 and Fig. 19 there
are three buttons.

Reset- all user settings are canceled and set to the basic
settings

Cancel- this button cancel the selection, alternative to this
button is red cross into the top of the right corner

Save- all user settings are saved

Blue question mark belongs for each input field. After click
on it, it provides a help for user.

The second way how to obtain data for calculation in the
statistical model is downloading values from tables saved in
the .txt file, Fig. 19. Values in row are in this order: id; year;
month; day; hour; minute and visibility. Number “id” means
the number of seconds from the current day. Every day has
86 400 seconds. The measuring starts with 0 and ends with
86 399,

File Edit Format View Help
L8789;2010;12;6;11; 30; 5000 -
16788;2010;12;6;11;0; 5000
18787;2010;12;6;10; 30; 5000
18786;2010;12;6;10;0; 5000
18785;2010;12;6;9; 30; 5000
16784;2010;12;6;9;0; 5000
18783;2010;12;6; 8; 30; 5000 L
18782;2010:;12;6; 8;0: 5000 -
18781; 2010;12;6; 7; 30; 5000

18780; 2010;12;6; 7;0; 5000
18779;2010;12; 6; 6; 30; 5000

18766; 2010;12; 6;0; 30; 5000
18747;2010;12;5;13; 30; 2200 =

Fig. 19. Saved table in Data Name folder.
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The output of the statistical model is shown in Fig. 20
where the first graph shows statistics of attenuation for one
day every half hour. The second graph shows statistics of
attenuation during one month. Blue curve shows the
attenuation value and the red curve is the value of a safety
margin. If the blue curve exceeds the red curve, connection
will be interrupted. From the first graph we can say, that link
was still active and without fades, but on the second graph
there are several values which exceed Link margin border,

H FSO system simulator K= K
e Tock e
[rmra— e
[T S ——
n o -
=
an | @ -
2 an e
Drectrdy of lsse 4 mad =
4
Laser Vamelngth 2 ™ e
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T 4 g L
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Sl dure 06 w| 12 = (2010 »
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1 clowr kil 65206 & a |
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Caiculate Sk qun

Fig. 20. The output of the statistical model.

The field RESULTS contains six values:

o clear total - this field displays the attenuation of pure
atmosphere calculated from the output values. The value is
displayed in dB and it is rounded to four decimal places.

M (Link margin) - this field displays the link margin;
(output value in dB).

M1 (Normalized M) - this field shows the normalized M, it
means that M is divided by the total distance.

Fade probability — it means the probability of fade and the
failure of the connection during the chosen period. This value
is rounded to five decimal places.

Link availability — displayed value indicated availability of
link at percentage for a specified period. This value is rounded
to five decimal places.

Link  unavailability —is  value of unavailability of
connections for all the time. The value is displayed in seconds
if the unavailability of link is less than 900 seconds. If the
unavailability of link is greater than 900 seconds but less than
900 minutes the value is displayed in minutes and rounded. If
the time stamp value is greater than 900 minutes is displayed
in hours.

B. Statistical model v. 2.0

Second card of statistical models is named as “Statistical
model v. 2.07 (Fig. 21) and works on the principle processing
data from Fog sensor. It is a device for measuring density of
fog [g/m’], temperature [C°] and relative humidity [%]. From
information about density of fog it is able to calculate
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availability of FSO link. Collecting data is performed by the
Fog sensor, which measured data and then sending to server
every second [13,14].
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Fig. 21. Main window of Statistical model v. 2.0.

Every day is presented by one .txt file in folder. At the end
of the day using .txt file is closed and new .txt file is opened
for next day. In every .txt file are five columns. First three
columns belong to measured data of density of fog,
temperature and relative humidity. Next two columns give us
information about average value and sequence number. Every
day contains 86 400 values [12].

Before calculation it is necessary make some settings first.
You have to do these settings from top left corner to bottom
right corner (Fig. 22). At first it is needed to choose folder
with files.

08 L

Fig. 22. Main window of Statistical model v. 2.0.

Then you choose actual date from what we want to use data
for calculation (Fig. 23). There are two dates for filling, start
and stop date. After selection a date is possible to create three
types of graph. Graph about fog, humidity and temperature or
all three types of graph in one.
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Dates for computing Dates for computing Displaying graphs

Start Date Start Date FOG

1. decembra 2011 _ 1. decembra 2011 O~ s o
| 4 december2011 » Stop Date

15. decembra 2011 Oz TEMPERAT

po ut st it pi so ne
|28 29 3 {2 3 4 |
56 7 8 01011 4 december201l *
12 13 14 15 16 17 18 po ut st &t pi so ne
19 20 21 22 23 24 25 €
26 27 28 29 30 31 1
Z 345678
nes: 8.1, 2013

Fig. 23. Choosing dates for calculating from 1.12.2011 to 15.12.2011.

In Fig. 24 is illustrated graph of density of fog calculated
from 1-15.12.2011.

Fog - Humidity - Temperatur

=z
01122011 04.12.2011 07.12.20M 10.12.2011 13.12.2011
025 — —+ —t — —+

020 +

0,15 1

0,10

Fog value [g/m3]

Il
13-XIl

t 1
1-XIl 4-XI 7-X1 10-XII 16-X1l

Time (sec.)

Fig. 24 Graph of fog from 1.12.2011 to 15.12.2011.

Next part of main window is called Device properties.
There are seven fields for fill (Fig. 25).

DeviceProperties
I Max. den_fog 0 a/m3 I
Distance 1 km -
Tx Power 16 mW -
Rx Sensitivity -40 dBm
Rx Lens Diameter 20 cm
Directivity of laser 4 mrad

Laser Vawelength 850

nm

Fig. 25. Device properties.

In this section it is able to fill exact value of device for
which you calculate availability of system. Max. den. fog is a
threshold value for decision if the link is available or not. All
values which are higher than threshold value cause decreasing
of signal or totally damage of it. Other parameters are
described below:

Distance- is distance between transmitter and receiver. It
can be specified in meter or in kilometer

Tx Power- is power of transmitter in dB or mW

Rx Sensitivity- is sensitivity of receiver in dBm

Rx Lens Diameter- is diameter of receiving lens in cm

Directivity of laser- is directivity of laser beam in mrad

Laser Wavelength- is wavelength of laser beam in nm
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After filling all parameters it is able to push Calculate
button and program gets results (Fig. 26).

DeviceProperties Results

Max. den.fog 0.15 g/m3 a clear geom 33,9734 dB
a clear part. : 0.0005 dB

Distance L kMmoo deartub: 5.5E-09 dB

Tx Power 16 mW - a clear atm.: 0.000500005 dB

R Senstivity 40 dBm a dear total 33,5799 o

R Lens Diameter 20 i mﬁ:k ma:g:: u 25,6901 i 18

oMz /Km

Directiviy of laser 4 red Sl i‘r’&g;

Laser Vawelength 850 - Link availabilty (%): 99 957145 %
Link unavailabilty: 37 sec

Calculate

Fig. 26. Results of Statistical model v. 2.0.

Threshold value Max.den. fog makes a line in a graph of
fog. As we can see in Fig. 27 some measured values of density
of fog are higher than threshold. All values which exceed
threshold are written in OverFog.txt (Fig.28). Values in row
are in this order: measured value of Max.den fog; exact time of
fade, count of seconds from current day (*id”) and duration of
fade.

[ 750 syvsem simudator =
| File Teok Hep

Deadymodel | Satstcal model Stetetcal modei v20

Choose foider weh fles Doy o computing
B St Dt
O Doty S it . -
1|mm-w_h_m| 1 decamtrs 211 a-
Shep Date
Drowsafies 19 decemten 7011
Fog - Humidity - Temperatur
012N 4122011 OTIZ20T Wa22M wazzm
]

x
Fog value fg/md]

- >

:

0008 Jete— e e,
1 o 13 100

Tirne [sec )

4

13.X8 %X

Fig. 27. Graph of fog from 1.12.2011 to 15.12.201 1 with threshold.

V -
] 005_Dec_05_2011_OverFog - Pozndmkovy blok ==

Siber Upravy Format Zobrazit Pomocnik

0,1632 01h:49m:045 6544 puration= 1ls
0,1682 01h:49m:27s 6567 Duration= 1s
0,1985 01h:49m:28s 6568

0,1548 01h:50m:51s 6651 Duration= 2s
0,1573 01h:51m:245 6684 puration= 1s
0,1590 01h:51m:27s 6687 buration= 1s
0,1606 01h:52m:115 6731 Duration= 1s
0,1573 01h:52m:34s 6754 Duration= 1s
0,1674 01h:52m:50s 6770 Duration= 1s
0,1910 01h:54m:57s 6897 Duration= 1s
0,1699 01h:57m:35s 7055 Duration= 1s

4 »

»

m. |

Fig. 28. Values higher than threshold.

In the Fig. 27 you can see a part named as Results. All of
these parameters are described below:

a clear geom.- value of geometrical attenuation under clear
atmosphere conditions in [dB]

a clear part.- attenuation value of particles under clear
atmosphere conditions in [dB]
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a clear turb.- value of attenuation due to turbulence under
clear atmosphere conditions in [dB]

a clear atm.- value of atmospheric attenuation in [dB]

aclear total.- value of total
atmosphere conditions in [dB]

M (link margin)- value of link margin in [dB]

M1 (normalized M)- normalized value of link margin to unit
length in [dB/km]

Fade probability- percentage probability of fade, or loss of
signal between transmitter and receiver in [%]

Link availability- availability of link in [%]

Link unavailability-unavailability of link in [%]

attenuation under clear
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V. CONCLUSION

Optical wireless communications are evolving technology
which rapidly spread from objects in need of reliable backup
and high speed transmission (banks and large management
companies) through various institutions located in the densely
populated and built up areas for internet service provider.
Transmission medium for laser beam of FSO systems is air
and free environment. It is necessary to know details of each
clement of transmission channel. For obtaining optimal
parameters for setting up the FSO systems is this FSO system
simulator the best solution. Simulation of transmission
channel of FSO systems is essential tool for designing and
experimenting with such devices. FSO system simulator
provides many setting for device properties, for weather
parameters and making it possible to compare different
devices from different manufacturers. Also from measured
data about weather conditions allows calculate availability and
reliability of FSO link. Statistical evaluation allows us to
monitor certain areas during long time and output data gives
us an image of potential uses FSO in this area.
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CALL FOR PAPERS
Special Issue on Autonomic Communications

The explosion in the size of communication networks, including the Internet, and their increasing diversity,
and the ever increasing burden imposed on communication networks by pervasive computing and the
Internet of Things, means that networks that are statically organized are unable to cope with ever changing
conditions. The speed at which conditions change are also making it very difficult, and extremely expensive,
to rely on human intervention to provide the adaptation that is constantly needed. Autonomic Communica-
tions, and the underlying Autonomic Computing, with their requirements for system Self-Awareness, Learning
and Adaptation, Self-Healing, and Adaptive QoS, offer a way forward to address this dilemma. Thus since the
early 2000’s significant work has been carried out both in research environments and in industry to define the
principles and main component technologies for Autonomic Communications. Worldwide, numerous research
projects have been conducted in this area, including in a series of successful EU FP6 and FP7 projects.

Thus our journal is calling for original and unpublished contributions to this important area that will be ref-
ereed. Selected papers will appear in a Special Issue to be published in September of 2013. Original and
unpublished papers should be submitted by 1st of May, 2013 in the form of pdf files in IEEE format according
to the formatting instructions available at http://www.ieee.org/publications_standards/publications/authors/
authors_journals.html#sect2.

Submissions should be sent in the form of an email attachment to the Special Issue Editor Prof Erol
Gelenbe at the following address: e.gelenbe@imperial.ac.uk. Authors will be informed of acceptance or rejec-
tion before the 1st of June 2013, and papers in final form will be due on 1st July 2013. Papers rejected for the
Special Issue, may later be revised and resubmitted for consideration as regular papers in the Infocommuni-
cations Journal.

Guest Editor:

EROL GELENBE is the Professor in the Dennis Gabor Chair at Imperial College, London, and has actively
developed the field of Autonomic Communications. His other areas of interest include neuronal networks and
bioinformatics, performance engineering, energy modeling for computer systems and networks, and network
security. He currently leads the EU FP7 Project NEMESYS on mobile network security. He participates in
the ECROPS project on energy savings in computing and communications, and in the European Institute of
Technology Project on Smart Networks at the Edge. A Fellow of IEEE and ACM, he was elected to Foreign
Membership of the Hungarian Academy of Sciences, and is a member of the French National Academy of
Engineering and of the Science Academy of Turkey.
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Special Issue on Cognitive Infocommunications

CogInfoCom is a new interdisciplinary field of science defined as follows: Cognitive infocommunications
(CoglinfoCom) investigates the link between the research areas of infocommunications and cognitive scien-
ces, as well as the various engineering applications which have emerged as the synergic combination of
these sciences. The primary goal of CoginfoCom is to provide a systematic view of how cognitive processes
can co-evolve with infocommunications devices so that the capabilities of the human brain may not only be
extended through these devices, irrespective of geographical distance, but may also interact with the capa-
bilities of any artificially cognitive system. This merging and extension of cognitive capabilities is targeted
towards engineering applications in which artificial and/or natural cognitive systems are enabled to work
together more effectively.

For more information on CoglinfoCom please visit its home-site at www.coginfocom.hu

Contributions are expected from the following areas:

+ 3D visualization and interaction « Affective computing

» Augmented cognition (AugCog) » Body area network

+ Brain-computer interface « Cognitive control

» Cognitive informatics and media » Cognitive linguistics

» Cognitive robotics, etho-robotics » Cognitive science

» Ethology-inspired engineering * Future internet

* Human-computer and Human-robot interaction, interaction capabilities of CogInfoCom systems
* Interactive systems engineering * iSpace research

* Media Informatics * Multimodal interaction

* Real and virtual avatars » Sensory substitution & sensorimotor extension
» Social networks * Teleoperation

* Vehicle informatics * Visualization

« Virtual Reality Technologies and Scientific

The authors are encouraged to submit full papers describing original, previously unpublished, complete
research, not currently under review by another conference or journal, addressing state-of-the-art research
and developments.

All papers will be reviewed and accepted papers will appear in the Infocommunications Journal. Papers
must be submitted electronically in IEEE format (double column A/4, page limit 8-10 pages). For formatting
instructions, please visit www.infocommunications.hu.

Authors’ Schedule
Full paper submission: April 20, 2013, notification: May 20, 2013, final submission: June 10, 2013.

Paper submission
Please send manuscripts in PDF format to the Guest Editor of this Special Issue of Infocommunications
Journal at baranyi@sztaki.hu .
Guest Editor:

PETER BARANY!
Computer and Automation Research Institute — Hungarian Academy of Sciences
13-17 Kende u., Budapest, H-1111 Hungary
Phone: +36 1 279 6111 Fax: +36 1 279 6218

\ E-mail: baranyi@sztaki.hu j
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Special Issue on Cryptology

This special issue will focus on the area of cryptology and will include selected papers from the 2013 Central
European Conference on Cryptology. CECC 2013 covers various aspects of cryptology, including but not
limited to.

» cryptanalysis, « cryptographic applications in information security,

» design of cryptographic systems, « encryption schemes,

» general cryptographic protocols, » post-quantum cryptography,

* pseudorandomness, « signature schemes and steganography.

Detailed information on submissions to CECC 2013 and other information is provided at http:// ww.fi. muni.cz/cecc/,
with April 15, 2013 being the deadline for the submission of abstracts that will be reviewed by the program
committee and authors will be informed about acceptance or rejection by April 29, 2013. The conference
registration deadline will be May 22, 2013, and the conference dates are June 26-28.

Submissions and presentations at the conference will be evaluated by the program committee and authors
will be informed about the evaluation results no later than June 30.

No more than 5 papers from the workshop shall be selected for the special issue of the Infocommunications
Journal, and authors of these papers will have the opportunity to revise their papers (including typesetting in
the IEEE format) after the conference - final versions for the special issue will be due July 22, 2013.

Papers from the general public are also welcome. The deadline for submission of such papers is May 15.
Papers will be peer-reviewed as usual.
Guest Editors:

VACLAV (VASHEK) MATYAS is a Professor at the Masaryk
University, Brno (CZ), and serves as a Vice-Dean for Foreign
Affairs and External Relations, Faculty of Informatics. His re-
search interests relate to applied cryptography and security,
publishing over a hundred peer-reviewed papers and articles,
and co-authoring six books. He was a Fulbright Visiting Scho-
lar with Harvard University, Center for Research on Computa-
tion and Society, and also worked with Microsoft Research
Cambridge, University College Dublin, Ubilab at UBS AG, and
was a Royal Society Postdoctoral Fellow with the Cambridge
University Computer Lab. Vashek was one of the Editors-in-
Chief of the Identity in the Information Society journal, and he
also edited the Computer and Communications Security Re-
views, and worked on the development of Common Criteria
and with ISO/IEC JTC1 SC27. Vashek is a member of the Edi-
torial Board of the Infocommunications Journal. He received
his PhD degree from Masaryk University, Brno and can be
contacted at matyas@fi.muni.cz.

ZDENEK RIiHA is an Assistant Professor at the Masaryk Uni-
versity, Faculty of Informatics, in Brno (CZ). He received his PhD
degree from the Faculty of Informatics, Masaryk University. In
1999 he spent 6 months on an internship at Ubilab, the re-
search lab of the bank UBS, focusing on security and usabili-
ty aspects of biometric authentication systems. Between 2005
and 2008 he was seconded as a Detached National Expert to
the European Commission’s Joint Research Centre in ltaly,
where he worked on various projects related to privacy pro-
tection and electronic passports. He was involved in the ePass-
port interoperability group known as the Brussels Interopera-
bility Group. Zdenek has been working with the WG 5 (Identity
management and privacy technologies) of ISO/IEC JTC 1/SC
27. Zdenek’s research interests include smartcard security,
PKI, security of biometric systems and machine readable tra-
vel documents. Zdenek can be contacted at zriha@fi.muni.cz.

MAREK KUMPOST is a Research Assistant at the Masaryk
University, Faculty of Informatics, in Brno (CZ). He received his
PhD in 2009 from the Faculty of Informatics, Masaryk Univer-
sity. The primary area of his doctoral research was oriented
on privacy protection, anonymity and user profiling. He was
involved in two European-wide project on privacy protection
and identity management — FIDIS (Future of Identity in the
Information Society) and PICOS (Privacy and Identity in Ma-
nagement for Community Services). He spent 3 months with
the LIACC (Laboratory of Artificial Intelligence and Computer
Science) group working on user profiling based on informa-
tion from NetFlow. He is also interested in network security,
web application security and cloud security. Marek carb

contacted at kumpost@fi.muni.cz.
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Guidelines for our Authors

Format of the manuscripts

References

Original manuscripts and final versions of papers
should be submitted in IEEE format according to the
formatting instructions available on
http://www.ieee.org/publications_standards/
publications/authors/authors_journals.html#sect2,
“Template and Instructions on How to Create Your
Paper”.

Length of the manuscripts

The length of papers in the aforementioned format
should be 6-8 journal pages.

Wherever appropriate, include 1-2 figures or tables
per journal page.

Paper structure

Papers should follow the standard structure, consist-
ing of Introduction (the part of paper numbered by
“1”), and Conclusion (the last numbered part) and
several Sections in between.

The Introduction should introduce the topic, tell why
the subject of the paper is important, summarize the
state of the art with references to existing works
and underline the main innovative results of the pa-
per. The Introduction should conclude with outlining
the structure of the paper.

Accompanying parts

Papers should be accompanied by an Abstract and a
few index terms (Keywords). For the final version of ac-
cepted papers, please send the short cvs and photos
of the authors as well.

Authors

In the title of the paper, authors are listed in the or-
der given in the submitted manuscript. Their full affili-
ations and e-mail addresses will be given in a foot-
note on the first page as shown in the template. No
degrees or other titles of the authors are given. Mem-
berships of IEEE, HTE and other professional socie-
ties will be indicated so please supply this information.
When submitting the manuscript, one of the authors
should be indicated as corresponding author provid-
ing his/her postal address, fax number and telephone
number for eventual correspondence and communi-
cation with the Editorial Board.
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References should be listed at the end of the paper
in the IEEE format, see below:

a) Last name of author or authors and first name or
initials, or name of organization

) Title of article in quotation marks

) Title of periodical in full and set in italics

) Volume, number, and, if available, part

) First and last pages of article

f) Date of issue

O

® Q0O

[11] Boggs, S.A. and Fujimoto, N., “Techniques and
instrumentation for measurement of transients in
gas-insulated switchgear,” IEEE Transactions on
Electrical Installation, vol. ET-19, no. 2, pp.87-92,
April 1984.

Format of a book reference:

[26] Peck, R.B., Hanson, W.E., and Thornburn,
T.H., Foundation Engineering, 2nd ed. New York:
McGraw-Hill, 1972, pp.230-292.

All references should be referred by the correspond-
ing numbers in the text.

Figures

Figures should be black-and-white, clear, and drawn
by the authors. Do not use figures or pictures down-
loaded from the Internet. Figures and pictures should
be submitted also as separate files. Captions are ob-
ligatory. Within the text, references should be made
by figure numbers, e.g. “see Fig. 2.”

When using figures from other printed materials, ex-
act references and note on copyright should be in-
cluded. Obtaining the copyright is the responsibility
of authors.

Contact address

Authors are requested to send their manuscripts via
electronic mail or on an electronic medium such as a
CD by mail to the Editor-in-Chief:

Csaba A. Szabo

Department of Networked Systems and Services
Budapest University of Technology and Economics
2 Magyar Tudosok krt.

Budapest, 1117 Hungary

szabo@hit.bme.hu
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Who we are

Founded in 1949, the Scientific Association for Info-
communications (formerly known as Scientific Society
for Telecommunications) is a voluntary and autono-
mous professional society of engineers and econo-
mists, researchers and businessmen, managers and
educational, regulatory and other professionals work-
ing in the fields of telecommunications, broadcast-
ing, electronics, information and media technologies
in Hungary.

Besides its more than 1300 individual members, the
Scientific Association for InNfocommunications (in Hun-
garian: HiRKOZLESI ES INFORMATIKAI TUDOMANYOS EGYESULET,
HTE) has more than 60 corporate members as well.
Among them there are large companies and small-and-
medium enterprises with industrial, trade, service-pro-
viding, research and development activities, as well as
educational institutions and research centers.

HTE is a Sister Society of the Institute of Electrical and
Electronics Engineers, Inc. (IEEE) and the IEEE Communi-
cations Society. HTE is corporate member of Interna-
tional Telecommunications Society (ITS).

What we do

HTE has a broad range of activities that aim to pro-
mote the convergence of information and communi-
cation technologies and the deployment of synergic
applications and services, to broaden the knowledge
and skills of our members, to facilitate the exchange

of ideas and experiences, as well as to integrate and
harmonize the professional opinions and standpoints
derived from various group interests and market dy-
namics.

To achieve these goals, we...

e contribute to the analysis of technical, economic,
and social questions related to our field of compe-
tence, and forward the synthesized opinion of our
experts to scientific, legislative, industrial and edu-
cational organizations and institutions;

¢ follow the national and international trends and
results related to our field of competence, foster
the professional and business relations between for-
eign and Hungarian companies and institutes;

e organize an extensive range of lectures, seminars,
debates, conferences, exhibitions, company pre-
sentations, and club events in order to transfer and
deploy scientific, technical and economic knowledge
and skills;

e promote professional secondary and higher educa-
tion and take active part in the development of pro-
fessional education, teaching and training;

e establish and maintain relations with other domes-
tic and foreign fellow associations, IEEE sister socie-
ties;

e award prizes for outstanding scientific, education-
al, managerial, commercial and/or societal activi-
ties and achievements in the fields of infocom-
munication.
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