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Guest Editoral

Special Issue on Cryptology — Guest Editorial

Viclav (Vashek) Matyas, Zdenék Riha and Marek Kumpost

Abstract—This special issue brings selected papers from the 2013
Central European Conference on Cryptology, held in Tel¢, June
26-28, 2013.

his special issue focuses on the area of applied crypto-

graphy, bringing up selected papers from the 2013 Central
European Conference on Cryptology, covering various aspects
of cryptology, including cryptanalysis, cryptographic applica-
tions in information security, design of cryptographic systems,
general cryptographic protocols, post-quantum cryptography,
pseudorandomness, signature schemes, and steganography.

The first paper “Protection of Data Groups from Personal
Identity Documents™ of Przemystaw Kubiak et al. proposes a
procedure of presenting a signed face image of the document
holder. The aim of this procedure is to authenticate the image
by document issuer, but at the same time to prevent misuse of
this high quality digital data. The solution reflects the techno-
logy challenges related to limits of data storage on a personal
identity document chip, and the designed protocols can po-
tentially be used for other than just biometric data.

The second paper “Classes of Garbling Schemes” of Tommi
Meskanen et al. extends some results of the work of Bellare et
al. from 2012 on garbled circuits from a cryptographic tech-
nique to a cryptographic goal, defining several new security
notions for garbled circuits. Meskanen et al. provide some new
results about the classes of garbling schemes defined by
Bellare et al., define new classes of garbling schemes, prove
their relation of earlier classes, and also investigate some re-
sults concerning the new classes.

The third paper “On a key exchange protocol based on
Diophantine equations” of Hirata-Kohno et al. analyzes a key
exchange protocol proposed by H. Yosh in 2011, based on the
hardness to solve Diophantine equations. The authors analyze
the protocol and show that the public key is very large,
suggesting also an alternative solution through large families
of parameters both in the finite field and in the rational integer
cases for which the protocol can be secure.

The last paper “Strongly Secure Password Based Blind
Signature for Real World Applications™ of Sangeetha Jose et
al. password based blind signature that are used in scenarios
where a user requires the authentication of the signer without
revealing the message to the signer. The authors propose a
novel design that ensures the properties unforgeability, blind-
ness and unframeability. Yet for small sizes of passwords, an
off-line password guessing attack is of high relevance. The
authors propose a strongly secure password based blind short
signature that solves the off-line password guessing problem,
with the formal proof of the scheme reduced to the compu-
tational Diffie-Hellman (CDH) assumption.
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from Personal Identity Documents

Protection of Data Groups
from Personal Identity Documents

Przemystaw Kubiak, Mirostaw Kutylowski and Wojciech Wodo

Abstract—For personal identity documents, we propose a
procedure of presenting a signed face image of the document
holder. Our goal is to authenticate the image by document
issuer, but at the same time to prevent misuse of this high
quality digital data. As the signature is recipient dependent,
illegitimate transfer of the signature to third parties is strongly
discouraged. Despite that the document issuer is the signatory
and that the image recipients are unpredictable in advance, only
a very limited amount of information has to be stored on a chip of
the personal identity document. Moreover, the solution prevents
creating additional signatures by document issuer, as a signature
created outside the card leads to a mathematically strong proof
of a fraud.

Although motivation for the protocols presented below was
protection of biometric data, the protocols might be used in case
of any data.

Index Terms—personal identity document, smart card, per-
sonal data protection, designated recipient, electronic signature,
Merkle tree

I. PROBLEM DESCRIPTION
A. Background problem

A personal identity document equipped with a cryptographic
chip, called e-ID for short, offers high level security guarantees
against document forgeries: while there is a race between
graphical protection techniques and the forgery methods. On
the other hand, repeating the same data in electronic form
and signing them by the document issuer provide strong and
independent security mechanisms at a low price. Advances in
cryptanalysis limit the long-term value of these guarantees,
nevertheless they are relatively long-lasting.

Electronic layer of e-ID may store a high resolution face
image of the document holder — more detailed than the image
printed on the document. This enables much more reliable
inspection based on e-ID. The strategy applied in particular by
biometric passports is to present not only raw data, but also
a signature of the document issuer for those data. In this way
during an inspection we may become convinced that the image
presented originates from the document issuer and has not
been replaced even if chip security of e-ID has been broken.

Securing data with a signature of the document issuer is a
two-edged sword. Once the signature is created, it can be used
by anybody to confirm authenticity of digital data. Therefore
this approach leads to privacy threats: once the signed data is
shown to a second party, the owner of e-ID has no further
control over who has access to it. In particular, this data

Authors are with Wroclaw Univeristy of Technology, Institute of Mathe-
matics and Computer Science, e-mail: firstname.lastname @pwr.wroc.pl
This research was initiated under support of Foundation for Polish Science.

can be sold to third parties. The signature has a negative
influence on the situation, as quality of the data is confirmed
by authority issuing the e-ID. This problem has been one
of the major factors behind the design of German personal
identity card, where the data might be shown without issuer’s
signature, but via an authenticated and secure channel [1]. The
communication and authentication protocols are designed in
such a way that even a full transcript of a session together
with ephemeral data created during the session on the terminal
side cannot be used as a proof against a third party. This is
achieved by means of simultability. The price is that we have
to assume that the chips of the personal identity cards provide
full security against all kinds of (practical) attacks.

B. Assumptions about e-ID chips.

We assume that the chip used by e-ID provides certain
(limited) security against the issuer of e-ID. Namely, we
assume that keys generated privately on the chip can be read
by the e-ID issuer as long as the key generation process takes
place in environment controlled by the issuer. However, keys
generated on the chip when the e-ID is in control of the owner
are neither predictable for the e-1D issuer nor they leak from
the e-1D.

The assumptions above reflects the setting where the chip
vendor does not collude with the authority issuing and per-
sonalizing identity documents, but the authority has access to
technologies that may break security means on the chip and
can access all relevant data on the chip.

C. System goals.

We aim to provide a solution such that:

« Once the face image (or more generally, the data groups
containing personal data of the owner) are presented by
an e-ID, then a customized signature of the document
issuer is attached.

« The signature indicates the recipient of the signature, but
the proof is not necessarily unconditional. This means,
it should provide traces who is not fulfilling the duties
of personal data protection, but on the other hand the
signature is not necessarily an undeniable proof of e-ID
document presence.

e The authority issuing the e-ID documents cannot create
clone documents and customized signatures in order to
accuse a certain party for violations of personal data
protection.

The simplest solution is to provide a signature

Signg (H(D),R), where K is the signing key of the
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issuing authority, D denotes the data groups and R is the
recipients ID. There are two severe problems with this
approach: [ must be known in advance and the issuer can
create these signatures at any time, distribute them and accuse
R of violations of personal data protection.

The first problem can be dealt with by means of proxy
signatures [2]: the chip of e-ID receives data that enable it to
create signatures on behalf of the document issuer. However,
with this approach we solve one hard problem, but create a
new harder one. Namely, once an adversary breaks into a chip
of e-ID, it can manipulate the e-ID document and in particular
replace the face image.

One may also try to use designated verifier schemes - in
this case the signature is worthless to anybody, but the verifier
determined at signature creation time. The same problems
apply as before — the issuing authority has either to create
them in advance and store on the chip of e-ID or use a
proxy version of it. Moreover, proxy and designated verifier
signature schemes are significantly more complicated than the
standard signatures, use operations that might be unavailable
on the standard chips. Therefore the non-volatile memory
requirements for storing program code and data might be quite
high regarding limitations for chips on smart cards. Finally,
there is nothing so far that would prevent malicious authorities
from creating and using the clones of identity documents.

Another option is hiding the signature of the issuing author-
ity by the e-ID. Instead, the chip proves that it holds a signature
for given data DD (compare [3]). However, such solutions fall
into another category as the verifier cannot store the signature
for offline verification. Our goal is a real signature - the only
difference should be that it has to be customized to show the
original recipient.

D. Our contribution

We present two solutions with slightly different properties.
The first one is based on hash functions, the second one
on asymmetric techniques. In both cases the signature is
customized in a way that points to the signature recipient and
it is infeasible to change this pointer unless one has access to
the secrets stored in the chip of e-ID document.

1I. HASH BASED PROTOCOL

Below we sketch the idea of our solution.

A. General settings.

The document issuer holds a conventional pair of keys for
creating electronic signatures. Authentication of the public key
is achieved again in the standard way (e.g., by publishing or
by public key certificates).

For each e-ID document we have k different positions for
document verifiers, each verifier is assigned one position. The
number %k is a system parameter and its value has to be
fine tuned depending on system size and trade-off between
privacy and detectability of parties misusing personal data. The
position of a verifier for each e-ID is determined separately
in a pseudorandom way. Namely, for a hash function H, a
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verifier V' for identity document IDp is assigned position
H(V,D) mod k. In this way, for a given identity document
there are good chances that the verifiers the owner of the
document visits most frequently have been assigned differ-
ent positions. On the other hand, without knowledge of the
datagroups the position of a given verifier in a given e-ID is
completely unpredictable.

As the positions will correspond to leaves of a Merkle tree
constructed separately for each e-ID, we assume that k is a
power of 2 and throughout the paper log symbol defines the
binary logarithm.

B. Document personalization by the e-1D issuer.

For each e-ID document 1D p there is a master secret Sp
chosen uniformly at random by the document issuer.

According to standard conventions, we assume that data
stored on I D, consist of data groups D=(D,...,D,,), where
each D;, i = 1,...,k, is a single data group. As the data
might be exposed selectively, the signature is created for
Hp = H(H(Dy),...,H(D,,)). In this way, for verification
of a signature it suffices to present H(D,),..., H(D,,) as
well as the data groups [); that are to be disclosed.

For the purpose of clone-evidence we need secrets zp -
e.g., tp might be a signature of the document issuer under
the text “IDp has been cloned or broken”.

For IDp the document issuer creates a Merkle tree [4] of
height log & + 2 in the following way:

° for each ¢ < & there are 4 corresponding leaves; they

are labelled with the following values: Hp, xp g
HD., TD,Li» where D Li — R(’L“SD), ID,Ri —
Tp—p,L;, and I is a cryptographic pseudorandom
generator.

. We construct the labels for higher levels of the tree
as always for Merkle trees: if a node A has children
nodes with labels Ay and ho, then the label of A is
H(hl, .’12).

Let Root;; denote the label of the root of the tree con-
structed for 1D p. The last step is to create a signature Signp
of Rootp by the document issuer and to store it on the chip
of IDp.

C. E-ID personalization by the owner.

After delivering I Dp to its owner, it executes a procedure
of uploading a random secret X p to the chip of /Dp. Xp can
be kept outside JDp, but must be unknown for the document
issuer.

The purpose of Xp is to determine the leaves used for
signing: if H (i, Xp) mod 2 = 0, then for position ¢ the leaf
labeled with xp 1 ; is used. If H(#, Xp) mod 2 = 1, then
for position 7 the leaf labeled with xp g ; is used. Here we
assume that hash function H is cryptographically secure, thus
there is no bias for any single bit position.

In particular, the values of H (¢, Xp) mod 2 may be stored
in an array A of k bits.
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D. Customizing the signature.

Assume that a verifier 1/ is to receive signed data from
document I Dp. Apart from H(Dy), ..., H(D,,), and chosen
data groups D); the e-ID prepares a signature of the document
issuer in the following way:

e compute position ¢ for V as i = H(V, D) mod k,

e determine a path P; from a leaf holding xp z; to the
root, where Z = L if H(i, Xp) mod 2 =0, and Z = R
otherwise,

e compute a list H I, of hashes: for each node of I, the
list HF; indicates the label of the sibling of the node
on F;. The only exception is the leaf node, for which its
label is given and not the label Hp of the sibling node.

e return H(Dy),...,H(Dy,), HP;, Signp and the rele-
vant data groups [); which are to be disclosed.

E. Verification of a signature.

The following steps are necessary to verify a signature
H(Dy),...,H(D,,), HP;. Signp:

o H(Dy),...,H(D,,) are checked against the data groups
disclosed to the verifier,

e the hash values on the path F; are reconstructed using
HP;, the first value is computed as Hp = H(H(Dy),...,
H(Dyn)),

o the signature Sign,, is verified in the conventional way,
against the label Rootp of the root node computed in the
previous step.

E Implementation issues - speeding up signature creation.

Note that the chip does not need to remember the labels
of nodes of its hash tree — it can be reconstructed from D1,
...D,, and the secret Sp. Also it is easy to see that auxiliary
storage required to compute H F; is roughly log k hash values.

If k is relatively small, then computation effort on the
chip is acceptable. However, if this is not the case, we can
significantly reduce the computational effort by storing the
labels of the nodes at height £ logk + 1 of the tree. In this
case the chip has to reconstruct labels for fwo subtrees of depth
% log k + 1 of total size roughly 6+/k instead of ~= 6k.

G. Clone detection.

As the secret Xp is created afier the e-ID document is
given to the owner, the issuer cannot guess which leaves are
used by the chip of e-ID for each position i. A single attempt
to create an extra signature on behalf of the document owner
leads with probability % to disclosure of the secret xp. An
attempt to create, say 20, such signatures will not lead to fraud
disclosure with probability 2%, which is the value too low for
any authority to dare a fraud.

H. Detection of offenders of personal data protection.

Assume that a verifier V' collects data and signatures
obtained from e-1D documents. Assume that V' has sold n
such records to a data bank L which has reached the total

size N. Assume that L has been captured by law enforcement
authorities.

For each signature found in I we can check if it is possible
that it has been obtained from V. If a signature uses the same
position in the Merkle tree as it would be used for V, then
we say that this is an accusation against V. As the positions
in the Merkle tree are determined in a pseudorandom way, we
may assume that the expected number of accusations against
V' in L equals

(N—n)-t+n=="+n(1-1).

If V' is honest, then the expected value equals %

Statistical tests indicating dishonest behavior of V' can be
based on the fact that the Bemoulli distribution is fairly
concentrated. For instance, according to Chernoff bounds,
probability that there are more than % accusations in case of
honest V' is bounded by (e¢/4)™/%. For k = 16 and N = 2'°
we get that probability to get more than 128 accusations
is == 27%, while the expected number of accusations for
dishonest V" and 70 records sold is higher than 129. This shows
that any large scale sale of data is very risky for a verifier. On
the other hand, in this kind of business what counts is only
large scale sale, as single records have a low price.

Note that higher values of & make detection of dishonest
verifiers more reliable. On the other hand, if & is low, then a
signature pointing to position ¢ which should be used by V is
not an evidence that /D p has been presented to V. Namely,
this position is used by the fraction % of all verifiers!

L. Feasibility Issues

We have performed speed tests on Gemalto Java Cards con-
cerning computation of hash values. The results for exemplary
parameters are as follows:

SHA-1 (160 bits): 1 hash =~ 5ms, 1280 hashes ~ 4.8s,
SHA-2 (256 bits): 1 hash =~ 9ms, 1280 hashes ~ 10s.
For comparison observe the number of hashes to be computed
to create a single signature for tree depth 10 when the hashes
of level 5 (32 values) are stored by the chip, is 2- (32 — 1),

so the time required is less than 0.5s for SHA-2.

Memory usage for data in case of trees of depth 10 (with
intermediate level at depth 5 stored on the chip) equals:
master secret Sp — 128 bits, user secret
Xp - 128 bits, array of hash values
on Merkle tree on intermediate level at
depth 5 — 32 - 256 = 8192 bits)
temp. hash values: at most 6 hashes at a time — 1536 bits.

keys:

III. ASYMMETRIC APPROACH

In this section we sketch a protocol which can be used
to create customized signatures by tagging a signature of the
document issuer. Namely, the chip of e-ID attaches a tag to
the data groups and the signature of the issuing authority
revealed to a verifier. The point is that without the tag signature
verification is infeasible, and that the tag indicates the intended
verifier. No prior agreement on the identity of verifiers is
necessary.

SEPTEMBER 2013 ¢ VOLUME V * NUMBER 3
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A. Building Blocks

The main building block for the high-resolution protocol is

a solution used to prove equality of two discrete logarithms.

a) System seftings.: Let g generate a group of prime
order g. Furthermore, assume that Decisional Diffie-Hellman
Problem is hard for this group. Let h belong to this group be
chosen so that its discrete logarithm is unknown.

We assume that a prover holds a private exponent . The
goal of the prover is to convince that two elements a, b have
the form a = ¢”, b = h™.

b) Schnorr-like proof of equality of discrete logarithms
[5].: First the prover performs the following steps:

1) generate r at random,

) k=g, £:=h",

3) e := H(k,#,g,h,a.b,m), where m is some message,
for example an empty message or the name of the
addressee of the proof, i.e. the name of the intended
verifier,

4) s:=r—+exmodgq,

5) send (e, ) to the verifier.

Then the verifier performs the following steps:

D K = g*/a",

2) £ :=h%/b°,

3) ¢ :=H(K, ¢ g,habm),

4) return ok if e = ¢,

B. Sketch of the Scheme

The system is supported by a card management system
called below CAMS. We refer also to standard protocols
for chip authentication (Chip Authentication or ChA) and
authenticating terminals (Terminal Authentication or TA) [1].

1) Document personalization.: For each single identity
document the following steps are executed by issuing author-
ity:

1) All but two data groups for the e-1D are completed in
advance, and are stored in some registry on the side of
CAMS.

2) The data groups are copied to the chip of e-ID.

3) The private key and the corresponding public key for
ChA are generated by the e-ID chip.

4) The ChA public key is copied to the data groups (i.e.,
to a copy stored locally on the e-ID chip as well to a
copy stored in the registry of CAMS).

The data groups are still not authenticated by the issuing
authority. The e-ID is in a state we call “red”, which means
that all functions of the chip are blocked — only Terminal
Authentication and Chip Authentication with terminals of
CAMS are allowed.

When the e-ID is in hands of its owner, it must be un-
blocked. In a private environment the owner connects to a
service of CAMS and after mutual authentication via TA and
ChA protocols the following steps are executed:

1) The e-ID chip generates its private key ¥ for tagging,

and computes @ = g”, where g is fixed for all users.

2) Key a is written in the remaining empty data group, both
in the e-ID chip and in its record in the CAMS registry.
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3) The e-ID chip and CAMS each compute h = H,(D).
where I, is a hash function with the image included in
the group generated by g. ~

4) The e-ID chip computes b = k* and sends b to CAMS.

5) The e-ID chip and CAMS execute zero-knowledge pro-
tocol for equality of discrete logarithms for @b and
the corresponding bases g, h (here Schnorr-like protocol
described above has to be used, m is chosen to be the
string “CAMS").

6) The e-ID chip enters a “yellow” state, which is inter-
mediate between the red one and the “green” one for
regular usage. The e-ID chip disconnects from CAMS.

The next phase is generating signature of the issuing au-
thority:

1) User’s data groups from CAMS’s registry are transferred
together with the proof of equality of discrete logarithms
to the document issuing authority.

2) The document issuing authority verifiers the proof and
if the verification result is positive, then it creates a
signature Sign(b) under b.

3) Sign(b) is transferred back to CAMS’s registry.

If an e-ID is in the “yellow” state, then any time the e-ID is
used it tells the middle-ware to connect to CAMS’s service to
fetch Sign(b). If the signature is available, it is transferred
to the chip of e-1D through a secure channel (established
by means of TA and ChA protocols). The e-ID verifies the
signature, if it is correct, then the e-ID switches from the
“yellow” state to the “green” one.

2) Data Group Authentication: To execute this part the e-
ID must be in “green” state. After completion of the terminal
authentication and the chip authentication procedures the ter-
minal of the verifier and the e-ID chip execute the following
protocol (we assume that the terminal is allowed to obtain the
whole data D):

1) The e-ID chip sends D and Sign(b) to the terminal.

2) The terminal reads @ from D and computes i = H,(D).

3) The e-ID chip computes i = H,(D) and b = h® and
sends b to the terminal (now both sides know the tuple
(a,b, _q,ft) and Sign(?)), but the link between h and b
must be proven by the e-ID chip).

4) Both parties execute equality of discrete logarithms pro-
tocol for ("1?5 and the corresponding bases g, h. Schnorr-
like protocol is used for m being a string identifying the
verifier.

C. Discussion

As in case of the protocol from Section II the issuing
authority cannot create a clone of an e-1D document without
breaking into the e-ID chip and reading the secrets installed
there by the owner of the document,

Unlike in the previous solution, we are free to make tags
as precise as we want: the message m included in the proof
of equality of discrete logarithms may fully indicate the
verifier’s identity. On the other hand, it is also possible to
insert restricted information only — as for the protocol from
Section II. In the former case the tags are undeniable proofs
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that an e-TID has issued a customized signature for the verifier
indicated in the tag.

Apart from tagging, an e-ID document may check the
rights of the terminal to get the data. This can be achieved
in a standard way where the terminals are authenticated by
certificates and the underlying PKI infrastructure (compare
[6]).

Finally, let us remark that despite cryptographic counter-
measures and legal restrictions, any party can sell a set of
unauthenticated personal data. Authentication may be statisti-
cal — the party buying the set may confront it with the set of
locally stored data. If the records belonging to the intersection
set are the same, then the whole set bought is assumed to
be correct!. In order to prevent such situation, the e-ID could
insert steganographic data in images revealed to the verifiers
(with such steganographic tags the data would depend from
the intended addressee). However, it is a hard challenge to
design such protocols: apart from all problems known so far
for steganographic security measures we have to deal with the
problem of low computational resources on the e-ID chip.

Another option to limit illegal selling of personal data,
which may always undergo statistical verification, is to require
by law that each record containing personal data should be
associated with

« a tag proving that the party that stores the record has
obtained it directly from the smart card,

« or a consent signed by the person for selling/revealing
her/his data,

« or a pointer to some legal regulations that imposes a duty
on the party to process the data (however, the data should
still be associated with the tags, indicating whom the data
were initially revealed by smart cards).

Then in case of an audit a party that stores the data is safe.

Moreover, each party that sees personal data with the tag
issued for another party, and without consent of the citizen
for selling/revealing her/his data, should be obliged by law to
inform the authorities about the leak (the data seen should be
attached to the information). In cases when a party is legally
binded to reveal the data to another party it should obtain a
signed request for the data, to avoid being accused for data
leakage.

IV. SECURITY OF THE ASYMMETRIC APPROACH
A. Problem Statement

The exponentiation h¥, where h = H,(D), used in the
protocol from Section III resembles BLS signature scheme
[7]. However, if {g) would be a pairing friendly group, no
ZKP-EDLP (Zero-Knowledge Proof of Equality of Discrete
Logarithms) would be necessary, because equality could im-
mediately be checked with pairing.

LSee that if the issuing authority creates a duplicate of a document with the
same personal data but with different key material, then it could be detected
by parties already storing data from the original document. Of course a list
of revoked chips should be available online to prevent misuse of cards stolen
or lost.

Thus augmenting the exponentiation with ZKP-EDLP we
obtain an analog of BLS signature scheme in pairing un-
friendly groups. Since D is of the form (g*, M), where M
are some data, we obtain a kind of a self-signed certificate
of the public key @ = ¢®. The document issuing authority
makes signature Sign(b) under the BLS-like “signature” value
b=h"

Problem: is it feasible to change M and tune & accordingly
in such a way that b remains unchanged? The protocol from
Section III assumes negative answer to this question.

B. Argument for Security

We have Schnorr-like dependency here: some randomizer is
used inside and outside the hash function: b = (H, (g%, M))*.
Hence when we try to change M to M’ we search for 2’ € Z}
yielding a collision:

E(m')*l _ Hg(g:r/,ﬂd”).
Probability of such an event is not greater than probability of
the following collision

57 = . 1),

where 7',y could be independently chosen. But the latter
collision occurs no more frequently than the collision

b = g (), (
where M could be any bitstring. In the random oracle model
for H, probability of the last event results from the birthday
paradox in two rooms sefting: Let fix parameter v € (0,1).
Provided that in each single choice of (z, M) an element
b= e Im(H,), the number of choices (2, M) yelding
collision (1) with probability no smaller than v is equal to
¢y - /|[Im(H,)|, where constant ¢, results from the birthday
paradox mentioned above, and is dependent of <. Since
', M could be chosen independently, the expected number of
choices of (2, M) to obtain a collision (1) with probability
no smaller than v, equals in the random oracle model for H,

t
° e, - /Ty

Pr (b e tm(H,))

V. CONCLUSIONS

It turns out that protection of high quality personal data
disclosed by personal identity cards is feasible in the model
in which there are trust limitations against smart cards man-
ufacturers and authorities issuing the identity documents.
Moreover, standard smart cards with cryptographic functions
can be used for implementing such a solution.
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Classes of Garbling Schemes

Tommi Meskanen, Valtteri Niemi, Noora Nieminen

Abstract—Bellare, Hoang and Rogaway elevated garbled cir-
cuits from a cryptographic technique to a cryptographic goal by
defining several new security notions for garbled circuits [3].
This paper continues at the same path by extending some of their
results and providing new results about the classes of garbling
schemes defined in [3]. Furthermore, new classes of garbling
schemes are defined and some results concerning them and their
relation to earlier classes are proven.

Index Terms—garbled circuits, garbling schemes, secure mul-
tiparty computations, privacy

I. INTRODUCTION

The history of garbled circuits traces back to A. Yao, who
introduced the technique in [7]. The term garbled circuit was
introduced by Beaver, Micali and Rogaway [2] where they
introduced a way of performing secure multiparty computation
with Yao’s circuit garbling technique. Since then Yao’s garbled
circuits have been used for various purposes even though there
was no formal definition what is meant by garbling. No proof
of security existed either - until Lindell and Pinkas introduced
one for a particular garbled circuit using a protocol assuming
semi-honest adversaries [5], [6]. After this result, also a
proof of security against covert and malicious adversaries has
been published [1], [6]. Again, these results are obtained
for a specific protocol using garbling schemes rather than
considering the security of garbling itself.

The first formal definition of a garbling scheme has recently
been proposed by Bellare, Hoang and Rogaway in [3]. A
garbling scheme is defined as a five-tuple of functions: the
actual garbling procedure Gb, the encryption function En,
the decryption function De, the garbled evaluation function
Ev and the original evaluation function ev. The idea behind
garbling is the following. Let f be a function which is to
be evaluated for different inputs @ but in such a way that
neither f nor x can be learnt from the evaluation process.
Therefore, a garbled version F' is created and instead of
computing y = ev( [, z) we compute ¥ = Ev(F, X) where X
is obtained from 2 by encryption. After this y is obtained from
Y by decryption. Figure 1 illustrates the garbling procedure.

Rogaway et al. define also three security notions for gar-
bling schemes. These notions are expressed via code-based
games which are defined in such a way that they capture the
intuition behind the different notions: privacy, obliviousness
and authenticity are all defined to be reached, if the adversary
has only a negligible advantage for winning a particular
game. Moreover, these notions have two different models,
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V. Niemi is a professor at the Department of Mathematics and Statistics,
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Figure 1: Description of the technique behind garbling. The diagram
also illustrates that the result of evaluation with garbling must
coincide with the result obtained without garbling.

either based on indistinguishability or simulation. Roughly
speaking, indistinguishability means that the adversary cannot
distinguish between garblings of two functions. The simulation
type means that an adversary is incapable of distinguishing
garbling of the function of its own choice from another similar
looking function devised by a simulator. Here we refer to the
next section for the formal definitions.

Another seminal achievement in [3] is that relations
between the different security notions have been proven.
Rogaway et al. also provide two concrete garbling schemes,
one of which achieves not only privacy but also obliviousness
and authenticity. This example assures that the defined security
classes are not empty.

This paper consists of three sections. In the first section
we define all the necessary concepts, and give an informal
description of them so that the idea behind the concept would
be more comprehensive to the reader. In the second section we
provide new results about the already known classes: some of
the results are extensions to the results in [3], some inspired
by the results in [3]. The third section provides modified
definitions of the games used to define the different security
notions. In this manner, we obtain new classes of garbling
schemes by minor modifications in the games. Then, we prove
some relations not only between the new and existing classes
but also among the new classes. We also discuss intuition
behind these new classes.

I1. DEFINITIONS

In this section, we provide the basic definitions and nota-
tions. As usual, N will be the set of positive integers. A string
is a finite sequence of bits. In addition to the basic strings,
there is a special symbol |. The meaning of this symbol is
explained later where the context of usage will be clearer.

Let A be a finite set. Notation y « A means that an
element is selected uniformly at random from the set A, and
this element is assigned to y. If A denotes an algorithm, then
notation A(x1,...,x,) means the output of the algorithm A
on inputs Ty, ..., Ty,.
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PROC1 W PROC 2 1 FINALIZEW
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ADVERSARY

Figure 2: The idea of a code-based game is captured in the above
image.

As usual, we say that a function [ : N — R is negligible if
for every ¢ > 0 there is an integer N, such that |f(z)] <z~ ¢
forall x > N,

A. Code-based games

The proofs in this paper are heavily based on code-based
games. Following the terminology presented in [4], a game is
a collection of procedures called oracles. This collection may
contain three types of procedures: INITTALIZE, FINALIZE
and other named oracles. The word may is used, since all the
procedures in a game are optional.

The entity playing a game is called adversary. When the
game is run with an adversary, first the INITIALIZE proce-
dure is called. It possibly provides an input to the adversary,
who in turn may invoke other procedures before feeding its
output to the FINALIZE procedure. The FINALIZE receives
an output of the adversary, and creates a string that tells
the outcome from the game typically consisting of one bit
of information: whether the adversary has won or not. This
description about code-based games is quite informal and gives
only the intuition behind the concept. The Figure 2 serves as
an illustration. For a more formal description, we refer to [4].

B. Garbling schemes

In this section we provide a formal definition of garbling
schemes and their security, and here we follow the guidelines
provided in [3].

Formally, a garbling scheme is a S5-tuple ¢ =
(Gb,En,De,Ev,ev) of algorithms, from which the first is
probabilistic and the rest are deterministic. Let f denote the
string that represents the original function. The last component
in the 5-tuple is the evaluation function ev(f,-) : {0,1}" —
{0,1}™ which we want to garble. Here, the values n = f.n
and m = f.m represent the lengths of the input = and the
output y = cv(f,x). They must also be efficiently com-
putable from f. The first component Gb denotes the garbling
algorithm. It takes f and 1% as its inputs, where & € N
is a security parameter, and returns (F,e,d) on this input.
String e describes the encryption algorithm En(e,-) which
maps an initial input z to a garbled input X = En(e, z).
String F describes the garbled function Ev(F, -). It returns the
garbled output Y = Ev(F, X). Finally, string d describes the
decryption algorithm De(d, -) which on a garbled input returns
the final output y = De(d,Y"). Here we refer to Figure 1 to
get an idea of how a garbling scheme works.

SEPTEMBER 2013 ¢ VOLUME V * NUMBER 3

Classes of Garbling Schemes

NOTE: Occasionally, we use a specific evaluation function
V.. a8 ev in the 6-tuple. For it, we first define a con-
ventional circuit by a 6-tuple [ = (n,m,q, A, B,G). The
first component denotes the number of input wires (n > 2),
the second is the number of output wires (m > 1), and the
third component represents the number of gates (¢ > 1) in
the circuit. The function A identifies the first incoming wire,
whereas B identifies the second incoming wire of each gate.
The remaining component (¢ is a function identifying the
functionality of each gate. For a more specific definition of a
circuit, see [3]. Finally, the circuit evaluation function ev ..
is the usual canonical evaluation function:

proc eveir.(f, )

(n,m,q,A,B,G) « f

for g n+1 to n+g¢q do a<+ A(g),b+ B(g),zg « Gy(za, )
return Xy q-mil - Lutq

There are some additional requirements that garbling
schemes must fulfill. These are length, non-degeneracy and
correctness conditions. The length condition means that the
lengths of I, e, d may only depend on the security parameter
k, the values f.n, f.on and the length of the string f. Non-
degeneracy condition means the following: if fn = g.n,
fm = gm, |f| = |g|, (Fie,d) = cb(1* f;r) and
(G,e',d") = Gb(1¥,g;r) where r represents random coins
of Gb, then ¢ = ¢’ and d = d’. Correctness requires that
De(d,Ev(F,En(e,z))) will always give the same result as
ev(f,x).

By the concept of a side-information function, we capture
the information revealed about f by the garbling process. In
the case of circuits and ev.;., this might be the size of the
circuit that was garbled, the topology of it or something else
- even the whole initial circuit. Formally, a side-information
function ® deterministically maps string f to string &(f).
Let f = (n,m,q, A, B,G) be a circuit. Then, we define
Dyize(f) = (n,m,q), which is the side-information function
revealing the size of the garbled circuit. Other side-information
functions are ®.,..(f) = f which thus reveals the entire
circuit, and ®;,,, which reveals the topology of the initial
circuit, i.e. ®1op0 = (n,m, q, A, B).

C. The security notions of garbling schemes

There are three types of security: privacy, obliviousness
and authenticity. The first two types also have two distinct
models: one based on indistinguishability and another based on
simulation. In all cases, the security is defined through a code-
based game consisting of a procedure named GARBLE and
finalization procedure FINALIZE. The procedure GARBLE
is not to be confused with the garbling function Gb : the
garbling function Gb is a component of a garbling scheme &,
whose security the adversary tries to break via the procedure
GARBLE.

Before the game starts, the garbling scheme G and the
side-information function @ are fixed in the games based
on indistinguishability model. In simulation model, also the
simulator S is fixed although details of it are not assumed to
be known to the adversary. The GARBLE procedure gives the
challenge of the game to the adversary and the FINALIZE
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procedure determines whether the adversary wins the game or
not. The adversary is assigned a certain advantage depending
on the probability of winning the game. This advantage in turn
determines whether the garbling scheme is secure or not.

Table | gives the different GARBLE procedures needed in
the games to define different security notions. Note that in this
first formal description we use the subscripts, but after that,
we omit them if they are clear from the context. For example,
we will write PrvSim game instead of ProSimg ¢.s.

Let G = (Gb,En, De,Ev, ev) be a garbling scheme, k € N
a security parameter and ® a side-information function. The
following definitions are informal, and they are mentioned to
capture the idea behind the security notions. For a more formal
treatment, see [3].

PRIVACY: Privacy has two types of notions, and hence
there are two different games with distinct GARBLE proce-
dures, Prulndg e and PruSimg e s. The biggest difference
between these two is that the latter requires an auxiliary
algorithm to be defined, namely the simulator .

The game Prvind consists of a GARBLE procedure, which
is called by the adversary exactly once during one game,
and a FINALIZE procedure. Informally the game goes as
follows: the adversary calls the GARBLE procedure having
two appropriate functions and their inputs as the feed. The
procedure returns a garbled version of one of the functions and
its input, and the adversary guesses which of the functions got
garbled. The FINALIZE procedure takes two inputs, value of
parameter b from GARBLE and adversary’s guess O', and tells
whether the answer given by the adversary was correct or not,
and this will then be the outcome of the game.

The game ProvSim has also two procedures, its own
GARBLE and FINALIZE, from which the latter has the same
functionality as in PrvInd game. The difference in GARBLE
procedure is, that now the other function, from which the
function f is to be distinguished, is devised by the simulator.
The adversary must tell the difference between an actual
function and a “fake” function.

We define the advantage of an adversary A in game Prvind
as follows:

AQvE P (4 k) = 2 Pr [Prolndd o (k)] — 1.

If the advantage function Adv‘g""”"""”d"p(A; -) is negligible
for all PT adversaries A then we say that the garbling
scheme G is prvind secure over ®. Similarly, we define
the advantage of an adversary B in game ProSim as
Advg’sﬁ'“m'q)’s(B, k) =2 Pr[ProSimg 4 (k)| — 1. Then,
we define that a garbling scheme G is prv.sim secure over ®
if for every PT adversary there exists a PT simulator & such
that Adv? """ %% (B, k) is negligible.

OBLIVIQUSNESS: At first sight, the games for oblivious-
ness seem similar to the privacy games. The difference is
that the decryption algorithm d is not given to the adversary,
and hence the adversary cannot compute the final output
y = De(d,Ev(F, X)). Informally, the adversary is asked to
distinguish two functions and their inputs from each other
without knowing the result of evaluation.
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The adversary has an advantage which is calculated as in
the privacy model. The obv.ind and the obv.sim security of a
garbling scheme G are defined similarly as in the correspond-
ing Prv-games.

AUTHENTICITY: Here the FINALIZE procedure is a
little more complex than in the two cases above. The final-
ization procedure of a game checks whether the adversary
is able to produce a valid garbled output Y different to
Ev(F,X) or not. Also the advantage function is slightly
different: Adv&”’t(.A: k) = Pr [Auté(k)} . Again, a garbling
scheme is aut-secure, if for all polynomial time adversaries .A
the advantage function Adv3" (A, -) is negligible.

We denote GS(xxzz,®) to be the set of all garbling
schemes that are xzxz—secure over the side-information func-
tion &, where xxx denotes the type of security: prv.ind,
prv.sim, obv.ind, obv.sim, mod.ind, mod.sim, mod.ind2
or mod.sim2. The notion GS(aut) means the set of all
aut—secure garbling schemes. GS(ev) means the class of
garbling schemes which use the evaluation function ev.

ITI. RESULTS ABOUT ESTABLISHED CLASSES OF
GARBLING SCHEMES

In this section we provide results concerning the security
classes prv.ind, prv.sim, obv.ind, obv.sim defined in section 2.
The first two theorems consider the effect of different side-
information functions to the sets of garbling schemes. The
following two theorems provide extensions to the existing
results in [3] — the non-inclusions are obtained for any side-
information function ® instead of restricting it to ®,,,. Then
we continue with two results that provide parallel results to
[3]. Finally, the last two theorems in this section provide
new results about the established security classes of garbling
schemes.

Theorem 1: Suppose that two different side-information
functions @, and ®; satisfy the condition

Q. (fo) = u(f1) = Pu(fo) = B f1).

Then we have the GS(prv.ind, ®,) C
GS(prv.ind, ®,). If we additionally assume that there exists
a polynomial time function g such that g(®,(f)) = ®u(f)
then we also have GS(prv.sim, ®,) C GS(prv.sim, ®,).

(Condition (*))

inclusion

Proof: Let § = (Gb,En,De,Ev,ev) € GS(prv.ind, $;).
Suppose now that A is an arbitrary adversary playing the
Prvlndg, game and let us construct B as an adversary
playing the Prvinds, game and using A as a subroutine.
The latter adversary B tells the first adversary A to start the
game. Adversary A chooses its input (fy, f1,xp,2,) which
it wants to send to GARBLE procedure, which now in fact
the adversary B pretends to be. Adversary B forwards the
input from A to GARBLE procedure in Prulndg, game.
Adversary BB receives an output (£, X, d) or L from GARBLE.
Now, if @,(fu) # @®p(f1), adversary B sends L to A.
This is the normal answer: According to our assumption,
©y(fo) # Pu(f1) = Pu(fo) # P.(f1) and hence adversary
A should receive L also from its genuine GARBLE pro-
cedure. Otherwise, adversary B forwards the response from
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proc GARBLE(fo, f1,z0,x1)

b {0,1}

if ®(fo) # ®(f1) then return L

if {20, 21} € {0, 1}70°™ then return |
if ev(fo,x0) # ev(/1, 1) then return L
(F,e,d) « Gb(1¥, f); X < En(e,xp);
return (F, X, d)

Game Prvindg ¢

proc GARBLE(f, z)

b« {0,1}

if 2 ¢ {0,1}77 then return L

if b =1 then (F,e,d) « Gb(1*, [); X « En(e, x)
else y < ev(f,x); (F, X,d) « S(1%,y, ®()))

return (F, X, d)

Game PrvSimg ¢ s

proc GRRELE(fo, f1,z0,%1)

b« {0,1};

if ©(fo) # @(f1) then return |

if {zo, @1} € {0,110 then returnL
(J*', €, d) — Gb(lka fb): X+ En(el :I:b)
return (I, X)

Game ObvIndg ¢

proc GARBLE(f, z)

b {0,1}

if z ¢ {0,1}7" then return |

it b =1 then (F,e,d) + Gb(1*, f); X + En(e, z)
else (£, X) « S(1%, &(f))

return (1, X)

Game ObvSimg 4 s

proc FINALIZE(D, b)
return b = b’

Game Prvindg &, Game PrvSimg, ¢ 5. Game ObvIndg ¢, Game ObvSimg & s

proc GARBLE(f, =)
(F,e,d) « Gb(1*, f): = + En(e, x)
return (F, X)

Game Aulg

proc FINALTIZE(Y) Game Aulg
return De(d,Y) # L and Y # Ev(F, X)

Table I: The games defining the different security notions

its GARBLE to .4, who then sends its answer b’ to B. The
adversary B answers the same b’ in its Prulndg, game.

Let us now consider the winning probabilities and advan-
tages of both adversaries in their games. The behavior of
adversaries .4 and B are the same at every step of the game: the
inputs are the same, and the answers are the same. Therefore
the probability of the answer b’ being the correct one must
be the same in both games. Hence the advantages of both
adversaries are also equal. Because G € GS(prv.ind, @) the
advantage of B in Prulndg, game is negligible. Thus, the
advantage of A is also negligible, and G € GS(prv.ind, ®,),
which proves the claim.

For the second part, let us assume that there exists an
efficient conversion g from the side-information function ®,
into ®;. Our objective is to prove under these assumptions
that GS(prv.sim, ®;,) C GS(prv.sim, @,).

To do this, assume that G € GS(prv.sim, ®;). This means
that for every polynomial time adversary A’ there exists a
simulator & such that the advantage of A’ is negligible in
PruSimg 4,.s game.

Let A be an arbitrary adversary playing PrvSimg e, s
games. Similarly to the first part of the proof, let B be
an adversary who plays PruSimg s,.s games by emulating
A, i.e. behaving just like .4 would behave in corresponding
PruSimg e, s games. More precisely, by emulation of A we
mean the following. First, adversary B tells A to start its
game. Adversary B receives the GARBLE input (f,x) from
A, after which B forwards this input to its own GARBLE.
This procedure returns (F, X, d) or L to /3, who now consults
adversary A by giving this output to him. Now, A returns b’
to 3, who chooses the same & as its own return value.

The assumption G € GS(prv.sim, ®;,) implies that there ex-
ists a simulator Sparq such that the advantage of B is negligi-
ble in ProSimg ¢, s,.,, game. Now, we define another simu-
lator S}, by 7,0,y (1. 7. B4 (1)) = Snara(1¥,y.9(®u(£))).
First of all, &}, is polynomial time, because the conversion
g is efficient and Sq.q is a polynomial time simulator. Sec-
ondly, the win probability of B in its own ProSimg. o, s,..q
game is the same as the win probability that A has in the
PrvSimg s, s, game, which implies equal advantages. By

-
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assumption, the advantage of 5 was negligible, and so is the
advantage of .4 by the above argument. Now we have found
a simulator against which .4 has a negligible advantage. [

NOTE: For example, ®, = ®y,,, and ¢y = P, satisfy
the condition ().

Theorem 2: Let ®, and P, be two different side-information
functions satisfying the above condition (). Then the follow-
ing inclusion holds: GS(obv.ind, ®p) C GS(ebv.ind, ®,). Tf
we additionally assume that there exists a polynomial time
function g such that g(®,(f)) = ®,(f) then we have also
GS(obv.sim, @) C GS(obv.sim, ®,).

Proof: The proof is similar to that of the previous theorem.
O

The next four theorems consider non-inclusions of the form
A ¢ B between sets of garbling schemes. In all cases we make
an assumption that the set A is non-empty. The following two
propositions provide a generalization to Propositions 5 and 7
in paper [3].

Theorem 3: For all @ and for ev = evgy., we have
GS(obv.sim, @) GS(ev) € GS(prv.ind, ®).
Proof: let G = (Gb,En,De,Ev,ev) €

GS(obv.sim,®)[(GS(ev). Let us construct another
garbling scheme §' = (Gb',En,De’,Ev,ev) such that
G' € GS(obv.sim,®)(GS(ev) but G’ ¢ GS(pruv.ind, ®).
The construction is as follows: The function Gb'(1%, f)
picks (F,e,d) <« Gb(1*%, f) and returns (F,e,d||e). Let
De(d|le,Y) = De(d,Y). Including e in the description
of the decoding function does not harm obv.simn security,
because the adversary is given only (F, X) by the GARBLE
procedure in the obv.sim game. Thus G’ inherits the obv.sim
security from G.

On the other hand, G’ is not prv.ind secure. Adversary
A makes a query (fy, f1,x0,m1), where fy = f1 = AND
and xg = 00,z = 01. This choice is fine for the PrvInd
game, since ev( fo, o) = 0 = ev(f1,x1). Now, the adversary
computes Xy = En(e,zo) and Xy = En(e, x1), which must
be different because of the non-degeneracy condition (see
Section 2). Then he/she compares these two with the garbled
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input X received from GARBLE. This comparison now reveals
which of the inputs, xy or z;, was used. a

Theorem 4: For all & and for ev = ev.,., we have
GS(aut) N GS(ev) € GS(prv.ind, @) |JGS(obv.ind, ®).

Proof: Let G = (Gb,En,De,Ev,ev) € GS(aut) ) GS(ev).
Let wus construct a garbling scheme ¢’ =
(Gb,En’,De,Ev’, ev) such that G' € GS(aut, ) GS(ev
but G’ ¢ GS(prv.ind, ®)JGS(obv.ind, ). The construction
is as follows: We define that Ev/(F, X||z)) = Ev(F,X),
En'(e,2) = En(e, z)||z = X]||x.

The new encoding function En’ and evaluation function Ev’
do not harm qut—security, since the adversary has chosen the
function f and its input z. On the other hand, appending =
to the encoding harms both obliviousness and privacy: In both
games the adversary chooses the function f in such a way that
ev(f,-) is not injective. This is possible because it is assumed
that ev = evipe.

In both Prvind and ObvInd game the adversary chooses
inputs g, 21 such that xg # @1 and ev(f,zq) = ev(f,x1).
Now, the encoding X ||, reveals which of the inputs was used.
O

The following two results provide parallel results compared
to Propositions 8 and 9 in [3].

Theorem 5: Let P be a one-way permutation in the set of
all functions f. Then, for ®p(f) = P(f) and for any ev,
GS(obv.ind, ®p) [ GS(ev) € GS(obv.sim, @p).

Proof: Let G = (Gb,En,De,Ev,ev) €
GS(obv.ind, ®p)(GS(ev). We  construct a  new
garbling scheme ¢’ = (Gb’,En,De,Ev’,ev) such that
G' € GS(obv.ind, ®p) [GS(ev) but G’ ¢ GS(obv.sim, Pp).

The construction is the following. The algorithm Gb'(1%, f)
picks (F,e,d) + Gb(1* f) and returns (F||f,e,d). Let
EV/(F||f, X) return Ev(F, X). First of all, we claim that
the constructed garbling scheme is obv.ind secure over ¥ p.
The reasoning goes as follows. The adversary A sends
(fo, f1,wo, 1) to its GARBLE. For the answer not bheing |
it must be that @ p(fy) = ©p(f1), and hence P(fy) = P(f1)
by the definition of ®p. Since P is a one-way permutation,
Jo = f1 must hold. Thus prepending [ to the description of
F' does not harm obv.ind security.

However, G’ is not obv.sim secure over ®p. We introduce
an adversary B that breaks the obv.sim security with respect
to any PT simulator. The adversary chooses ([, z) to be sent
to the GARBLE procedure in ObvSim game. Now, if the
challenge bit b in the game is 0, the simulator S is called
to produce (F||f,X) from (1% ®p(f)). However, the PT
simulator manages to produce exactly the right function f
with negligible probability, because ®p = P is a one-way
permutation. In other words, this means that the adversary B
will almost always detect from the parameter F||f whether
the simulator was used or not. O

Theorem 6: Let P be a one-way permutation in the set
of all functions f and let ®p(f) = P(f) while ev is
arbitrary. Assume that there exist  and y for which ®p(f) =
P(f) is one-way even when restricted to functions f such
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that y = ev(f.x). Then GS(prv.ind,®p)[)GS(ev) ¢
GS(prv.sim, ®p).

Proof: let G = (Gb,En,De,Ev,ev) €
GS(prv.ind, @p)(GS(ev). We  construct a  new
garbling scheme G’ = (Gb',En,De,Ev’/,ev) such that
G' € G3(prvand, ®p) [ GS(ev) but G’ ¢ G3(prv.sim, ®p).

The construction is similar to that of the previous proof. The
algorithm Gb'(1%, f) picks (F,¢,d) + Gb(1%, f) and returns
(F||f,e,d). Let EV'(F||f, X) return Ev(F, X). First of all,
the constructed garbling scheme is prv.ind secure over ®p
by exactly the same reasoning as in the previous proof.

However, G’ is not pruv.sim secure over ®p. We prove
this by introducing an adversary B having a non-negligible
advantage in the PrvSims, game. By the assumption, there
exist  and y such that ®p(f) is still one-way, when restricted
to [ such that y = ev(f,z). Thus the adversary B can
choose (f,x) satisfying y = ev(f,z) to be sent to the
GARBLE procedure. Now, if the challenge bit b in the game
is 0, the simulator S is called to produce (F||f, X,d) from
(1% y, ®@p(f)), where y = ev(f, x). However, the polynomial
time simulator manages to produce exactly the right function
[ with negligible probability, because ®p = P is an injec-
tive one-way function. In other words, this means that the
adversary 55 will almost always detect from £'||f whether the
simulator was used or not. O

The following two propositions provide new results for
garbling scheme classes in [3].

Theorem 7: If the function i : (f,2) — (2(f),ev(f,x))
is injective, then GS(ev) C GS(prv.ind, @).

Proof: Let G = (Gb,En,De,Ev,ev) be an arbitrary gar-
bling scheme over side-information function ®. Let B be an
adversary playing the PrvIndg game. The adversary sends
(fos f1, w0, 71) to the GARBLE procedure of this game. For
the output not being _L it must be that

D(fo) = ®(f1), ev(fo.x0) = ev(f1,21).
But by injectivity of h this implies

h(fo,z0) = (®(fo), ev(fo, z0))
= (2(f1),ev(f1,21)) = h(f1,11)
= (fo,20) = (f1,71).

This in turn is equivalent to fo = f1 and xo = x1, meaning
that the advantage of the adversary B in this game will be
equal to 0. This completes the proof. O

Theorem 8: 1If the function ev is injective and efficiently
invertible (i.e. given y = ev(f’.a’), f and x such that
ev(f,z) = y can be found in polynomial time), then
Gs(ev) C GS(prv.sim, ®).

Proof: Let G = (Gb,En,De,Ev,ev) be an arbitrary gar-
bling scheme over side-information function ®. Let B be an
adversary playing the PrvSimg game. The adversary sends
(f,x) to the GARBLE procedure of this game. But now, if
the challenge bit b = 0, the simulator can always find the
right f and z to be garbled because y = ev(f,z) can
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be inverted efficiently and ev(f,z) = ev(f’,2’) guarantees
f = f',x = 2. This means that no matter what the challenge
bit was, in both cases, b = 0 or b = 1, the pair (f, z) becomes
garbled correctly because the simulator that knows f and x is
able to use the normal garbling method. This means that the
advantage of the adversary B in this game equals 0, proving
the inclusion GS(ev) C G3(prv.sim, ®) [ GS(ev). O

IV. NEW CLASSES OF GARBLING SCHEMES

In [3], the definitions and relations between different
security types were, at least to some extent, based on intuition
about what is meant by a garbling scheme that achieves
privacy, obliviousness or authenticity, and the intuition was
modeled as a game. In this section we consider the games
defined in paper [3] from another point of view; we consider
them purely as games, and try to achieve new results by mod-
ifying the existing game definitions in certain ways explained
later.

The first modification we make is that in the indistin-
guishability model, the PrvIind game will be modified to the
direction of ObvInd game by removing the decryption key
d from the return value (F, X,d). The same end result can
be obtained by tightening the ObvInd game by adding the
evaluation test ev( fo, xq) < ev(f1,21) in it. In the absence
of a better name we call the new class ModInd. The second
modification concerns the PrvSim game, in which we again
ease the requirements by removing the decryption key d from
the return value (F, X, d). In ObvSim game, adding y to the
input of the simulator & will lead to the same intermediate
form as above. The new class shall be named ModSim.

Another modification is obtained by relaxing the Prvind
game by removing the evaluation test. This can also be
achieved by adding d to the output (F, X) in Obvind game.
A similar modification in Sim side is to leave y out from the
input of the simulator in PrvSim game, or add d to (F, X)
in ObvSim game. The former modification is called ModInd2
and the latter is called ModSim?2.

The finalization procedure is not modified in any of these
games.

A. Applications

Before proceeding to the descriptions of our modifications,
it is convenient to discuss the possible applications that could
utilize garbling schemes and more specifically, our modified
security models. One typical example is outsourcing of a
complex computation to a service in the cloud. In many
cases the input data or the algorithm (or both of them) is
privacy-sensitive data and should not be revealed to the party
running the cloud service. With garbling schemes achieving
different types of security, we can hide different amount of this
information. In order to have an idea which type of security
is most appropriate in different situations, let us take a closer
look at which kind of information is revealed by a garbling
scheme belonging to a specific security class.

Let the function [ represent the algorithm, x represents the
privacy-sensitive input data and f () = y represents the output
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of the algorithm. These are all garbled with some garbling
scheme, and the garbled function and garbled input are given
to the server, which computes the garbled output. It depends
on the garbling scheme how much the server is allowed to
know about f,z and f(z). It is worth noting that whatever
the model of security is, the original function f is not known
for the server, only the side-information function ®(f) is.
The following list provides the central differences between
the models.

» obv.sim: Garbling does not reveal x, f or f(x) to the
server.

» prv.sim: The server is allowed to get f(x) but not « or
I

« mod.sim: When computing y; = f (1) and y2 = f(x2),
the server is allowed to find out whether y; = y» or not.

There are situations in which the output data is not sensitive
and can be revealed to the party maintaining the cloud service.
According to the list above, a prv.sim secure garbling scheme
is then appropriate. Also garbling schemes of the two other
types may fit the situation except if the server needs the
output in further computations. The issue is that the output will
remain garbled in the cloud. Of course, further computations
could also be garbled but this arrangement would significantly
and unnecessarily add the total complexity of computation,

If the output is sensitive data, an obv.sim secure scheme
suits. Our modified model mod.sim is suitable as well except
in some cases where the number and/or distribution of different
output values may reveal too much information. On the other
hand, mod.sim can actually be modified to apply to these
cases as well. Instead of considering inputs x, the modified
scheme would take inputs x||¢ where i is for example an ever-
increasing counter. The procedure then returns ev(f, z)||i as
the output. The counter at the end of the evaluation result
will now make sure that each output appears only once.
According to the previous discussion, mod.sim secure garbling
schemes can be used in the same applications as prv.sim or
obv.sim secure schemes. In the following section we will
prove that it is at least as easy to find a mod.sim secure
scheme as it is to find an obv.sim or a prv.sim secure scheme.
In conclusion, the modified security model mod.sim covers
almost all applications except some esoteric cases.

B. Definitions and results

Next we give the formal definition of ModInd and ModSim
games. Then we continue by proving some results concerning
the new classes of garbling schemes that are secure with
respect to these games.

The following proposition shows that mod.ind security is at
least as easy to reach as prv.ind security or obv.ind security.

Theorem  9:  Gs(prv.ind, ®)|JGS(obv.ind, $) -

GS(mod.ind, ®).

Proof: First suppose that G is a prv.ind secure garbling
scheme. Dropping the decryption key « out of the output of
GARBLE procedure does not increase the winning chances of
any adversary.
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proc GARBLE(fo, f1, w0, x1)

b« {0,1}

if ©(fu) # €(f1) then return L

if {xo,z1} ¢ {0,1}/°" then return L
if ev(f(]j :r()) 7£ ev(fl,fﬂl) then return |
(Fye,d) < Gb(1%,£,); X < En(e,z;)
return (F, X)

Meodindg, ¢

proc GARBLE(f,x)

b« {0,1}

it z¢ {0,137 then return L
if =1 then (F,e d)+ Cb(1¥, f); X + En(e,z)

return (F, X)

ModSimg ¢ s

else y <+ ev(f,z); (F,X)%S(l"",g,@(f))

Table II: The modified GARBLE procedures in Ind and Sim games

Secondly, suppose that G is an obv.ind secure scheme. Now,
following the specification of ModInd GARBLE procedure,
the adversary receives 1 on all inputs whose evaluations
ev(fu, zo) and ev(fi, 1) are not equal. However, this evalu-
ation equality test is not a part of ObvInd game. Hence, even
though GARBLE procedure in ObvInd game returns an output
different from 1, the corresponding procedure in ModInd
game might return L. Otherwise the games are identical.
Adversaries of both games are able to find out beforehand
whether the GARBLE procedure returns | and therefore the
adversary in ModInd game does not receive . Therefore, the
advantage of adversary playing the ModInd game cannot be
better than the advantage of a corresponding adversary in
Obvind game. According to the assumption, the advantage
in the ObvInd game is negligible, and thus the advantage in
ModInd game must also be negligible. ([l

Theorem 10:  GS(prv.sim, ®)|JGS(obv.sim, &)  C
GS(mod.sim, ®).

Proof: First, suppose that garbling scheme G is prv.sim
secure. As in the PrvInd case, omitting the decryption key
d from (F, X, d) does not increase the winning probability of
an adversary playing the modified game.

Secondly, suppose that the garbling scheme G belongs to
the set of ObvSim secure schemes. In the ModSim game,
the simulator’s additional input y cannot make its work of
producing a good output (F, X') more difficult. Let us explain
in more details why this is the case.

Let A be an arbitrary adversary playing the ModSim game.
Let A’ be the corresponding adversary playing the ObvSim
game: adversary A" behaves in ObvSim game exactly in the
same way as A behaves in ModSim game. According to our
assumption, there is a simulator S’ such that the advantage
of A’ is negligible. Now, we construct a simulator S for
the ModSim game. The simulator & will totally omit the
additional input % and call simulator &’ to produce an output
to the adversary A. Now, this simulator makes the advantage
of adversary A negligible, because the adversary A behaves
just like A" and also the simulators in both games behave
identically. This completes the proof. |

As mentioned in the introductory part of this section, we
have created four modifications to the prv.ind and prv.sim
models in total, of which we have now covered two. In the
rest of this section, we first give the descriptions of the two
other modified games and provide some results concerning
them. Finally, we give a diagram including the new models
and their relations.

After these two definitions, we will now provide a result
about mod.ind2 and mod.sim?2.
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Theorem 11: Assume that the following condition holds:

(Vfo, f1) (Yo, 1) : (Condition (##))
(fo) = @(f1) = ev(fo,z0) = ev(fi,21).

Then GS(mod.ind2,®) =
GS(mod.ind2, ®) = 0.

Proof: Suppose first that (xx) does not hold. Then the
adversary can choose fo, f1,Zo,x1 such that ev(fy, o) #
ev(f1,x1) but still ®(fy) = &(f1) holds. In this case, the
adversary will always win the game, because b = 0 if and
only if ev(fo, o) = De(d,Ev(F, X)), and thus the advantage
would not satisfy the negligibility condition, and no garbling
scheme is secure.

Now assume that (#x) holds. Then the the adversary
in the ModInd2 game has no choice other than choosing
fos f1, @0, 71 such that ®(fq) = P®(f1) for not receiving |
which now implies that ev(fq,2q) = ev(f1,21) must hold.
It follows that the sets of PrvInd secure garbling schemes
and ModInd2 secure garbling schemes must be equal. This
completes the proof. (]

GS(pruv.ind, ®). Otherwise

Theorem 12: For any @, the inclusion GS(mod.sim2, @) C
GS(prv.sim,®) holds. If (*+) holds, and & is efficiently
invertible (i.e. given ¢ = ®(f’), a function f can be found
in polynomial time such that ®(f) = ¢), then the equality
GS(mod.sim2, ®) = GS(prv.sim, @) holds. Finally, if (xx)
does not hold, then GS(mod.sim2, ®) = (.

Proof: The difference between the ModSim2 and PrvSim
games is, that in PrvSim game the simulator gets y = ev(f, z)
as input, whereas the simulator in ModSim2 game does not.
This means that simulator’s task of creating a good output
(F, X,d) in PrvSim game is not harder than the task of the
simulator in the other game. Therefore, the advantage of an
adversary in PrvSim game cannot be better than in ModSim?2
game. This proves the first claim.

For the second part, suppose that (xx) holds and ® is
efficiently invertible. Even though w is not provided to the
simulator, it still is able to produce (F’, X’,d") such that the
adversary has no better chances than guessing to win the
ModSim2 game. Namely, the simulator creates from ®(f)
such a function f’ that ®(f) = ®(f'), and it then creates
any suitable input z’ to the function f’. Now, because of the
condition (*x), the equality ev(f,z) = ev(f’,2") must hold
and hence the simulator always learns the right y. This means
that the setting in this new, modified game actually is exactly
the same as in PrvSim game.

Finally suppose that (##) does not hold. In the modified
game, the adversary can choose f and z such that there
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proc GARBLE(fo, f1,x0,x1)

b {0,1}

it @(fo) # ®(f1) then return L

if {zo,z1} & {0, l}f“'” then return |
(F,C,d) A Gbuku fb), X« ED(C,$@)
return (F, X,d)

ModInd2¢g o

proc GARBLE(f,x)

b« {0,1}

it =¢{0,1}7™ then return L

if b=1 then (F,e,d) <+ Gb(l*, f); X + En(e, )
else(F, X, d) « S(1%, ®(f))

return (I, X, d)

ModSim2g,¢,:5

Table III: Another modification of GARBLE procedure in Ind and Sim games

exists a function [’ satisfying f’ £ f, ®(f) = @®(f’) and
ev(f,z) # ev(f’,z’) for some z’. Now the simulator has
at most 50% chance to guess the correct f. Tf the guess was
incorrect, distinguishing the simulated version from the actual
garbled output is easy since the adversary is able to check
if ev(f,z) = De(d,Ev(F, X)). Thus, no garbling scheme is
ModSim2 secure. |

Corollary  1: The  following holds:
GS(mod.sim?2,®) C GS(mod.ind2, ®).

inclusion

Proof: The claim follows from Theorem 11 and Theorem
12 and Proposition 2 in [3]. O

NOTE: In practice, condition (#*) does not usually hold.
Therefore, it is hard to imagine an application in which our
second modification would have practical significance because
of the above result.

The next theorem provides a relation between the modified
simulation type and the modified indistinguishability type
garbling schemes under our first modification.

Theorem [13:  The following inclusion  holds:

Gs(mod.sim, ®) C Gs(mod.ind, ®).

Proof: Let G = (Gb,En,De,Ev,ev) € GS(mod.sim, ®).
We need to prove that G € GS(mod.ind, @). Let A be the
PT adversary playing the ModInd game. We construct a PT
ModSim adversary B as follows. Let 53 run A as a subroutine.
The latter makes its query fo, f1, %0, x1. Adversary B returns
Lt Aif ®(f)) # ®(fi) or {zg, 21} € {0,177 or
ev(fo,zo) # ev(fi, ).
Regardless of whether B returned L to A or not, adversary
B picks ¢ € {0,1} at random and makes its query to
GARBLE with input f.,x,. getting back (F,X) which is sent
to adversary A4 in case | was not sent earlier. In any case,
adversary 4 retuns a bit &’ to adversary B. The latter adver-
sary now returns 1 if ®(fo) = ®(f1), {wo, 21} C {0,1}70",
ev(fo,z0) = ev(f1,21) and ¥ = ¢ and 0 otherwise. Let S
be any PT algorithm representing the simulator. Then there
are two possible outcomes of the game:
D IE ®(f)) = @(f1), {xo,21} € {0,11°" and
ev(fo,x0) = ev(f1,z1), then the input to the simulator
S is the same regardless of ¢, or

2) ©(fo) # ®(f1), {wo, 21} & {0,117 or ev(fo, o) #
ev(f1,x1) then adversary B always answers () regard-
less of b’ received from adversary A.

Let’s analyze the win probabilities of both adversaries. First
consider the case 2. Adversary B always answers (), and there
is 50% chance of it being the right answer, and hence the win
probability of B is one half, The win probability of adversary
A is the same: A does not get any information linked to the

SEPTEMBER 2013 ¢ VOLUME V * NUMBER 3

challenge bit, and thus its answer is as good as guessing but
there is always 50% chance of answering right.

Next consider case 1. Now, there are two possibilities for
challenge bit b. Suppose first that b = 1. In this case, adversary
B wins if and only if A wins. On the other hand, if the
challenge bit b equals 0, adversary .4 does not have any
information because it is getting the same input regardless of ¢,
so its answer is no better than a guess. Thus the win probability
equals % Furthermore, the adversary A wins if and only if
adversary B3 loses, therefore Pr (B wins] = Pr[A loses] = 3.

This case analysis above shows that in all cases
Pr[B wins] = Pr[A wins]. Now continuing with
Pr[A wins|] we obtain

1 1
PrA wins| = EPr [A winslb=1]+ §Pr [A wins|b=10]

1 /1 1 11
— - . (Z1+=.Ad Z.z
2 <2+2 VA)+2 2
11
— — 4~ . Adv.
5 T AdvA

By the definition of advantage of adversary B we have
Pr(B wins] = 1-Advz+ 3 and therefore we obtain Adv 4 =
2 - Advi. Now, since the Adv 4 is negligible according to the
assumption, Advy is also negligible. O

For our last theorem, we introduce a new condition:

The decryption key d can be efficiently computed from the

tuple (F, X). (Condition (* x %))
Theorem  14: The following inclusions  hold:
GS(rmod.ind2, ®) - GS(obv.ind, @) and

Gs(mod.sim2, @) C GS(;b-v.sim, ®). If condition (x = x)
holds, then the classes are equal.

Proof: The difference between ModInd2 and ObvInd
(respectively ModSim2 and OQbvSim) is that in Modlnd2
game (in ModSim2 respectively) the adversary receives the
decryption key d as an output from GARBLE together with
F and X. This auxiliary output does not make the advantage
smaller to the adversary in the modified games. The claim
follows from this observation. t

These results complete the considerations about the possible
relations between the new and old classes of garbling schemes.
Results are collected into Figure 3.

If in addition to (#%) we require that (®, ev) is efficiently
invertible (i.e. given y = ev(f’,2’) and ¢ = ®(f’), f and
x such that y = ev(f,z) and ®(f) = ¢ can be found in
polynomial time) and condition (%) also holds, then all the
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Classes of Garbling Schemes

Modind
Obvind
Prvind
Modind2
ModSim
Ohvsim
vSim
ModSim2

Figure 3: Inclusions between classes of garbling schemes

sets in the diagram collapse into one point: a garbling scheme
that belongs to one security class will be secure also with
respect to any other security model.

V. CONCLUSIONS

In this paper, we have considered different security classes
of garbling schemes. Some of our results are obtained for the
classes defined by Bellare, Hoang and Rogaway in [3]. We
have also introduced new security classes and described their
relation to the earlier classes. From these new classes, we see
that the new classes GS(mod.ind, ®) and GS(mod.sim, ®)
would be promising targets for future research - at least, it
seems that these classes would have practical applications.
Namely, our results show that all garbling schemes in the
old obv-classes belong also to the new mod-classes, and
therefore it is at least as easy to find a garbling scheme that
is mod-secure. Moreover, it seems to be harder to find an
application which would require obv-security but where mod-
security would not suffice. The second new class sets too hard
requirements for a secure garbling scheme and this class is
practically always empty.
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On a key exchange protocol based on
Diophantine equations

Noriko Hirata-Kohno, Attila Petho

Abstract—We analyze a recent key exchange protocol
proposed by H. Yosh, which is based on the hardness to
solve Diophantine equations. In this article, we analyze
the protocol and show that the public key is very large.
We suggest large families of parameters both in the
finite field and in the rational integer cases for which
the protocol can be secure.

I. INTRODUCTION

The notion of public key cryptography started with
a key exchange protocol [12]. Various protocols have
been developed for this purpose, see for example [8],
[14]. Hard computational problems lie under these
protocols, e.g., factorization into primes of large inte-
gers, computation of discrete logarithm, determination
of the shortest vector in lattices and decoding of error
correcting codes.

D. Hilbert asked in his famous lecture at the
second International Congress of Mathematicians in
1900 whether there exists a general procedure which
determines the solvability of Diophantine equations.
The question was answered 70 years later by Y.
Matijasevi¢, who proved that such an algorithm does
not exist [11]. However, the impossibility of a general
algorithm does not mean that we cannot solve special
equations. There are large classes of Diophantine
equations which are algorithmically and numerically
solvable, see e.g. [1], [20].

Despite many efforts, finding the solutions to Dio-
phantine equations is usually a hard task. Based on
this observation, Lin, Chang and Lee [13] suggested
a new public key protocol in 1995. A bit later Cusick
showed that this protocol is insecure and it can be
broken in polynomial time without solving any Dio-
phantine equations [9]. Although such observations,
especially in the case of (non-linear) Diophantine
equations of high degree, Yosh [22] proposed a key
exchange protocol whose security relies on the hard-
ness to find the solutions to the equations.
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ematics, College of Science and Technology, Nihon Univer-
sity, Suruga-dai, Kanda, Chiyoda, Tokyo 101-8308, JAPAN
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We present here a more detailed analysis of the
protocol. We show that it can be secure both over
finite fields and in the original setting, i.e. over the
ring of rational integers. In any case there is a big
efficiency bottleneck and indeed the size of the public
key is enormous.

It might be true that the theory of cryptography
does not profit enough from the theory of Diophantine
equation of high degree and vice versa. This is the
reason to write these notes.

After the celebrated theorem of Shor [19] that
factorization and discrete logarithm can be done with
quantum algorithms in polynomial time, there is a big
demand to develop new public key protocols. These
should be based on problems, which cannot be solved
by quantum computers in polynomial time, or at least
we should have some evidence. A good overview on
such efforts is presented in [3]. We hope that these
notes might give a small step toward this direction.

II. THE PROTOCOL OF HARRY YOSH

In this section, we describe with minor modifica-
tions and generalizations, the key exchange protocol
proposed by H. Yosh [22]. Let 2 be a commutative
ring with unity 1. Fix ¢« € R and b € N and for
& € R, consider the function

Tus(z) = (x +a)’.

Obviously T, 4 is a polynomial map from R to R.
Assume that b is chosen such that T}, ; is injective,
i.e. invertible. Let f(z1,...,2m), g(x1,... %) €
Rlzry,...,&xm]

To exchange a secret key, Alice and Bob perform
the following steps:

(i) Alice chooses a polynomial f(zy,...,2m) €
R[zy,...,2] and  compute a  solution
(ri,...,7m) € R™ to the Diophantine equation
f(:Ela' e ?mm) = 0.
She keeps (r1,...,7,) secret, but makes f public.
(ii) Bob chooses a polynomial g(zi,...,z,) €
R[zy,...,Ty] and parameters ay,...,a, € R as
well as by,...,b, € N such that T, ,, are invertible
for j = 1,...,n. He computes

H(ﬂ?[;u-,ﬂ?m) =

17
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= Tan,bn(- - (Taq by (.G(xh s xm))) e )

and takes an element h € H + fR[z),...,z,].
He keeps ai,...,a,,b1,...,b, secret and makes
g, h public.

(1i1) Knowing g, h Alice computes s = g(r, . ..
and u = h(ry,...,7,) and sends u to Bob.
-1

(iv)  Bob computes T, (...(T, %, (u)...),
which is s, the common secret key of Alice and Bob.

sTm )

For completeness we prove
Proposition 1. The protocol is correct.

Proof: Alice can compute s because she knows
gand ry,...,"m.
As f(rlz LR} ‘rm) = () we have

w=h(ry,...,rm) = H(ry,...,rm).
Thus
—1 -1 -1
s=H "(u)= T (T () )
and Bob can compute s because he knows
1yeeesly, by, ... b, and ﬂ,‘ﬁ;,j.,j = 1,...,n are
invertible. u

In Yosh® analysis, it was only considered one
possible attack. The secret key can be computed from
common solutions to the system of public equations
f = 0,h = wu. Yosh pointed out that one can
choose these equations such that the determination via
Grébner bases technique of the common solution still
remains a hard task. Unfortunately only few examples
were given in the article.

Here, we present a more detailed cryptoanalysis of
the protocol of Yosh. In Yosh’s original version, only
the case I? = Z was investigated and the finite field
case was just mentioned. We investigate two cases,
when R =7Z and R is a finite field.

Another difference is that Yosh dealt with the map
in three parameters ’fﬂﬂfb,c(a?) = (x + a)’ + ¢, with
a,c¢ € Il and b € N. By the obvious identity

L o Ly (2)) ) =
=" ?r-rp+1,f»11+1(TunJJw (... (1—1”-1:?)1(',1'-)) ce))s
where @y = d1,0; =d; + ¢, =2...,0,0,11 =

ns by =bj,i=1,....n and b,y = 1 it is enough
to work with our map in two parameters.

We point out that the most serious bottleneck is
the size of the public key, especially the size of h. To
keep this parameter in an acceptable size, we have to
use low degree polynomials, in particular bq, ..., b,
have to be small.

Another important observation is that the equation
f = 0 has to be hard to solve. We show in both
cases that this can be achieved with large families of
polynomials. In the case of Z we present a concrete
example for which the protocol seems to be secure

and the public key can be computed within some
seconds.

A nice feature of the above algorithm is that the
parties are coequal during the key generation, both
have own secret, which are not known even by the
partner. In this respect it is similar to the celebrated
Diffie-Hellmann key exchange protocol [12].

III. PRELIMINARY OBSERVATIONS

Remark that in [22] there is no hints for the
secure choice of the parameters, only an example and
remarks about possible attacks are given. In these
notes we concentrate on the possibility of such a
choice of the parameters, which is computationally
feasible, but seems secure enough. In this part we
collected observations, which are independent from
the ground ring R.

To break the system, i.e. to compute the common
key, the enemy has to find the secret parameters

TlyeeesTyn O @1, ..., Gp, b1, ..., b, The only public
information about the former is that (ry,...,7,) is a
solution to the system of equations
flry,...,m,) = 0 ()
ey, .. 2m) = u. 2)

To solve such equations one can use Grobner bases
technique [5], [6], [8] or elimination theory. The latter
means that choosing one of the unknowns, say x,,
one computes the resultant Res, (f,h — w), which
has unknowns one less than those of f or h. Moreover
the first m — 1 coordinates of solutions to (1) and
(2) are zeroes of the resultant. Thus m has to be at
least three because otherwise after the elimination one
of the variables in (1) and (2), we would obtain an
equation in a univariate polynomial, which is simple
to solve.

Key exchange protocols are used several times with
the same parameters. In our case f and (ry,...,7m)
can be fixed. After each running the enemy learn
a new h and the corresponding u. After ¢ turns he
collects £ + 1 public equations for (r,...,7ry). If
£ > m — 2 then the enemy can casily compute

Proposition 2. The protocol can be used with the
same polynomial f only at most m — 3-times.

A further observation of similar manner is the
following.

Proposition 3. If the adversary can compute many
solutions, not necessarily (ry, ..., Tm), of (1), then he

can compute the element s and break the protocol.

Proof: Indeed, assume that (ovy,...,q.,) € R™
is a solution to (1) and put 3 = g(a, ..., amy). As
h=H+ fV
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for some V €  Rfxi,....x.], we have
h(an, ... ,c,) = H(on,...,q,). Thus we get
the equation

(B+a))™ +a)™ + .. 4a,)" = hla, ..., o).
(3)

for ay,...,a,,b1,...,b,. Knowing about 2n solu-
tions of (1) we obtain about 2n equations of form
(3), which determine usually the 2n unknowns, M
Now we investigate the possible choice of

A1y .0y Uy, ble ceey ()7,,. Let
) = tay,.an brsebn (T) =
= Tan,bn(‘ . (Ta1,b1 (:IJ)) - ) =
= (((z+a1)" +a2)™ + ... +an).

It is clear that the degree of t() is by - - - by,. On the
other hand its value at each point can be computed by
n additions and by at most O(logb, + ... + logb,)
multiplications. Furthermore, it can be stored on at
most n(A + B) bits, where A and B denote the
maximal bit length of the representations of a; and
b;,i=1,...,n respectively. This means that ¢ admits
a very sparse representation. Since polynomials in
sparse representations are rare, we cannot expect that
h has a similar simple representation. We have to
expect that the representation of A is dense, i.e. most
of its coefficients are non-zero.

Put d; = deg, g, = 1,...,m. Then it is clear
that

deg,. H =0by---by - d;

holds for i = 1,...,m. Thus H has at most (1 +
o(1))dy -+ - dp(by - - - by,)™ terms. We obtain h in Step
(ii) by adding a suitable multiple of f to H. Hence
we can control the degree of one of the variables. We
may assume that it is x,,. By the argument above,
we expect that a big portion of the coeflicients of the
terms of 7 is non-zero, i.e. we have to store about

O(dy - dyp_1(by - - b, )™ 1) 4)
non-zero elements of R. This means that
n,m,by,...,b, have to be small. To be more

specific by, ..., b, < B and n,m < N, where B, N

are small positive integers.

IV. THE PROTOCOL OVER FINITE FIELDS

Yosh mentioned in [22] that the protocol works
over finite fields too, but no detail is given. We
analyze this case in the present section. Set R =,
where ¢ is a prime power. In practice ¢ is either a
large prime or a large power of 2. It is a classical
fact that z — x is bijective on F; = F, \ {0}
iff ged(g — 1,b) = 1. Combining this fact with
the general remarks of Section III we must have
1<b, <Band ged(g—1,0;) =1,i=1,...,n.

By Proposition 3 the equation f(x1,...,2,) =0
has to be hard to solve. The next theorem, which is the

On a Key Exchange Protocol Based
on Diophantine Equations

combination of Theorem 2.1. and Corollary 2.2. The
argument by Bérczes, Follath and Pethd in [4], en-
ables us to define a large class of f € Fylzy, ..., 2n)
such that if ¢ is large then this holds with high
probability.

Theorem 1. Let
F(xy,...,x) = B(xry, ..., 20m) + Az, ..

S Fq[xl: v -sa:m]

L)

with  homogeneous polynomials A, B satisfving
degA < degB = D, deg, B = D for each
1 < i < m. Further, suppose that there exist indices
1 < 7y < g0 < n such that the binary form

B(0,...,0,2;,,0,...,0,2;,,0,...,0)  (5)

has no multiple zero.

Denote by P.ou(F,7) the probability that F(x) as-
sumes the value ~ € Fj, when x runs uniformly
through the elements of Fi". If q > 5+ D'3/3, then

})coli(Faﬁf) < g
q

The following construction of f is based on the
consequence of Theorem 1.

o Set ¢ = 227, which ensures that ged(q—1,p) =

1 forp=3,5,7.

s Choose homogenous polynomials A B €
F,[z1,....%m] subject to the condition (5) and
such that deg A < deg B ~ by ---b, /3.

« Pick randomly ry,...,7r,, € F, and set v =
B(ri,...yrm) + A(r1,...,7m). Ify = 0 then
choose 14, ..., 7, again, otherwise set f = B+
A—ny.

Then (r1,...,7y,) is a solution of f = 0. As D ~
by ---b,/3 ~ 7 the condition ¢ > 5- D**/ holds too.
By Theorem 1 the chance to find (ry,...,7,) or a
different solution of f = 0 is extremely low.

Remark that in the first step g can be replaced by a
larger power of 2 or by an odd prime of similar size.
We have to be care to the condition ged(g—1,p) =1
for all primes p < B. In [4] it was proved that there
exists a large class of polynomials, which satisfy the
assumptions of step 2.

We suggest that Bob chooses aq,...,a,
randomly. This is appropriate because in Step (iii)
of the algorithm Alice makes public the value u =
h(ri,...,7). Thus the equation

((s4+a1)? +a2)? +...+a,)b =u

is known for everybody, but the element s is not
known. We may assume without loss of generality
b, = 1 because one can compute small degree roots
in finite fields or in Z in probabilistic polynomial time.
Thus our equation has the form

f(:ber:C,
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where ¢ and b are known, but z,y are unknown
elements of Fy. Thus the adversary has no chance
to find the hidden solution s.

To hide H we suggest to choose V &
F,lz1,...,2,s] randomly of low degree, and put

Proposition 4. With the above choice the key ex-
change protocol of Yosh over finite fields is secure.

V. THECASE R =7

The map T, ; is injective if and only if b is odd.
In Step (iii) of the algorithm, Alice make public
the value u = h(ry,...,r,,). Thus the equation

((s4+a)" +a2)? +...+a,)" =u. (6

is known for everybody, but s is not known. We
pointed out in the finite field case that b,, = 1 can be
assumed without loss of generality. Thus our equation
has the form ;
' +y=oc,

where ¢ is a known integer, b may be assumed to have
some small values and =z, y are unknown integers. Let
Yo be the nearest integer to ¢'/” and compute the two
sided sequence (yo+k)®, k= 0,1, ... until ¢ appears.
If the equation has a small solution in y, say |y| <
107, then with the above procedure, it will be quickly
found.

Proposition 5. We may assume b, = 1. The pa-
rameters aq, ..., a, should be sufficiently large, say
la;| = 10%,i=1,...,n.

Let a = max{|a1|,...,|ar|}. We have to expect
that the absolute value most of the coefficients of ¢(x)
hence of 7, h are as large as a®~P» 1, which is 1072
even for the smallest possible parameter values n =
4,by = by = by = 3. By (4), we have to store and
transmit 3°-d, ... d,,_; integers. In the simplest case,
namely choosing ¢ to be linear, we have to transmit
about 10# coeflicients of size 1072. This is a very large
amount of data. Below we give a concrete example
showing this fact.

Now we come back to the choice of f. By Propo-
sition 3 f has to be such that the equation f = 0
is hard to solve. We suggest to choose f a diagonal
polynomial, i.c. of form ¢,z 4. .. + ezt — ¢y
with dy,...,d,, > 2. First of all these polynomials
are very simple. It is an important aspect to compute
h and one solution of the equation f = 0.

On the other hand diagonal polynomials are
complicated enough, i.e. by careful choice of
Clyeees Cma1sdl, ... dy, the adversary can hardly
find a solution of the diophantine equation ¢, Tfl +
o+ epadm — e = 0. Indeed, it is well known
that if at most one exponent is equal to two and we fix
the values of m —2 variables, then the resulting single

equation in two-variables has only finitely many so-
lutions. Moreover it is usually hard to find a solution
provided the coeflicients are large. II two exponents
are equal to 2 then we may get equations ol form
z? — dy? = m with infinitely many integer solutions,
but the computation of the fundamental solutions is
hard. For example, it is well known that finding a
solution of 2% — y?> = n such that z —y # +1,4n
is equivalent to finding a non-trivial factor of n, see
e.g. [17].

Choose d; < . < d,, according to the last
paragraph and such that they are small, say d; <
7,1 = 1,...,m. Let v be a positive integer, which
we specify later. After fixing dy,...,d,, it is not
wise to choose c1,...,¢, and ¢, 1, because the
success probability for the solution of a given equa-
tion is the same for everybody. Alice has to carry
out in a different manner. She chooses a solution
and after this she searches for an equation with the
prescribed solution. To be more specific, she chooses
Tlyeves Ty Cme1 € Z randomly subject to the con-
ditions [r;|% < 27 = 1,...,m,|eme1| < 27 and
such that ged(rq, ..., 7m) = 1. The number of possi-

(1L 1
bilities is about 2" (H ar t T, ) . Then she computes
€1, ..., Cp by solving the linear Diophantine equation

. 2 peda .
Cmy1 =17 e

The assumptions are such that this equation is
solvable and that it has infinitely many solutions.
From this infinite collection we suggest to choose
€1, ..., ¢y such that they have similar size. Perform-
ing this process Alice has the polynomial f and knows
a solution to (1). On the other hand, finding a solution
for other peoples (or finding another solution for
Alice) is hopeless.

It remains to specily ». It must be so large that
a brute force attack is hopeless. This means that the
number of choices of the parameters must be large,
at least 2'2%. This implies the inequality

1 1
1+ —+...+ > 128.
U( dl d'm.) o

We suggest to choose g randomly among the
quadratic or linear polynomials.

There is no canonical choice for € H +
fZlxy, ..., @], provided m > 1. One can fix a
variable, say x,,, and consider H, [ as polynomials
in x,, with coefficients in the ring Z[x1, ..., &y 1]
Then one can compute the remainder of H modulo
f. The choice of the variable considerably influences
the size of h. We give an example below. Another
possibility for the choice of h is that we pick a
polynomial V' € Z[a1,...,x,,] randomly and put
h=H4+ fV.

Finally we present a concrete example, which might
satisfy the security requirements and the size of the

INFOCOMMUNICATIONS JOURNAL

SEPTEMBER 2013 ¢ VOLUME V * NUMBER 3



INFOCOMMUNICATIONS JOURNAL

public

1

key is beyond the possibilities." Set m =

4,n = 3 and choose the polynomials as follows.

f

€1

C2

C3

4

Cr

o

A

gl

T3

= (:1.'1:% + (12:1;3 -+ ('3.1‘"33 + (:4.’1:471 + ¢5;

= 100443961606899625156697 7588899652
58647,

= —349810512301185120181179486451994
47959092

= 36379686253405252442775297079115999
38738364717062704444171396361954364,

= —707541245602739546204021071493995
8108817512020742239926498242401,

= —987654323456789876543216543205678
96543210567,

= 3x1+ 5:1;% + Taixe + Q?Jz + 7531y,

= ((g+734367)% + 537769)" + 56478587,

solution of f =0 is

= 235452462352353121512, xe = 43689743,

= 43216789765432, x4 = 4567973,

We left to the readers to find a different solution.
With these parameters the computation of h took
some seconds. It has 2107 terms and the internal
representation in MAPLE has length 800327.

\

'Tt is not at all practical.
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Abstract—Digital signature is the cryptographic primitive that
ensures authentication and nonrepudiation. A password based
blind signature can be used in the scenarios, where the partic-
ipation of bhoth the signer and the user are required. The user
requires the authentication of the signer without revealing the
message to the signer. This requirement is needed for real world
applications such as client server applications in the banking
scenario. As per our knowledge, the first password based blind
short signature was constructed by Sangeetha et al. in CECC
2013 which ensures the properties unforgeability, blindness and
unframeability. But if the password size is very small, it may
be susceptible to off-line password guessing attack. In this
paper we propose a strongly secure password based blind short
signature which solves the off-line password guessing attack. The
formal proof of the scheme is reduced to computational Diffie-
Hellman(CDH) assumption.

Index Terms—Blind Signature Scheme, Password Based Blind
Signature Scheme, Unforgeability, Blindness, Unframeability.

I. INTRODUCTION

Eventhough there are tremendous growth in technologies
in this twenty first century, secure data transmission is still
appear to be a big hurdle and a lot of security issues need to
be solved. Encryption schemes provide confidentiality where
as digital signatures provide unforgeability. Digital signature
scheme allows to sign documents in such a way that anyone
can verify the authenticity of the signature. Diffie and Hellman
[6] coined the notion of public key cryptosystem and Rivest
et al. [7] proposed the first known digital signature called
RSA(Rivest, Shamir and Adleman) signature scheme. The
definition of security requirements for signature scheme was
given by Goldwasser et al. [11] and the security proof for
signature scheme in random oracle model was proposed by
Pointchevel et al. [13]. The cryptosystems which is proved
to be secure with random oracle uses cryptographic hash
functions(preimage and collision resistant) and in the proof of
security we assume that the output of hash functions follows a
uniform distribution. Bellare et al. also had given the security
proof of a RSA based digital signature in their classical work
[1].

The idea of blind signature was put forwarded by David
Chaum [5]. The applications like e-voting, digital cash etc
require signatures which conceal the original message. The

Sangcectha Jose is a Ph D scholar from Theoretical Computer Science Lab at
Indian Institute of Technology Madras. (email: sangeethajosem@ gmail.com).

Preetha Mathew K. is a Ph D scholar from Theoretical Com-
puter Science Lab at Indian Institute of Technology Madras. (email:
preetha,mathew.k @ gmail.com).

C. Pandu Rangan is Professor in Department of Computer Science
and Engineering at Indian Institute of Technology Madras(email: pran-
gan55 @ gmail.com).

22

blind signature allows the user to get a signature without giving
any information about the message to the signer and the signer
cannot tell which session of the signing protocol corresponds
to which message [8]. The properties of blind signatures
are blindness and unforgeability. The provable secure design
for blind signature is proposed by Pointchevel et al. [12] in
which they defined the security for blind signatures with an
application to electronic cash. Security arguments for blind
signatures are proposed in papers([10],[14],[8]).

Gjosteen et al. [9] presented password based signature schemes
based on RSA(Rivest, Shamir and Adleman) assumption and
LRSW (Lysyanskaya, Rivest, Sahai and Wolf) assumption in
which password is used as a random seed for the digital
signature’s key generation algorithm. Since passwords are
short compared to key size, the key storage constraints can
be solved. But these kind of schemes may be susceptible
to online and off-line password guessing attacks for the low
entropy passwords. In cryptography, Shannon([2],[3]) coined
the term “entropy’ which has been used as a measure of the
difficulty in guessing or finding a password or a key. According
to the NIST(National Institute of Standards and Technology)
recommendations [4], 80 bits entropy are required for secure
passwords. But passwords should be randomly selected pass-
words. Then the minimum threshold level of entropy can be
obtained by using minimum 13 characters for the password
from a 94 printable characters (Entropy, H = logs(b') = 85
bits, where b = 94 and [ = 13) which ensures the secrecy
of the passwords. In different banking applications like e-
locker facility, the secret information of the customer and the
bank are together needed for transaction. For this purpose
it is essential to generate signature mutually by using both
secret key of customer and banker’s secret key. For signature
generation if customer is using certain threshold passwords
along with banker’s secret key it will increase the security as
well as the efficiency of the system because customers can
remember comparatively smaller passwords rather than using
a large secret key. This insight motivates the construction of
the password based blind signature(PBBS) scheme described
in [21] in which both user’s password and server’s secret key
are simultaneously used for signature generation.

Related Work: Gijosteen et al. [9] proposed password based
signatures which prevents dictionary attacks. They introduced
two password based signature schemes based on RSA [7] and
CL(Camenisch and Lysyanskaya) [15] signatures. First scheme
is easy to implement, but it does not achieve the security
requirements. Second scheme is less practical, but it achieves
stronger security. Password based signatures have a lot of
applications in the banking scenario. Hence a password based
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blind signature(PBBS) scheme is proposed in [21] by making
use of blind version of BLS(Boneh, Lynn and Shacham) short
signature scheme([17],[18]). In this paper we modified [21]
to obtain a strongly secure password based blind signature(ss-
PBBS).

Motivation: In all client server environment applications, if we
use client’s password as well as server’s secret key for signing
a document so as to ensure high efficiency and security. That
is, client(user) and server(signer) can sign the document only
by mutual agreement, so that user cannot generate signature
without secret key of the signer(unforgeability) and the signer
is not able to sign on behalf of the user without users pass-
word(unframeability). If the server’s signature can be obtained
by the client without revealing the message to the server, it
is called blindness. To achieve the goals of unforgeability,
unframeability and blindness, a password based blind signature
construction is required which uses secret of both the client
and server. This stimulates for the construction of a new
password based blind signature(PBBS) scheme [21] in which
message is being signed using both client’s password as well
as server’s secret key. The password based blind signature
scheme is based on blind version of BLS short signature
scheme, which significantly reduces the signature size to 170
bits compared to Gjosteen et al.s password based signatures
with 1024 bits and 2k bits where & is security parameter which
is considered to be large. This scheme can be effectively used
in banking applications. The key construction of the scheme
is similar to Gjosteen ct al.[9], but the rest of the construction
is entirely different as shown in Table 1. Security proof of the
scheme is elaborately given which is based on computational
Diffie-Hellman(CDH) assumption in random oracle model.
But there is a constraint in the size of password. In order
to overcome this drawback we designed a strongly secure
password based blind signature.

A. Organization of the Paper

Section 2 explains the preliminary concepts of bilinear
pairing and the hardness assumptions which helps to prove
the security of schemes. Section 3 gives the definitions of
password based blind signatures and its security. Section 4
explains the password based blind signature scheme in [21].
Section 5 discusses strongly secure password based blind
signature scheme, the proof of security and its advantages.
The paper concludes in section 6.

II. PRELIMINARY CONCEPTS
A. Bilinear Pairing

Let G; be a multiplicative cyclic prime order group ¢ with
generator g and Go also be a multiplicative cyclic group of
the same prime order g. A map e : G; x Gy — Gs is said to
be a bilinear pairing if the following properties hold.

1. Bilincarity: Forall g € G, and a,b € 7%, c(g%, ¢°) =

ab

e(g.9)".
2. Non-degeneracy: For all g € Gy, ¢(g,g) # I, where
I, is the identity element of Go.
3. Computability: e is efficiently computable.
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B. Computational Diffie-Hellman (CDH) Assumption

Security proof of scheme is based on CDH assumption.
CDH problem states that given (g, g%, g"), compute g*?, where
g€ Gy and a,b R Z;.

Definition 1: (CDH Assumption): The advantage of any
probabilistic polynomial time algorithm A in solving the CDH
problem in G, is defined as
AdvSPH = Problg® « Alg.g".¢") | ¢ € Gy and
a,ber Z;ﬂ
The Computational Diffie-Hellman(CDH) assumption is that,
for any probabilistic polynomial time algorithm .4, the advan-
tage AdvSGPH is negligibly small(e).

C. Conference-key Sharing Scheme (CONF)

CONF states that given (g, ¢, g**), compute ¢, where g €
Gy and a,b €r Z;.

Definition 2: (CONF Assumption): The advantage of any
probabilistic polynomial time algorithm .4 in solving the
CONF problem in (& is defined as
AdvGONT = Problg® < A(g,9%¢%) | ¢ € Gy and
a,bcr Z:ﬂ

III. DEFINITION OF PASSWORD BASED BLIND
SIGNATURES

Password based blind signature consists of different algo-
rithms which is defined as follows [9].

Definition 3: (Password Based Blind Signatures): A pass-
word based blind signature scheme mainly consists of the
following six algorithms.

« Setup(1¥): A trusted third party outputs the public pa-

rameters by accepting the security parameter  as input.
It includes group parameters, message space, password
space, hash functions, mappings etc. The parameters have
public access by all the algorithms.

+ KeyGen: These are interactive algorithms run by user
and server. This algorithm inputs user password puw
and outputs the values needed for obtaining signing
key(skpggpg) of the server. It also generates secret and
public keys(sk and pk) of both the user and server.

« Request(m, pk, pw): User runs this algorithm on message
m and outputs the signature request L and the state
information.

o Issue(L,pk,skppps): Server runs this algorithm in
which signature request L is the input and the output
is blind signature a.

. Unblind(a’,pk, state): This algorithm is also run by the
user. This makes use of blind signature o, public keys
and state from Reguest algorithm and outputs signature
o. But when the check fails, algorithm outputs L.

o Verify(in, o, pk): Anyone can verify that whether o is a
valid signature on . under publicly available information
like pk by Verify algorithm. If it is a valid signature
algorithm outputs 1, otherwise outputs 0.

User has a secret password with a minimum level of entropy
which is chosen randomly.
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A. Security Definitions of Password Based Blind Signatures

The security of the password based blind signatures can
be convinced by proving its different properties which are
as follows, unforgeability, blindness and unframeability. The
additional property which is present in PBBS is that of
un frameability. The other two, viz unforgeability and
blindness are the properties of blind signature. The formal
definition of the said properties are detailed below.

1) Unforgeability: In the formal definition of unforgeabil-
ity, where the adversary A plays the role of user and the
simulator will have the role of server. This game is based
on random oracle and the challenger has to provide hash
oracle and sign oracle(/ssuc) and A tries to get “one-more”
signature.

Definition 4: (Unforgeability) [10]: A password based
blind signature scheme PBBS is said to be unforgeable, if
the probability that A wins the following game is negligible.

« Step 1 (Setup Phase): (pk, sk) < KeyGen(1").

e Step 2 (Training Phase): A engages in polynomially
many(in «) adaptive interactive protocols (hash and Tssue
oracles) with polynomially many copies of server(pk, sk).
Let ’I” be the number of executions in which server
outputs valid message-signature pair at the end of step
2,

e Step 3 (Forgery Phase): A outputs a set of
{(ma,01),...,(m;,0;)} where (my,o;) for 1 < ¢ < j
are all accepted by Verify(m;, pk,o;) for distinct ;.

We can say that .4 wins the game when j > [. That is, 4
outputs more valid tuples (m, o) than he/she received during
the training phase.

2) Blindness: It ensures that server cannot distinguish
between two messages my, m; which has already signed by
him with the interaction of the user. For proving blindness,
server plays the role of adversary .4 and challenger C will be
the user.

Definition 5: (Blindness) [10]: A password based blind
signature scheme PBBS satisfies the property of blindness, if
the probability that A wins the following game is negligible.

« Step 1: (pk, sk) + KeyGen(1"%)

» Step 2: A produces two messages {1, m,} polynomial
in 1% where {mq,m1} are by convention lexicographi-
cally ordered and give to the C.

o Step 3: {my, my_p} are the same messages {my,m} or-
dered by C according to the value of bit b € {0, 1} which
is hidden from .A. A has given access to two interactive
protocols with user U, first with U (params, pk,my) and
second with U (params, pk,mi_p).

» Step 4: Initially if the user protocol’s output is o(that
is, does not output fail) and the next time user protocol’s
output is @;_y,(that is, does not output fail) then only
A gets oy, 01 ordered according to the corresponding
(mo, mq).

« Step 5: A outputs a bit b

We can see that A can predict b = b only with a guessing
probability. Therefore, we can define adversary A’s advantage
in the game as |Pr[l’ = b]—1/2|. That is, the server is not able
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to distinguish the messages that he/she signs in the previous
sessions.

3) Unframeability: This is an additional property which is
required for proving the security of the password based blind
signature schemes. This property ensures that the server is not
able to sign on behalf of the user without user’s knowledge.
Otherwise server has to find out user’s password. Thus server
will be the adversary A and tries to construct password based
signature without the user intervention of the user. The formal
definition of unframeability is as follows.

Definition 6: (Unframeability) [9]: A password based
blind signature scheme PBBS is unframeable, if the probability
that A wins the following game is negligible.

o Step 1 (Setup Phase): (pk, sk) + KeyGen(17)

« Step 2 (Training Phase): A engages in polynomially
many(in x) adaptive interactive protocols (hash, Request
and Unblind oracles) with polynomially many copies of
user(pk, sk). A can ask any number of queries to this
oracles and decides in an adaptive fashion when to stop.

« Step 3 (Frameability Phase): .A outputs a (n*, ) which
has to be verified by Verify(m*, pk,c*) algorithm for
a distinct m*.

We say that A wins the game when Verify(m*, pk,o*) = 1.
That is, .4 outputs a valid tuple (n*,o*) other than he/she
received during the training phase without the help of the user.

1V. PASSWORD BASED BLIND SIGNATURE(PBBS)

Password based blind signature(PBBS) in [21] is shown
in Fig. 1 which is an interaction between a user and a
server(signer). The authentication protocol should be resistant
to eavesdropping attacks, so that the protocol should not be
attacked by an adversary to carry out offline attack. Here
anyone can have a feel that if we expose y = ¢f2(P®) a5
public key, it is susceptible to offline guessing attacks. But
since the password is randomly selected, we can ensure
the security by using 13 character passwords. According to
the NIST(National Institute of Standards and Technology)
recommendations [4], 80 bits entropy are required for secure
passwords. The minimum threshold level of entropy can be
obtained by using minimum 13 characters for a randomly
selected password from a 94 printable characters (Entropy,
H = loga(b') ~ 85 bits, where b = 94 and | = 13) which
ensures the security of the passwords. That is, it is quite
infeasible for an attacker to do offline guessing in polynomial
time.

Verification algorithm(Verify(m, o, y2, 7)) helps to verify the
validity of the message-signature pair.

if €(0..9) = e(H (m). y2v)

return 1

else return 0
To show the correctness of verification
algorithm(Verify(m, o, y=, y)), the equation can be expanded
as follows.

'L Hg(p’lﬂ)Hl (,rn):q

(y1y2)*
L=z 77)LH‘2 (pw) Hl (TTZ)HE (pw) -1

(g:m g.’.(.‘g )k

Note that 0 =
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parameters params < (e,q,G1, Ga, g, Hi, Ha).
USER

KeyGeny, (pw):
T1 <R Z;
=g
Y gHz(]Jm)

Setup(1”): Select a pairing e : G; x ; — (3 where (z; and (3 are cyclic prime order group in g and
a generator g € Gy. Select hash functions, H; : {0,1}* — Gy and Hy : {0,1}* — Z," and return public

SIGNER

KeyGeng(n):
T2 <R Z:;
Y2 < g™

1 Hapw) —
T'GtUTn(wlﬁ Y1, Y, 7?)

Secret Keys(sk): sky = 21, sks = a2,

Requesty; (m, pk, pw):
k+nZy

Public Keys(pk): pky = y1, pks = yo, y = g2(P®)

Signing Key. skrpps =22 — 1
return(zs, skepps, y2)

L = H,(m)g*
state « (m, k, pw)

* ISSIIES’(L,pk,SkpBBig):
o = (L)SkPBBS

Unblind;, ((T’ , Pk, state):

if (e(L,y2g™") = e(o’,g))
then
o LH2w) IT ) ()7
(y12)*
if Verify(m,o,ya,y) =1
then return(o)

g =

return (L)

Fig. 1,

[E2t+Hz(pw) “MH, (»,,H)Hz (pw)—mxy

xlg.xz k
[T +Ts Hy (m) Hy(pw)—x4
= gﬂ~(:::l+:1;2)
(Hl (Tn)gk);n | o Hl (m) Ho(pw)—z
= gk(:r:1+ﬂ:2)
=H; (n?’)i-'il+-”72+H2(}"“-‘)7-"71
= M, (WL)“*”Q(?’”')

Therefore,

e(a,g) = e(H, (m)>=+H0m)g)
= ¢(Hy(m), g7 g2 "))
= e(Hi(m),y2y)

V. STRONGLY SECURE PASSWORD BASED BLIND
SIGNATURE SCHEME(SS-PBBS)

The strongly secure scheme is as in Fig. 2. This is made
strongly secure by setting y = ¢"2(P) where r € Z; which
made public for verification of signature. Conference-key
sharing (CONF) [23] assumption states that given (g, g%, g™"),
compute gb, where g € Gy and a,b €5 Z;, is hard to achieve
[22]. Thus given g, ¢", g"72() getting ¢™>P™) is hard. In
ss-PBBS, ¢” is not public and only g, ¢""2(P*) are public
and hence the hardness of solving this is more than CONF.
Eventhough ¢"42(%) is public, offline password guessing
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attacks will not be effective because it is not possible
to distinguish 7 and Hs(pw) from rHy(pw). Since Hy(pw)
cannot be obtained by enumerating the values of rHj(pw)
and thus finding pw is hard.
Verification algorithm(Verify(m, o, y2, y)) helps to verify the
validity of the message-signature pair.
if ¢(o, g) < e(Hy(m), y2y)
return 1
else return 0
To show the correctness of verification
algorithm(Verify(rn, o, y2, y)), the equation can be expanded
as follows.
o' LTH2(Pw) [T, ()"
(y1y2)*
L2 7'(,!L1'H2(Pu«‘)Hl ('I’I’?,)FHZ (pw)—w:
x1 qx2 Yk

L*2 +rHo (1)111); 7l Il{l (J],n)'."HQ (pw)—ay

Note that 0 =

&1 g2 I
B Lrita Hl(m)'f‘Hz(I"ﬂ-’)—-’ﬂl
- gk(.?:lJr:rg)
(HI (m)gk:)f1:1+.1:z HI (’.'T?;)YIHE (pw)—ay
k(zi+az)
_ H] (mi)m1+mg+1“ﬂg(pm)—$1
= I (Tn)mzwL?”H-z(I“U)
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parameters params < (e,q, G, Go, g, Hy, H2).
USER

KeyGeny, (pw):
I <R Z:;, rER Z:;
Y1 g"
¥ s (pw)
Y=g .

Setup(1%): Select a pairing ¢ : Gy x Gy — Gy where G; and Go are cyclic prime order group in ¢ and
a generator g € Gy. Select hash functions, Hy : {0,1}* — G, and Hy : {0,1}* — Z,” and return public

SIGNER

KeyGeng(7):
To <R Z;;
Y2 < g™

n <+ rHa(pw) —
return(zy, y1, Yy, 1)

Secret Keys(sk): sky = x1, sks = w2,

Request; (m, pk, pw):
k “—n Z;

L = Hy(m)g*

Public Keys(pk): pky = y1.pks = 4o, ¥y = gTHz(p“’)

Signing Key, skppps = 22 — 1
return(za, skepps, y2)

state < (m, k, pw)

ISSUES(L,‘[Jk, SkpBBS)'.
g = (L)SR'PDDS

Unblind;, (aﬂ , Pk, state):

. 7 ? ’
if (e(L,y297") = e(c ,9))
then
B O_ILqr-Hg (p'm)HI (m_)'r;
(y1y2)*
if Vef'ify(m, a, Y2, y) =1
then return(o)

return (1)

Fig. 2. Strongly secure password based blind signature scheme(ss-PBBS)

Therefore,

e(o,g) = e(Hy(m)zHriew) g)
= e(Hi(m), g2 H2())
= e(Hi(m), y2y)

A. Proof of Security

The security of ss-PBBS scheme can be proved in con-
sideration with the properties of unforgeability, blindness
and unframeability. The following theorems show that pro-
posed ss-PBBS scheme is perfectly unforgeable, blind and
unframeable in the random oracle under computational Diffie
Hellman(CDH) assumption.

Theorem 1: The strongly secure password based blind
signature is existentially unforgeable against adaptive cho-
sen message attack(EUF-CMA) under CDH assumption
with an advantage of challenger at least ¢/e(1 + gr).

Proof- In this simulation game adversary(.A) plays the role
of user(l{) and the challenger(C) as that of the signer(S). The
approach to security proof is similar to [16] and is as follows.
If there exists an adversary .4 who can break the scheme, then
there will be a challenger C who can make use of A to solve
the CDH which is considered to be a hard problem.

« Setup Phase: Challenger chooses public system
parameters (e, q, G1, Go, g, Hy, H>) in which H; and

26

Hy are cryptographic hash functions which behave
as random oracle. C sets y» = g% which is considered to
be the public key of the signer(pks) and sends public
parameters and 3> to A.

o Training Phase: During this phase .4 is permitted to
access the following oracles.

— H;-Oracle: H;-Oracle works in the following way.
An adversary can be able to make g, queries with
m,; and the challenger should be able to respond back
to these queries with /1;. C maintains H-list and this
will be empty initially. When A queries the oracle
with m,, C responds as follows.

If the query comes with m;, it checks whether it
is in the Hi-list. If it is present in the H,-list as a
tuple (hcoin;, m;, h;, u;), then C replies with h; from
the list. Otherwise, C flips a coin randomly where
heoin € {0, 1}, which gives 1 with probability o and
0 with probability 1 — . C also randomly chooses
u; €x Zy and makes the I;-list tuple as follows.
L. If hcoin = 0, C sets h;, = Hy(m;) = g™ and
insert the tuple (heoing, my, by, ;) in to the H;-list.
Give h; to A.

2. Else, sets h; = Hy(m;) = g":g® and insert the
tuple (hcoing, my, h;, ;) in to the H;-list. Respond
this h; as answer to the query by .A.
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— H5-Oracle: An adversary can be able to make qg,
queries with pw; and the challenger should be able
to respond back to these queries. Tt is done by
maintaining a H»-list which is initially empty. When
A queries the oracle with pw,;, C randomly take
wy €r Z;; and give Hz(pw;) = w;. Challenger also
randomly selects 7; €g Z; and stores (pw;, w;, ;)
in the Ha-list and later if the query appears with pw;
in the Ho-list, then gives the same w; from the tuple
(pw;,w;, ;) to the adversary.

— Issue Oracle: In the unforgeability game, adversary
A can access the [ssue oracle also. The signature
is forgeable if the user is able to sign the message
without the participation of the signer. Therefore,
signer’s privacy should be maintain in the unforge-
ability game rather than the privacy of the user. A4
chooses m; and pw; and requests the challenger C
for the signature on message m; with password pw;.
r; and w; = Ho(pw;) will be obtain from Ho-list,
if it is already queried. Otherwise, C randomly take
w; €gr Ly, 1; €r Zy and give Hy(pw;) = w; and
store it as the tuple(pw;, w;,r;) in the Hy-list. Then
C checks that whether m; is queried or not.

1. If mn; is queried, C retrieve the corresponding tuple
(hcoin;, m;, h;,u;) from the Hi-list. If hcoin; =
0, C calculates and outputs ¢; = ya*(h;)"7"5. If
hcoin; = 1 then C aborts and reports failure.

2. If m; is not queried, C runs the H1-Oracle to get
the h;, heoin; and u; values and insert these values
in H,-list. Then by using these values, produce the
signature according to step 1 in Issue Oracle.

« Forgery Phase: On getting sufficient training, A pro-
duces a message-signature pair (m*,c”) for a specific
pw; such that m* is not queried to Issue Oracle and
o* is valid. But m™ should be queried to H,-Oracle and
C obtains the tuple (hcoin™, m™*, h*, u*) from Hy-list. If
m* is not queried to H;1-Oracle abort. From He-Oracle
C obtains r; since the tuple consists of (puw;,w;, ;).
If m* is queried, then in some cases C can solve hard
problem(here CDH) as follows.

If hcoin® = 0, C cannot do much and responds as
simulation failure. But, if hcoin® = 1, C can solve the
CDH problem as follows. First C returns h* and »* from
H,-list and then compute g** as follows.

a* (h*)aJr-r,-Hg(p-w_j)
(ga)u” (h’*)‘l‘d.‘u;";
(gu*gb)a (h*)rin(pw,-)

o (g(:.)'lr‘* (h,*)’f’j.{[z(j’)ﬂ)j)

— gab

This solves CDH problem which is a contradiction to

CDH assumption. This indicates that A cannot produce

a valid signature ¢* for the message m™. Thus, we can

say that there is no forgery possible in polynomial time

with non negligible advantage.

Probability Analysis: In the proof of Theorem 1, challenger
needs to abort the game in certain situations. The requirement
is that the probability of aborting is to be negligible. Suppose
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adversary makes a total of ¢; issue queries. As mentioned
earlier, let heoin € {0,1},be 1 with probability o and 0
with probability 1 — «. During simulation hcoin = 1 is the
abort condition in training phase and hcoin = 0 is the abort
condition in challenge phase. Therefore, the probability that
challenger does not abort in training phase is (1 — )97, The
probability that challenger does not abort in forgery phase is
«. Let challenger does not abort during training phase is /£
and challenger does not abort during forgery phase is 5

Pr(Challenger does not abort during simulation)=Pr(FE1) A
P'f‘(Eg)

Therefore,

Pr(Challenger does not abort during simulation)=a(1 —a)?".
By maximizing this value at ovppe = 1—1/(gs +1), probability
that challenger does not abort during simulation is at least
1/e(1+4qr) which is non negligible, where g7 is the number of
issue queries. Therefore, we can conclude that the advantage of
challenger is at least ¢/e(1 + q;) as required. This probability
analysis technique is similar to [19], where the authors use an
approach similar to Coron’s analysis [20] of the full domain
hash signature scheme.

Theorem 2: The strongly secure password based blind
signature satisfies blindness such that it is infeasible for a
malicious signer to distinguish between the two messages
mp and my has been signed first in two executions with
the honest user.

Proof:- In this game the role of adversary .A and challenger
C is interchanged from the above game. A provides public
parameters(params) and two messages mg,m; € M and
sends to C. A random bit b € {0,1} is chosen by the C and
order the messages as my; and mj_, based on the value of
the selected bit 'b’. The random bit "%’ is hidden from .A. A
has given black box access to two oracles U (params, pk, my)
and U (params, pk,mi_p). This I algorithms perform PBBS
protocol and produce the outputs o and 01— corresponds to
my and mq_p. If 0, # L and o1 # L then only A receives
(7g.01). If o5, = L and a1_3 # | then A receives (L, ¢). If
op, # L and 01—y, = L then A receives (e, 1). If g, = L
and 0,3 = 1 then A receives (1, 1). After accessing the
black boxes A tries to predict "6’ and we prove that A can do
this with negligible advantage. That is, there is only guessing
probability.

Challenger selects £ randomly from Zj and sends L to A
where L = Hj(mg)g* which is uniformly distributed in G,. A
returns back o € Gy to the first oracle(t/ (params, pk,my))
and chooses the value using any strategy he/she wants. At this
point A fixes on the value and he/she is able to predict the
output o, of the oracle U(params,pk,m;) with negligible
advantage as follows.

Step 1: A checks if e(L, y29~") = e(o”’, g) holds. If the check
fails, record o, as L. Otherwise record the value as oy.

Step 2: Similar to above A chooses any value o’ € G for
the second oracle and do the similar check. If the check fails,
record o_; as L. Otherwise record the value as o _p.
Step3: If o, = L and oy, # L then output (L, ¢€). [f oy, # L
and o1_; = L output (e, L). If both checks fails then output
(L, L). If anyone of these three cases occurs, abort.

Step 4: Finally the adversary, A could predicts (o, 01_4) only
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if o, # 1 and oy_;, # L. That is, if both check succeeds
then A initiates PBBS protocol on my, and m, _y, and outputs
ay, 01—y respectively. If either protocol run fails, abort.

This prediction is true because .A performs the same check as
that of honest user. If A is able to predict the final output of
its oracles accurately, then A’s advantage in distinguishing
U(params, pk,my) and U(params,pk,mi_p) is the same
without this final output. Therefore, all of A’s advantage
to distinguish between these signatures must come from
distinguishing the earlier message of the oracles(l). These
oracles send only uniformly random values and hence A can-
not distinguish between them with non-negligible probability.
Therefore we can define adversary A’s advantage in the game
as |Pr[t/ = b —1/2|.

Theorem 3: If CDH assumption holds, the strongly se-
cure password based blind signature provides unframe-
ability under random oracle.

Proof:- To prove the unframeability, signer should not be
able to create a signature on behalf of the user without finding
user’s password. We can prove the security of the scheme
under CDH assumption. In this simulation game signer plays
as adversary and user as challenger.

o Setup Phase: Challenger C sets y = ¢g® where a =
rHa(pw). C sends public parameters and y to A.

e Training Phase: During this phase .4 has access to
Request and Unblind oracles along with Hy-Oracle.

— H-Oracle: This hash oracle is similar to that of H-
oracle in the security proof of Theorem 1 with only
difference is that it is provided by the user.

— Request Oracle: In this phase A selects m; and
queries for signature request,L from the C. Tt can be
simulated as follows.

1. If m; is queried, C retrieve the tuple
(heoing,m;, h;,u;) corresponds to m,; from the H,-
list. C randomly selects k& €r Zj and computes
L = h;g" where h; = Hi(m;). A gets L as output
from the Request Oracle.

2. If m; is not queried, run the Hy-O7racle and gets
h; corresponds to m; and do the similar step as
above.

Here the Request Oracle is similar to the normal
Request algorithm. Unblind Oracle can be simu-
lated as follows.

— Unblind Oracle: A queries this oracle with a
message,n;.

1. If m; is queried, C retrieve the tuple (hcoin;, m;,
h;,w;) corresponds to m; from the f1;-list. Then, if
heoin; =0, C calculates and outputs o; = (y y2)":.
If hcoin; = 1 then C aborts and reports failure.

2. If m; is not queried, run the H;-Oracle and insert
the tuple (hcoin;, m;, h;,w;) in to the Hj-list. Then
produce the signature according to step 1 in Unblind
Oracle.

o Frameability Phase: After getting sufficient training, A
produces a message-signature pair (m*,c*) such that
such that m™ is not queried to Request and Unblind
Oracle and o* is valid. But m* should be queried to
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Scheme Underlying Hardness Signature
Signature Assumption Size
Gjosteen el al. RSA RSA Tnversion 1024 bits
Scheme 1 9]
Gjosteen el al. CL LRSW 2k bits
Scheme 2 [9]
PBBS Scheme [21] BLS CDH 170 bits(constraint in
password size)
s5-PBBS Scheme BLS CDH 170 bits(no constraint
in password size)

Fr 1s security parameter

TABLE 1
COMPARISON WITH EXISTING SCHEMES

H,-Oracle and C obtains the tuple (hcoin®, m*, h*, u™)
from H;-list. If m* is not queried to H;-Oracle abort. If
m* is queried, then in some cases challenger C can solve
hard problem(here again CDH) as follows.
If heoin® = 0, C cannot do much and responds as
simulation failure, But, if hcoin™ = 1, C can solve the
CDH problem as follows. First C returns «* from H;-list
and then compute g*® and g®*2 as follows.
G'* (}L*)a.+;!;2
(yy2)™ — ye o
(gu“gh)u (gu*gh):z:g
ayu* o \u*
— galgggb)mg (g )
C knows (g, g% g°, g®2) only and compute g°® and ¢**2 is
known to be CDH problem which is considered to be hard
problem. Till today, there is no polynomial time algorithm
exists for solving CDH problem. This indicates that A
cannot produce valid signature ¢*. Thus, we can say that
there is no frameability possible in polynomial time with
non negligible advantage or the scheme is unframeable.

The probability analysis of Theorem 3 is similar to Theorem
1.

B. Advantages

Since the scheme(ss-PBBS) is using both signer’s secret
key and user’s password, it provides more stronger security
and it has more efficiency than the existing schemes [9] as
shown in Table 1. There is no constraint for the password
size and the scheme is not susceptible to offline-password
guessing attacks. Thus ss-PBBS scheme is more suitable for
client server applications especially for banking applications
where both customer and bank secret information are needed
for transaction without any password guessing attack.

VI. CONCLUSION

§s-PBBS scheme is strongly secure scheme and is not
susceptible to oft-line password guessing attack even if the
password size is small. Security proof for this scheme in
standard model is an open problem. The scheme can also
be made to a honest-user unforgeable password based blind
signature scheme using the generic transformation given in

8].
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Abstract— Due to the restriction of designing faster
and faster computers, one has to find the ways to maximize
the performance of the available hardware. A distributed
system consists of several autonomous nodes, where some
nodes are busy with processing, while some nodes are idle
without any processing. To make better utilization of the
hardware, the tasks or load of the overloaded node will be sent
to the under loaded node that has less processing weight to
minimize the response time of the tasks. Load balancing is a
tool used effectively for balancing the load among the
systems. Dynamic load balancing takes into account of the
current system state for migration of the tasks from heavily
loaded nodes to the lightly loaded nodes. In this paper, we
devised an adaptive load-sharing algorithm to balance the load
by taking into consideration of connectivity among the nodes,
processing capacity of each node and link capacity.
Keywords:  Load  balancing,  Distributed
heterogeneous, response time .

System,

I. INTRODUCTION

An important attribute in a dynamic load balancing policy is to
initiate the load balancing activity that specifies which node is
responsible for detecting imbalance of the load among the
nodes [9]. A load-balancing algorithm is invoked when load
imbalance among the nodes is detected. The initiation of load
balancing activity will have a higher impact on complexity,
overhead and scalability. The load balancing algorithm is
designed in such a way (o make the overloaded node to
transfer its excess load to the underloaded node which is
called sender — initiated and when underloaded node requests
the load from the overloaded node then it is called receiver-
initiated [6][8].

Domain balancing is used to decentralize the
balancing process by minimizing its scope and decreasing the
time complexity of the load-balancing algorithm. A domain is
defined as subset of nodes in a system, such that a load
balancing algorithm can be applied for this subset of nodes in
a single step. Domain balancing is used in load balancing
algorithms to decentralize the balancing. The balancing
domains are further divided into two types: The first type is

Manuscript submitted May 3, 2013, revised Aug 13, 2013, P. Neclakantan
is with the Department of CSE, SVU College of Engineering, Tirupati-517501
(e-mail:pneelakantan(@rediffmail.com). Dr.A.Rama Mohan Reddy is with the
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overlapped domains, which consists of node initiating the
balancing activity and balances its load by migrating the tasks
or load units with the set of surrounding nodes. [3]

Global balancing is achieved by balancing every
domain and by diffusing the excess load throughout the
overlapped domains in a distributed system. Another
important attribute in load balancing algorithm is the degree of
information. The degree of information plays an important
role in making the load balancing decisions. To achieve global
load balancing in a few steps, the load balancing should get
absolute information instead of getting the obsolete
information from the nodes. In general, the collection of
information by a node is restricted to the domain or nearest
neighboring nodes (which are directly connected to a node)[4].

Although collecting information from all the nodes in
a distributed system gives the exact knowledge of the system,
it introduces large communication delay, so from this
perspective, it will have a negative impact on the load
balancing algorithm. In such cases, it has been observed, that
the average response time is kept minimum without load
balancing instead of doing the load balancing which induces
overhead in migrating the load from one node to another node
in the system [5].

In this section, an abstract view of the software details is
presented for load balancing. The distributed system consists
of several nodes and the same load balancing software is
installed to run on all the nodes in the distributed system. By
installing the same software in all the nodes, the load
balancing decision is taken by a node locally (decentralized)
by collecting the information from the neighboring nodes as
opposed to the centralized load balancing policy [14].

The program must use a multi-threaded concept to
implement load balancing in a distributed system. Two
communication ports are available: TCP and UDP. UDP is
preferable as it incurs less communication overhead. In
general the architecture provides three layers: Communication
layer, Load balancing process and application layer [14][10].
For storing information two data structures were used.

The communication link is responsible for four
phases: node status information phase, node status reception,
tasks rcception and task migration. The node status
information is responsible for disseminating the load
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information to the node that has requested it. The exchange of
the information has a profound effect on the load balancing
decision; it has to be done according to the predefined
intervals of time specified on each node[7][14].

The status reception is responsible for receiving the
status information from the other nodes and it will be updated
in the local node list which is running the status reception
phase. Here it is possible to distinguish the old information
from the new information. The technique that is used to find is
to associate the timestamp for the information that it has
received from some node (say TS/(Inf), the time stamp
attached to the information received from j to i). The local
node say i maintaining the status about the node j is kept in
the memory. If any estimate regarding node j exists in the
node imemory, it will be compared to the received time
stamp message and drops the old time stamp and the new
timestamp message has been saved in the memory as the old
time stamp has the obsolete information [11][1][2].

Once a node collects the above information, it knows
whether it is overloaded or underloaded. In case if it is
overloaded node, it transmits the excess tasks (loads) to the
underloaded nodes in a “tasks transmission” phase. The next
initiation of load balancing activity will be done only when the
current migration of load units to the underloaded nodes is
completed.

The “task reception” is responsible for listening to
the requests and accepts the tasks sent from the other nodes.
As we can observe from the above situations, the minimum
time to initiate the new load balancing activity takes three time
instants. One instant for receiving the status of all the nodes
and second time instant for determining the underloaded nodes
and computing the excess load and third time instant for
transferring the excess load to the underloaded nodes which
has been determined in the second time instant. So, the new
load balancing activity takes place only at the fourth time
instant [12] [14].

In a few papers [3] [9] [10], it is assumed that the
nodes will not fail. The problem arises when the nodes fail
which is common in the distributed systems. Sometimes a
communication link will also fail, so the node will be
unreachable. These two aspects i.e., failure of a node and the
communication link will affect greatly the load balancing
algorithms. Let us assume the following scenario. The
overloaded node has collected the load information from the
neighboring nodes and found some of the nodes are low
loaded as discussed earlier. Now at the given time instant
when the node tries to send its excess load to the overloaded
node, it will not succeed because of the failure of the node.
The node may fail after sending the status information. If this
happens, an alternative must be chosen to avoid a failure of

the load-balancing algorithm.

1I. NOTATIONS & ASSUMPTIONS

N: Number of nodes
V= {1, 2... N} a set of nodes in a system
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g Number of tasks in the queue of node i

wi(t): Expected waiting time experienced by a task inserted
into the queue at the i node in time t

A{(t): rate of generation of waiting time on i™ node caused by
the addition of tasks in time t.

Si(t): rate of reduction in waiting time caused by the service of
the tasks at the i" node in time t.

ri(t) : rate of removal(transfer) of the tasks from node j to node
i at time t by the load balancing algorithm at node j.

ts;: Average completion time of the task at node i.

bi: Average size of the task in bytes at node i when it is
transferred

dij: Transfer rate in byles/sec between node i and node j

q; (t): Average size of the queue calculated by node i based on
its domain information at time t.

D;: Neighboring nodes to i which is defined as D; = {j|j €
Vand (i,j) € E} where V= {1,2...N}

E;(t):Excess number of tasks at node i at time t.

fij: Portion of the excess tasks of node i to be transferred to
node j decided by the load balancing algorithm.

The following assumptions were made in this paper:

1. It is assumed that a distributed system consists of N
heterogeneous nodes interconnected by an underlying
arbitrary communication network. Each node i in a
system has a processing weight P; >0 and processing
capacity S;>0. The load is defined to be Li= Py/S;. In
homogenous case the value of L=P;.

2. It has been assumed that tasks arrive at node i
according to Poisson process with rate 4;(t). A task
arrived at node i may be processed locally or
migrated through the network to another node j for
remote processing. Once the task is migrated it
remains there until its completion.

3. Tt is assumed that there is a communication delay
incurred when task is transferred from one node to
another before the task can be processed in the
system. The communication delays are different for
each link.

Each node contains an independent queue where arrived
tasks are added to the queue, which results in accumulation of
waiting time. Load balancing must be done repeatedly to
maintain load balance in the system. Each node runs the load-
balancing algorithm individually and hence the proposed
algorithm is distributed in nature.

The second level of the system is a load-balancing
layer, which consists of load balancing algorithms. The load
balancing process 1s initiated by using predefined or randomly
generated time instants, kept in a file. The algorithm
determines the portion of the excess load to be sent to the
underloaded node based on the current state of the node and
availability of the nodes in the network. The load balancing
algorithm must consider the communication delay while
migrating the tasks to the other nodes. The algorithm selects
the tasks to migrate to other nodes by setting their status as
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inactive to avoid execution of the tasks by current node
application during the transition period. After completion of
the task transmission activity, the status of the tasks is set to
active when they are not transmitted to any node. When the
tasks are transmitted to other nodes during the task
transmission phase then those tasks are removed from the task
queue of the current node.

Application layer consists of two threads of control: Task
put and task execution threads. The task input creates a
number of tasks defined in the initialization file and inserts
them in the task queue. This task input is also responsible for
adding the new tasks to the task queue either from the current
node or from other nodes in the system. The task execution
thread is responsible for execution of the tasks and updating
the QSize variable by removing the task from the task queue.

The load balancing policy must take into account of
processing capacity of the node while migrating the tasks to it.
The selected node may become a candidate for one or more
overloaded node in a given time instant because of the
decentralized policy. Another issue to be considered is
variable task completion times. Taking these issues a priori is
not possible so a load balancing strategy must be adaptive to
the dynamic state changes in the system and act accordingly to
transfer the tasks. Even this can result in task shuttle between
the nodes, so a migration limit for a task should be set to avoid
task thrashing.

Another issue to be considered while migrating the
tasks from one node to another node in a system is
communication overhead. Large communication delays will
have a negative impact on the load balancing policy, so, the
transfer delays must be taken into account while migrating the
task. When the completion of the task time in current node is
greater than the completion time on task in another node
inclusive of communication overhead, then only a task is
considered for migration.

[II. MATHEMATICAL MODEL

The mathematical model for load balancing in a given node i
is given by [1] [2]

dw;(t) #N; ts;
— A= Sin© - X S ;;_?}'(f —75) (1)
E; ()= q,(t)- q;(¢)
7;(t) = Gi(Ei(D)
#N; _
fii 20, fi=0, X fij =1
_(Eif y=20
E(®) = [0 if y<0
When a task is inserted into the task queue of node i, then it
experiences the expected waiting time which is denoted by
Wi(t).
Let the number of tasks in i" node is denoted by g;(t).
Let the average time needed to service the task atnode i ts; .
The expected (average) waiting time is given by at node i is
given by w;(t) = q;(t)ts;.
Note that w;(t)/ts; = gq; is the number of tasks in the node i
queue.
Similarly w, (t)/ts, = q; is the queue length of some node k.
If tasks on node i were transferred to some node k, then the
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_wi(t)tsg
ts;
ts, /ts;converts waiting time on node i to waiting time on
node k.
A; + Waiting time generated by adding the task in the i node.
5; : Rate of reduction in waiting time caused by the service of
tasks at the i" node is given by S; = (1#tp;)/tp=1 for
allw;(t) > 0.
1;(t) * The rate of removal (transfer) of the tasks from node i
at time t by the load balancing algorithm at node 1i. f;; is the
fraction of i node tasks to be sent out to the j® node. In more
detail fyri(t) is the rate at which node i sends waiting time
(tasks) to node 1 at time t where £;>=0 and f;;=0.That is, the
transfer from node i1 of expected waiting time (tasks)

t . . . .
lez E;(t)dt in the interval of time [ty, t,] to the other nodes is

waiting time transferred is q;ts; so that the fraction

carried out with the j*® node receiving the fraction pi}-(tpj /

ts . .
tp,) ft1 u; (t)dt where the ratio ty, /tp, converts the task from

waiting time on node i to waiting time on node j. As

L (fy j:z E;()dt )= f:l E;(t)dt , this results in removing
all of the waiting time _['tt: E;(t)dt from node i.The quantity
fijEi(t — ;) is the rate of increase (rate of transfer) of the
expected waiting time (tasks) at time t from node i by (to)
node j where 7;;(z;; = 0) is the time delay for the task transfer
from node i to node j.

In this model, all rates are in units of the rate of change of
expected waiting time, or time/time which is dimensionless.
As E;(t) = 0, node i can only send tasks to other nodes and
cannot initiate transfers from another node to itself. A delay is
experienced by transmitted tasks before they are received at
the other node. The control law E;(t) = G, * E;(t) states that
if the i*® node output w;(t) is above the domain average
(X7-19;(t — 7;;))/n, then it sends data to the other nodes,
while it it is less than the domain average nothing is sent. The
j™ node receives the fraction fttf Fij (tp,/tp;) wi(t)dt of
transferred  waiting  time f;lz E;(t)dt delayed by the
time 7;;. The model described in (1) is the basic model for load
balancing, but an important feature is to determine f;; for each
underloaded node j. One approach is to distribute the excess
load equally to all the underloaded neighbors.
fii= ﬁ for i#j.

Another approach is to use the load information
collected from the neighbors to determine the deficit load of
the neighbors. The deficit load of the neighbours shall be
determined by node i by using the formula (2)

q;(t-15) — q; (2)
The above formula is used by node i to compute the
deficiency waiting times in the queue of node j with respect to

the domain load average of node i.

If node j queue is above the domain average waiting
time, then node i do not send tasks to it. Therefore (g; — q;(t-
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7;;)) is a measure by node i as how much node j is behind the
domain average waiting time. Node 1 performs this
computation for all the other nodes which are directly
connected to it and then portions out its tasks among the other
nodes that fall below the domain queue average of node i.

(d@;—q;(t-15))

N;
X, (@i—q(t—Tij)

fij = 3)

. N; — .
If the denominator Zjél(ql- —q;(t — 7;;)=0 then fi]
are defined Lo be zero then no wailing times are transferred. IT
the denominator Z;ti(ﬁi —q;(t — 7;)=0, then(q; — q; (t —
7;;) < 0Vj € N;. However by definition of the average
Zfil(fh —q;(t —7)*+g; — qi(t) :Ej-vil(qz' —q,(t—1;;))=0
- L Ni =
which implies g; — qj(t)=zj:1(qi —qij(t—14))>0

That is, if the denominator is zero, the node j is not
greater than its domain queue average, so Eyt)= G;Ei(t))=0,
where G is Gain Factor.f; :Portion of the excess tasks of node
i to be transferred to node j decided by the load balancing
algorithm. Except the last three parameters remaining
information is known at the time of load balancing process.
Before the instance of load balancing activity, every variable
is updated.

IV. PROPOSED ALGORITHM

Algorithm ALS

The current node i, performs the followings:
a. Calculate the average queue size (gq;)based on
the information received from the neighbouring

nodes.
~ i ; ts;
G Tt @+ah)
if(q; > gythen E;i=(q;-g;) * G
else Exit.
b. Determine the participant nodes in load sharing
process.

Participants= {j| q;<q;, VjeN;}
¢. Calculate the fraction of the load ( f; ') to be sent
to the participants
qi_(%)tﬁ
i @-haj
d. Calculate maximum portion of the excess load

(fij)

ij

f, - (@i=Ej) tsi dij
H Eibj

e. fii=Min(f;, fi; )
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a. Announce to node j about its willingness to
send Ty= fij *E; tasks;
b. nowReceived =
acceptanceFromNodej()
¢. if(nowReceived >0)
i, Transfer NowReceived to j
1i. T;j=T;;- NowReceived

call procedure

End if
2. Repeat steps from (a) to (f).

Procedure acceptanceFromNodej()
lf((q}+ Tij)<§jn0WSend=f]j —4qj:
else nowSend=-1;

return now Send;

end acceptanceFromNodej

In general it is assumed that keeping the Gain factor G=1
will give the good performance. But in a distributed system
with largest delays and the nodes that have domain queue
average outdated gives poor result. This phenomenon was
first observed by the load balancing group at the University of
New Mexico [7]. So the G values are set in the way that yields
an optimal result. Another step that is added in the above
algorithm is to test the node availability. It checks both node
availability as well as the amount of waiting times it can
receive. The node executing the ALS is permitted to send the
tasks to the neighbors after receiving the acknowledgement
specifying the amount of the load they can be able to process..
The time complexity of the proposed algorithm is O(d) shown
in table 1.

Table 1: ALS Operations

Quantity,
Sno Actions Operation (d s the .
number of
neighbors)
Compute Addition d+1
1 average Division d
queue size Multiplication d
. Subtraction 1
2 Compute Ei Multiplication 1
Determine
3 ;)ha?[icipant Comparison d
nodes
Subtraction d+1
4 | Compute f; | Division d+1
Multiplication d+1
Subtraction 1
5 Compute f;; | Division 1
Multiplication 3
6 Compute T;; | Multiplication d
7 Message to Transfer d
node
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Addition
. d
Compute Comparison
8 . d
nowReceived Message
: d
Transfer

V. SIMULATION

To test the performance of the newly proposed load-
balancing policy, a Java program is developed to test the
performance of the existing and proposed algorithms. The
existing algorithms ELISA and DOLB are used to compare
with the proposed algorithm ALS. The DOLB is very much
related to the above problem. The initial settings and
parameters are shown in Table 2. The average network
transfer rates between each node are represented by the cost
adjacency matrix.

The proposed algorithm ALS is tested with DOLB &
ELISA for the gain values G between 0.3 and 1 with 0.1
incremental steps. The a parameter introduced in the previous
section was set to 0.05 by running several experiments and
observing the behavior of the #si parameter. Note that, the first
time the load-balancing process was triggered after 40s from
the start of the system and then the strategy executed regularly
at 20s interval.

Table 2: Simulation Parameters

Number of nodes 16,32,64

Initial task distribution [100...1000] tasks distributed
randomly at each node

Processing time is randomly
distributed in a range
[300...800]

Average task processing
time(ts in ms)

Size of task( in KB) 100

First time the load balancing
was triggered at 5s then for
every 10s the load balancing
is initiated

Load balancing instance

Bandwidth distribution
(dij)

A cost adjacency matrix
denotes the transfer rate
between the nodes.It is
uniformly distributed in the

range [1..5] Mbps

The above constraint ensures that the #s parameter
had enough time to adapt and reflect the current computational
power of each node before the occurrence of any task

migration between the nodes. Note that the ratio t% are
i

fixed over time. The proposed and rival methods were

evaluated by conducting 10 runs for each value of G between

0.3 and 1 with 0.1 incremental step.
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Figure 1: Completion time averaged over 5 runs vs different
gain values K. The graphs shows the results of three policies
for system size=64.
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Figure 2: Completion time averaged over 5 runs vs. different
gain values K. The graphs shows the results of three policies
for system size=32.
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Figure 3: Total number of tasks exchanged averaged over !
runs Vs different Gain values K. The graphs shows th
performance of the three policies for system size=16.
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VI. CONCLUSION

The proposed algorithm is better when compared to the
existing algorithms in the literature. In simulation, we
assumed the tasks with no precedence and with no deadlines.
However, in heterogencous systems, load balancing technique
must take into account of OS scheduling policies like round
robin, priority scheduling and to consider the deadline of the
task, In this paper, these factors are not considered while
designing the proposed algorithm. As a future work, these
factors must be taken into account in designing a load-
balancing algorithm.
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Energy effective coexistence of LTE-WCDMA
multi-RAT systems

Istvan Tords, Member, IEEE, Péter Fazekas, Member, IEEE

Abstract—As the amount of today’s mobile traffic, including
internet data and voice calls, highly increases, more effective
technologies have to be integrated into the cellular wireless
networks to serve the new demands. Actually the “green” net-
works conception is highly promoted, so the coexistence of radio
technologies is very important in terms of energy consumption.
By energy effective radio network planning procedure, this paper
presents the energy consumption of multi-RAT (Radio Access
Technology) structure. During analyses the traffic distribution
among RATSs is changed representing the user’s traffic transition.
The primary purpose is to examine the energy consumption in
the phases of transition between telecommunication technologies
demonstrating the energy efficiency of the multi-RAT systems.

I. INTRODUCTION

The mobile telecommunication is one of the most dy-
namically developing services in the world. The traffic via
mobile networks has exploded in the last few years, so the
investments in more effective telecommunication technologies
and equipments have become more important to serve the
increased size of data. As the occupied bandwidth used by a
telecommunication technology is limited and the data transfer
conditions over this bandwidth are defined, to follow the
increasing traffic the providers have to install more and more
equipments in the radio access networks. The total number
of mobile subscriptions in the world has passed 5 billion by
the end of 2010, more than 70 % of the population of the
planet. The number of worldwide base station sites is circa
5.5 million and the total global RAN (Radio Access Network)
power consumption is 70 TWh, which equals to the total
annual electricity consumption of the countries of Ireland and
Portugal together.

The service providers and the largest mobile telecommu-
nications equipment vendors collaborate to research more
and more innovative solutions, by which the modern mobile
telecommunication systems can be improved. One of the most
important criteria is the energy efficiency. Taking the EARTH
project for example, which aims to improve the energy effi-
ciency of mobile communication systems, from components
over protocols up to the system level. The main target is an
average 50 % reduction of electricity consumption of wireless
networks [1].

Numerous cellular network planning algorithms are pre-
sented in the literature [2], [3], [4], |5], [12], [13], and
these can be classified into three major groups. One class
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University of Technology and Economics, Magyar tudésok komitja 2., 1117
Budapest, Hungary Email: toros @hit.bme.hu
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uses exact algorithms as core mechanisms. Although exact
algorithms are able to find optimal solution, they are often too
computationally intensive and time consuming to be applied
even to a relatively small data set. The other, more popular
class includes the heuristic algorithms, for example simulated
annealing, clustering methods, or any others. The disadvan-
tages of these are the long running time, the hard verification
as well as the chance of stopping in a local optimum, Our
multi-RAT method is the member of this group. Finally the
last group is the genetic algorithms, which transform the
optimization problem to a simplified representation.

The radio network planning algorithms are the members of
location-allocation problems. The target is to find the locations
considering to be optimal depending on the pursued objectives,
such as minimal transportation costs or maximal accessibility,
which are reflected in the location-allocation models used.

The Facility Location Problem (FLP) is a classical question
in computer science and one of the NP-complete problems.
The capacitated version of FL.P (CFLP) contains the capacities
of subsets, which is called supplies. The energy efficient cel-
lular network planning can be identified with facility location
problem, where the supplies change dynamically taking the
signal propagation and the used radio resource management
into account.

& k
minPs, :Zpo(j)+ZA*Pout(j)' (M

i=1 j=1

where £ is the number of sectors, Py(j) is the static
power consumption and A x P,,;(j) is the dynamic power
consumption. In the case of LTE (Long Term Evolution), the
Pyt depends on the used resources near linearly, and Iy (j)
is a technology specific value.

Actually the cellular wireless networks are made up of
multiple access technologies. This multi-RAT topology is a
heterogeneous network including the mixture of different gen-
eration standards starting with 2G, 3G and 3.5G technologies.
This solution increases the capacity of system, because the dif-
ferent standards use different carrier frequencies avoiding the
interferences between technologies. Furthermore, the multi-
RAT system represent many generations of mobile technolo-
gies, so this heterogeneous wireless network is available for
more subscribers. As the traffic increases the data are shared
among RANs. The high demands, like internet multimedia
service, are served by the highest capacity RAN. The other,
low demand services are served by other technologies. The
density of stations of actually highest capacity RAN increases
more and more following the traffic explosion. The coexistence
of multi-RAT systems is an interesting question. The daily
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energy consumption of mobile systems can be reduced by
effective base station cooperation [14], [15]. The electricity
consumption of an access network can be predicted. This
analysis requires a cellular network planning procedure, which
determines the positions of necessary stations of every RAT
to serve the predefined demand generations. Under demand
generation can be understood 2G,3G or 4G subscribers with
traffic data.

Our work deals with the multi-RAT energy consumption
mentioned above. The analyses are based on a feasible cellular
network planning algorithm, which focuses on the energy ef-
ficiency. It determines the topologies of radio access networks
one by one optimizing the energy consumption of multi-RAT
system. The dimensioning phase of planning is not necessary,
the algorithm can start with an empty environment placing and
configuring the stations of the different RAT layers. When the
algorithm plans a radio access network, it is assumed, that
the topologies of earlier planned standards (reference system)
have already known. So first the reference topology has to
be determined by planning algorithm symbolizing the starting
state, when only one type of telecommunication technology
was installed.

Furthermore, the network planning algorithm determines
an effective coexistence of the analyzed technologies. The
subscriber attraction by new generation standard affects the
other RATs reducing their total traffic, hence these older
topologies can be changed by shutting off stations, reducing
transmitter power, orientating antenna main lobes, etc..

The rest of this paper is organized as follows. In Section I1
the models used in this study are presented, and we describe
the multi-RAT planning and transmitter power reduction meth-
ods, which are used in the analyses. In Section III the results
of algorithms are provided, and the conclusion is given in
Section IV.

II. SYSTEM MODEL AND USED ALGORITHMS

This section introduces the system model and the submeth-
ods of planning algorithms used for investigation of energy
effective coexistence of LTE-WCDMA multi-RAT systems.
The examined scenario can be simply described by the set
of applicable coordinates over the area and the given traffic
amount per generations of technologies (GSM-Global Sys-
tem for Mobile Communications, WCDMA-Wideband Code
Division Multiple Access,LTE) over the area, assigned to any
subset of the coordinates on the terrain. We suppose that the
amount of traffic demands is given by a set of discrete coor-
dinates (denoted as Demand Positions, DPs), along with the
amount of traffic generated at that position. This approach is
flexible to describe any kind of traffic distribution (continuous,
it every point of the area is a DP, discrete service areas if there
are much smaller number of DPs). The set of DPs is denoted

by:

DP* = (U DF}}; @)
where m denotes the number of DFfs in the traffic environ-
ment of s;;, demand generation. These points are represented

by (x;,yi.dem;), where x;, y, are the coordinates and dem,; is
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the traffic demand of D7, expressed in kbps. DP is an input
parameter.

We assume that a base station (BS) operates three cells
through three sectorized antennas. The resources are given
to the radio access networks by these equipments to serve
the users. Some equipment can be shared by different access
networks to reduce the installation and energy consumption
Costs.

The stations are represented by

BS* ={Ui_ BS:}: BS = {Ul_,BS"} )

where ¢ is the number of BS¥s in the traffic environment of
s¢p, demand generation.

We suppose that base stations cannot be placed arbitrarily,
but to given possible (e.g. in an urban environment to rooftops)
candidate positions (CP):

CP* ={UjoCF/}; CP ={Ui_,CP’} 4)

where r is the number of CPJ‘-SS in the traffic environment of
$¢n, demand generation.

The stations of other RATs (GSM,WCDMA...) were placed
also to any candidate positions.

CPE C CP; (5)

where C'PE denotes the candidate positions of the earlier
placed stations (reference topology).

We use COST 231 Okumura-Hata path loss model for big
city environment in our simulations. This has the advantage
that it can be implemented easily without expensive geo-
graphical database, yet it is accurate enough, captures major
properties of propagation and used widely in cellular network
planning. A sector is defined as the set of DPs that are covered
by a given transmitter. The “best server” policy is followed
within the network, namely a demand is served by the sector
whose signal strength is the highest in the position of DP;
[6].

The resources of network can be managed by frequency
adaptation and power management. Our planning procedure
uses the properties of 3GPP LTE radio resource management
(RRM). The relationship between SINR (Signal to Interference
plus Noise Ratio) and spectral efficiency is given by the so
called Alpha-Shannon Formula which is suggested to be used
for LTE networks in [7].

The RRM of LTE is modelled in our case by a semi
dynamic frequency allocation strategy. It is the so called
C/ scheduler. The sectors allocate Physical Resource Blocks
(PRBs) to the demands in the order of decreasing SINRs.
The frequency allocation simultaneously deals the PRBs one
by one in every sector. Note that the amount of traffic a
PRB can carry is determined from the SINR by the alpha-
Shannon formula. If a sector is ready (serves all DP® sets)
then it won’t transmit on the remaining PRBs (hence the
SINR on these PRBs will be better for the neighbours). This
method is very fast and reasonably high SINR values can be
achieved by cell borders as well. It has to be emphasized,
that any RRM algorithm can be supposed for our planning
mechanism, RRM function is actually an input to the planning
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(and thus affects final results). In practice LTE base stations are
transmitting with constant power spectral density (regardless
the number of PRBs actually used), hence using less PRBs
require proportionally less transmit power, as described below
in (6).

The transmitter output power, F,,; can be described by

usedPRB
allPRB

where P,,,. is the maximum top of cabinet output power
of transmitter, usedPRB and allPRB are the number of
actually used PRBs and all PRBs respectively. This latter
depends on the configured bandwidth of the system, that is
also a parameter of the deployment method. Namely, as a PRB
is a 180 kHz wide chunk of the channel, in a 1 ms subframe,
e.g. a 20 MHz bandwidth configuration typically means 100
PRBs in every 1 ms subframe.

In practice LTE base stations are transmitting with con-
stant power spectral density (regardless the number of PRBs
actually used), hence using less PRBs require proportionally
less transmit power. Furthermore, it is assumed, that the P,
depends on the allocated resources also linearly in the cases
of the other standards (GSM,WCDMA).

The power consumption of the base station follows the
linear model:

Pam‘, - * Pm,nt:xr (6)

POOT:S:PD+A*P0ut (7

where the first part (Fy) describes the static power con-
sumption. Depending on the load situation, a dynamic power
consumption (A * I,,;) part adds to the static power. The
factor A is mainly due to the power amplifier inefficiency and
feeder loss.

A. Base station placement and mulli-RAT planning methods

This subsection deals with the base station placement and
multi-RAT planning methods. To analyze the energy consump-
tion of multi-RAT system, first the network topology has
to be planned. These methods determine the quasi optimal
station position and configuration for every RAN and reduce
the number of applied equipments. The explaining of these
algorithms are necessary to understand the numerical results.

The base station placement method can be configured for
given coverage (in terms of percentage of the area covered
by at least a2 minimum signal strength) and service (in terms
of percentage of total traffic requirements served) criteria.
The default is 100% for both. The input parameters are
the used bandwidth, maximum transmit power parameters of
transmitters as well as the DP scenario of every demand
generation. The geographical area is fixed. The output data
are the base station topology (BS) [9].

1) Base Station Placement Algorithm (BSFPA): This algo-
rithm determines a base station topology, which guarantees the
serving and coverage criteria on the given demand scenario.

The BSPA is based on K-means dynamic clustering method.
The clusters are the sites of stations including the covered
subscribers. The criterion function of K-means, which has
to be minimized, is the sum of squared Euclidean distances
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Algorithm 1: K-means
Input: K is the number of centroids/clusters.
M is the number of objects.
O = {UM0;(i,x,)} is the set of position of
objects.
I is the number of iterations.
map is the max, * max, scenario.
Qutput: C is the set of positions of centroids after
clusterization.

begin
Initialization Step:
C={ul,}
Vel .z « random(maz,)
V(!é.y — random(max,)
5= {U{c{:osﬁt}
Tteration Step:
for ¢t < 0 to I do
Reassignment Step:
V.S 0
for i + 0 to M do
mMin < o0
id + —1
for j + 0 to K do

if distance(o;, ¢j) < min then

min « distance(o;, c;)
id + j

end
end
0; joins to the ;g4

end
Update Step:
for £ < 0 to K do

(t+1) 1
Cp S~ Ze gt Of
k #5t Zlcsz v

end
end

end

between the locations of demands and the position of serving
base station.

K-means is one of the simplest unsupervised learning al-
gorithms that solve the well known clustering problem. It
is a dynamic clustering method which attempts to directly
decompose the data into disjoint clusters. The number of
clusters (K) is fixed a priori. The different located centroids
of clusters cause different results, so the algorithm has to be
started with different initial states and run as much as possible.

Briefly overview the K-means, it can be composed of the
following steps:

1. Place K (parameter) points into the space represented by
the objects that are being clustered.

2. Assign each object to the group (cluster) that has the
closest centroid. (Reassignment step)

3. When all objects have been assigned, recalculate the
properties of the K centroids. (Update step)

4. Repeat Steps 2 and 3 until the centroids no longer move
or the counter of iteration expire.
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. Base Station Placement Algorithm
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Fig. 1. State chart diagram of Base Station Placement Algorithm

The objective function is the total energy consumption of
access network.

k
min P(BS) = min Z(PU (7) + A s Po(4)). (3)
j=1

The objective function has four changeable parameters to
reduce the total power consumption. A and Iy depend on the
type of BSs, so these parameters are independent from BSPA,
because the algorithm places only one type of stations. The k&
is the number of sites in the wireless network. As it is pointed
out in the related work section, the minimization of installed
stations (sites) is the first priority target. F,,+(7) is the output
power of jyp, site. This parameter is the function of allocated
resources depending on the network topology. So the £ and
P,,:(j) parameters can be reduced by BSPA.

The BSPA, including station positioning, antenna beam
orientation, RRM and station installer, can be realized as a
closed loop (Figure 2). Starting with an empty environment
(K is 0), it places the stations (K=1,2,3,4...) iteratively until
the mentioned criteria are fulfilled.

Positioning:

The BS positioning algorithm is based on the mentioned
K-means procedure. The centroids of clusters are the BSs and
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the assignment step is the procedure of sector creation. One
cluster is made up of three sectors of BSs. In the update step
the position of covered DP (x;) is weighted by the demands
of DP (demn;) determining the positions of stations. So the
modified objective function of K-means is

l‘ﬂ
minZ =% > dem;x||DPY - BS;|I> (9

=1 DPES;

where dem,; is the demands of 44, subscriber, and HDP;J Ve
BS,|| is the Euclidean distance between subscriber (Demands
positions) and the serving station. S; = UN_, S, ;, where N
is the number of sectors per BS [9].

Orientation:

The antenna beam orientation is also based on K-means
clustering. Our aim that the directions of covered DPs with
higher demand are subtended smaller angle with the main
direction of serving antenna. The assignment step is also the
procedure of sector creation. In the update step, x; is the
included angle between the direction of covered DP; within the
sector and the main direction of serving transmitter weighted
by the dem;. This mechanism determines the beam directions
of antennas[9].
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. Multi-RAT algorithm

Input Output
Mapimaxmaxy) ( BS(ID,x,y, TRX,ANT) }
DP(ID,x,y,dem) S

BS(ID,x,y, TRX,ANT,S)=0

 K=0,5=0,Smax=num. of traf. gens.
Occupied Bandwidth (OBW)

Carrier Frequency (CF)
Candidate Positions (CP)

=

v

BSPA |

Start —»

(reference) ‘

End

Yes

BSPA |
(transition) |

BS® > s=smy

No(S++,CPE)——

Fig. 2.

Radio Resource Management:

The radio resource management is described in model
section as a parameter. In our investigations, the RRM is a max
C/1 scheduler. It is executed after base station positioning and
antenna beam orientation to analyze the loads of sectors. The
radio resource management is an input parameter of BSPA.
The target of this method is to determine the required/used
number of PRBs per sector and to give these informations to
the station installer as results.

Station Installer:

After RRM the most unserved sector (MUS) has to be
found, which is the sector with the highest total unserved
traffic (DPs with not enough PRBs allocated to) under its
coverage. If the number of required PRBs is less than the
number of available PRBs within all sectors then there is no
MUS and the algorithm stops. Otherwise the algorithm locates
a new base station near the serving antenna of MUS in the
main direction and runs the positioning, rotation and RRM
mechanisms again. So our clustering algorithm is an increasing
number of K-means (X-mean) [11].

Figure 3 shows the mentioned station movement, as the
algorithm runs iteratively. Actually the black sector is the
MUS, so the station installer places the new station near the
serving antenna of this.

The complexities of BSPA is O(/K2N M), where I is the

40

State chart diagram of Mulli-RAT planning

Fig. 3.

Station movement within placement algorithm

fix number of iterations, N is the number of DPs, K is the
number of BSs in the final state, and (M) is the operation
cost (signal propagation).

2) Multi-RAT planning method: This method uses the
BSPA to plan an energy effective multi-RAT topology. First
it plans a reference network topology using an older telecom-
munication standard (WCDMA,GSM). As the subscribers are
attracted by new standard, the stations of reference RAN can
be shut off, because the reduced overall demands can be
served by fewer capacities. Furthermore, the high demands,
like internet multimedia service, connect with the highest
capacity RAN (LTE).

The reference system contains the stations of older topol-
ogy determining the candidate positions of transition phases
(CPE). The second procedure is the planning of transition
cases. The traffic scenarios contains the demand generations
(DP;®) starting with the reduced number of subscribers of
older generation and ending with the new generation demands.
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Fig. 4. The power consumption of multi-RAT systems as a function of the increase in the traffic demands and demands migration between standards

(WCDMA,LTE).

The BSPA installs the stations only to the reference candidate
positions (CPE), which denote base stations of reference
topology, so the new multi-RAT structure reuses the elements
of older topology. If a CPE is empty on every scenario, then
the station can be removed. If the number of CPE is not enough
in the case of new generation demands, then the set of CPE
need to be complemented with the rest of candidate positions
(CP\ CPE).

ITI. NUMERICAL RESULTS

The analyses discussed below use the multi-RAT planning
algorithm. The geographical topology is constant, the sizes
of total demands and the ratio of traffic attracted by LTE
from WCDMA (reference) are changed illustrating the phases
of transition between telecommunication technologies. The
multi-RAT planning algorithm gets the WCDMA and LTE
demand scenarios as input parameters and gives back a
WCDMA-LTE multi-RAT topology. Table ITT shows the main
input parameters of algorithm derived from [16].

Input parameters

Carrier frequency 2 GHz
Occupied bandwidth of WCDMA 5 MHz
Occupied bandwidth of LTE 10 MHz
Frequency reuse factor 1

Static power of stations 300 W
Max top of cabinet output power of tx 30 W

Inefficiency of power amplifier 3
Size of environments 9km?
Default traffic 85 Mbps/9km?

The analyses were run with same parameters on the studied
scenario and the results were averaged.

Figure 4 shows total power consumption of multi-RAT
networks as a function of size of traffic demands (left) and
a function of the ratio of traffic attracted by LTE from
WCDMA (right). The new demands always connect with the
LTE system. The different lines of the figures represent the
horizontal axis of other one, and vice versa. The curves can
not intersect each other, because more data traffic requires
more stations increasing the power consumption of system.
The reasons of high steps (left figure dotted line 100 % and

SEPTEMBER 2013 ¢ VOLUME V * NUMBER 3

right figure at the end of lines) are caused by the establishment
of new technology and the complete removing of the other one.
In the establishment phase the service providers have to place
many new transmitters to guarantee the coverage criterion of
new telecommunication technology. In the complete removing
phase the transmitters of WCDMA system can be switched
off totally, reducing the energy consumption. These simulation
results show that the LTE system is more effective than the
WCDMA (wider bandwidth) one, so the service providers can
save the budget of energy consumption if the users change over
from 3G to 4G.

IV. CONCLUSION

In this paper we examined the energy consumptions of
multi-RAT network topologies focussing on WCDMA-LTE
coexistence. In the analyzed cases it was assumed, that the
future demands would connect with the new LTE network,
furthermore, some percents of 3G users would change tech-
nology. The results showed that the energy consumption of
cellular system could be reduced by LTE technology. Assum-
ing same overall demands, the energy efficiency of network
increased as the LTE gains ground.

ACKNOWLEDGMENT

The research leading to these results has received funding
from the European Community’s Seventh Framework Pro-
gramme ([FP7/2007-2013]) under grant agreement no INFSO-
1CT-247733 EARTH Project. The support of the Hungar-
ian Government through the TMOP-4.2.1/B-09/1/KMR-2010-
0002 project at the Budapest University of Technology and
Economics is also acknowledged.

REFERENCES

1] Gergely Biczok, Jens Malmodin, Albrecht Fehske, "INFSO-1CT-247733
EARTH Deliverable D2.1”, Economic and Ecological Impact of ICT
(2011)

[2] Omar H. Karam, Lamia Fattouh, Nourhan Youssef, Ahmad E. Abdelazim,
"Employing Clustering Techniques in Planning Wireless Local Loop
Communication Systems: PlanAir”,11th International Conference On
Artificial Intelligence Applications Cairo, Egypt, February 23-26, (2005)

[3] Harish Ramamurthy, Abhay Karandikar: "B-Hive: A cell planning tool for
urban wireless networks”, 9th National Conference on Communications,

(2003)

41




Energy Effective Coexistence
of LTE-WCDMA Multi-RAT Systems

[4] Kurt Tutschku, “"Demand-based Radio Network Planning of Cellular
Mobile Communication Systems”, INFOCOM, pp. 1054-1061 (1998)

[5] Hurley, S.. "Planning effective cellular mobile radio networks.” TEEE
Trans. Vehicular Technol. v51 i2. 243-253. (2002)

[6] Les Barclay, "Propagation of Radiowaves, p. 194, The Institution of
Electrical Engineers”, London (2003)

[7] Abdul Basit, "Dimensioning of LTE Network, Description of Models and
Tool, Coverage and Capacity Estimation of 3GPP Long Term Evolution
radio interface™ (2009)

[8] O. Amold, F. Richter, G. Fettweis, and O. Blume, "Power consumption
modeling of different base station types in heterogeneous cellular net-
works” in Proc. of 19th Future Network & MobileSummit 2010, Florence,
Italy, (June 2010)

[9] Istvin Tords, Péter Fazekas, ”Automatic Base Station Deployment Algo-
rithm in Next Generation Cellular Networks”, Accessnet 2010 Budapest
(2010)

[10] J. B. MacQueen, “Some Methods for classification and Analysis of
Multivariate Observations, Proceedings of 5-th Berkeley Symposium
on Mathematical Statistics and Probability”, Berkeley, University of
California Press, 1:281-297 (1967)

[11T Dan Pelleg, Andrew Moore, “X-meuns: Extending K-means with Ef-
ficient Estimation of the Number of Clusters”, Proceedings of the 17th
International Conf. on Machine Learning 2000

[12] Gonzlez-Brevis P, Gondzio J., Fan Y., Poor H.V., Thompson I.S.,
Krikidis I., Chung P., "Base Station Location Optimization for Minimal
Energy Consumption in Wireless Networks.”, In VIC Spring(2011)1-5

[131 Z. Zheng, S. He, L. X. Cai, X. Shen, "Constrained Green Base
Station Deployment with Resource Allocation in Wireless Networks”,
Handbook on Green Information and Communication Systems, Editors
M. S. Obaidat, A. Anpalagan, and I. Woungang, John Wiley & Sons,
Inc., 2012.

[14] F Han, Z. Safar, W.S. Lin, Y. Chen, and K.J.R. Liu, "Energy-efficient
cellular network operation via base station cooperation”, ;in Proc. ICC,
2012, pp.4374-4378.

[15] Istvdn Tords, Péter Fazekas, “Planning and network management for
cnergy cfficiency in wircless systems”, In Future Network & Mobile
Summit (FutureNetw), 2011

[16] Gunther Aucr (DOCOMO), Oliver Blume (ALUD), Vito Giannini
(IMEC), Istvan Godor (ETH), Muhammad Ali Imran (UNIS), Ylva Jading
(EAB), Efstathios Katranaras (UNIS), Magnus Olsson (EAB), Dario
Sabella (TI), Per Skillermark (EAB), Wieslawa Wajda (ALUD), "INFSO-
ICT-247733 EARTH Dcliverable D2.3”, Energy cificiency analysis of the
reference systems, areas of improvements and target breakdown (2012)

42

Author Biographies

INFOCOMMUNICATIONS JOURNAL

Istvan Torés was born in Pecs,
Hungary in 1985. He received his
Ing. (MSc.) degree in 2009 at the
Department of Telecommunications,
Budapest University of Technology
and Economics. His recent research
interests are wireless network plan-
ning based on energy consump-
tion optimization and repeaters in
telecommunication systems.

Péter Fazekas received an MSc de-
gree in electrical engineering from
the Technical University of Bu-
dapest (now Budapest University
of Technology and Economics) in
1998. Currently he is with the De-
partment of Networked Systems and
Services where he received his PhD
in 2013, His rescarch area includes
the performance analysis of cel-
lular networks, mobility modeling,
and packet scheduling disciplines in
wireless environment.

SEPTEMBER 2013 ¢ VOLUME V * NUMBER 3



INFOCOMMUNICATIONS JOURNAL

Guidelines for our Authors

Guidelines for our Authors

Format of the manuscripts

References

Original manuscripts and final versions of papers
should be submitted in IEEE format according to the
formatting instructions available on
http://www.ieee.org/publications_standards/
publications/authors/authors_journals.html#sect2,
“Template and Instructions on How to Create Your
Paper”.

Length of the manuscripts

The length of papers in the aforementioned format
should be 6-8 journal pages.

Wherever appropriate, include 1-2 figures or tables
per journal page.

Paper structure

Papers should follow the standard structure, consist-
ing of Introduction (the part of paper numbered by
“1”), and Conclusion (the last numbered part) and
several Sections in between.

The Introduction should introduce the topic, tell why
the subject of the paper is important, summarize the
state of the art with references to existing works
and underline the main innovative results of the pa-
per. The Introduction should conclude with outlining
the structure of the paper.

Accompanying parts

Papers should be accompanied by an Abstractand a
few index terms (Keywords). For the final version of ac-
cepted papers, please send the short cvs and photos
of the authors as well.

Authors

References should be listed at the end of the paper
in the IEEE format, see below:

a) Last name of author or authors and first name or
initials, or name of organization

b) Title of article in quotation marks

c¢) Title of periodical in full and set in italics

d) Volume, number, and, if available, part

e) First and last pages of article

f) Date of issue

[11] Boggs, S.A. and Fujimoto, N., “Techniques and
instrumentation for measurement of transients in
gas-insulated switchgear,” IEEE Transactions on
Electrical Installation, vol. ET-19, no. 2, pp.87-92,
April 1984.

Format of a book reference:

[26] Peck, R.B., Hanson, W.E., and Thornburn,
T.H., Foundation Engineering, 2nd ed. New York:
McGraw-Hill, 1972, pp.230-292.

All references should be referred by the correspond-
ing numbers in the text.

Figures

Figures should be black-and-white, clear, and drawn
by the authors. Do not use figures or pictures down-
loaded from the Internet. Figures and pictures should
be submitted also as separate files. Captions are ob-
ligatory. Within the text, references should be made
by figure numbers, e.g. “see Fig. 2.”

When using figures from other printed materials, ex-
act references and note on copyright should be in-
cluded. Obtaining the copyright is the responsibility
of authors.

Contact address

In the title of the paper, authors are listed in the or-
der given in the submitted manuscript. Their full affili-
ations and e-mail addresses will be given in a foot-
note on the first page as shown in the template. No
degrees or other titles of the authors are given. Mem-
berships of IEEE, HTE and other professional socie-
ties will be indicated so please supply this information.
When submitting the manuscript, one of the authors
should be indicated as corresponding author provid-
ing his/her postal address, fax number and telephone
number for eventual correspondence and communi-
cation with the Editorial Board.

SEPTEMBER 2013 ¢ VOLUME V * NUMBER 3

Authors are requested to send their manuscripts via
electronic mail or on an electronic medium such as a
CD by mail to the Editor-in-Chief:

Csaba A. Szabo

Department of Networked Systems and Services
Budapest University of Technology and Economics
2 Magyar Tudosok krt.

Budapest, 1117 Hungary

szabo@hit.bme.hu

43




INFOCOMMUNICATIONS JOURNAL

IEEE PerCom in Budapest in 2014!

The IEEE Pervasive Computing and Communication (PerCom) conference is the
worldwide premier scholarly venue in the areas of pervasive computing and com-
munications. Since 2003, the conference has grown significantly in terms of quality
and variety of the technical programs — it is recognized as a top tier conference by
most universities and organizations across the world.

PerCom provides a high profile, leading edge forum for researchers, engineers, and
practitioners to present state-of-the-art research in the respective fields of pervasive
computing and communications. The conference features a diverse mixture of
presentation forums including core technical sessions, keynote talks, panel dis-
cussions from worldwide experts, demonstrations, a PhD forum, and work in
progress posters. The conference also hosts a number of workshops that have
themselves become well recognized in the community as forums for specialized
topics within the field.

- The conference also provides formats to honor excellence

= g:;‘:::;?'g in the field. The Mark Weiser Best Paper award, sponsored

computing by Elsevier, is given to authors of the PerCom's best paper.

.+ In addition, the highest quality papers from the conference

“~ are published in a special issue of the Pervasive and Mobile
" Computing Journal.

The IEEE PerCom

Steering Commit-
e ‘ tee has recently
e decided to accept

the joint application of the Budapest Uni-
versity of Technology and Economics (BME),
Department of Telecommunications and
the Scientific Association for Infocommuni- =
cations (HTE) to organize PerCom 2014 in Budapost, He
Hungary. Thus, after the 2013 edition in
San Diego, Budapest will host this prestigious conference in 2014. It will be a 5 day-
event, with associated workshops, and will hopefully attract several hundreds of
participants. More information can be found on the conference’s website:

WWWw.percom.org

SEPTEMBER 2013 ¢ VOLUME V * NUMBER 3




IEEE
COMMUNICATIONS

A | |EEE INTERNATIONAL CONFERENCE $IEEE E &
. ON COMMUNICATIONS o
Sydney, Australla  |INDUSTRY FORUM & EXHIBITION www.ieee-icc.org/2014

IEEE I

INTERNATIONAL CONFERENCE
ON COMMUNICATIONS

’ T |

CALL FOR PAPERS AND PROPOSALS
The 2014 IEEE International Conference on Communications (ICC) will be held in the beautiful city of Sydney, Australia from 10-14
June 2014. Themed “Communications: The Cenirepoint of Digital Economy,” this flagship conference of IEEE Communications

Society will feature a comprehensive technical program including twelve Symposia and a number of Tutorials and Workshops. IEEE
ICC 2014 will also include an exceptional expo program including keynote speakers and Indusiry Forum & Exhibition.

TECHNICAL SYMPOSIA: We invite you to submit original technical papers in the following areas:

Selected Areas in Communicatfions Mobile and Wireless Networking Communicalion QoS, Reliability &
Symposium Symposium Modeling Symposium

Data Storage Track Weihua Zhuang, University of Waterloo, CA Kohei Shiomoto, NTT, JP

Brian M. Kurkoski, JAIST, JP Pascal Lorenz, University of Haute-Alsace, FR Stefano Giordano, University of Pisa, IT
e-Health Track Jian Tang, Syracuse University, USA Wei Song, University of New Brunswick, CA
Nazim Agoulmine, University of Evry, FR Nurul Sarkar, Auckland University of Technology, NZ AdiHoc andiSensai e T

Internet of Things Track Communication Theory Symposium Symposium

Khaled Boussetta, University Paris 13, FR Fulvio Babich, University of Trieste, IT Jaﬁel g:en-Othman , University of Paris 13, FR

Communications for the Smart Grid Track Bechir Hamdaoui, Oregon State University, USA Jiming Chen, Zhejiang University, CN

Vincent Guillet, Landis+Gyr, FR Huaiyu Dai, North Carolina State University, USA  Somaya Charkaoui, University of Sherbrooke, CA

Satellite & Space Communication Track . : - Zubair Md. Fadlullah, Tohoku University, JP
Signal Processing for Communicatlions

Igor Bisio, University of G IT

g’(:enls:(;’mn';::;:;z;;s :::Zampming Track Symposium Communicatfion Software, Services and
2 - Tomohiko Taniguchi, Fujitsu Labs, JP Multimedia Application Symposium

ElE R aean, University of EdinburgiiNGQ Lingyang Song, Beijing Univesity, CN Abdelhamid Mellouk, University of Paris 12, FR

Cloud Computing Track ; - Rose Qingyang Hu, Utah State University, USA Lingfen Sun, University of Plymouth, UK
Yonggang Wen, Nanyang Technical University, SG

Access Networks and Systems Track Optical Networks and Systems Communication and Information

Tarek S. El-Bawab, Jackson State University, USA Zymgos'u_"} S L ISDyts'eIVImsI Isefél;;i;y _SYh?POSil-;]mCH
run Somani, lowa State University, eter Mueller, urich Research,

%m‘;ﬁﬁ:&;ﬁg’%ﬂg Sg:,g:ﬁymﬂ'g Betvarkiiamg Philippe Perrier, Xtera Communications, USA Shui Yu, Deakin University, AU

SeciaiNotaskingi Iy Nathan Gomes, University of Kent, UK Thorsten Strufe, Technische Universitdt Darmstadt, DE

Neeli Prasad, Aalborg University, DK Next-Generation Networking Cognitive Radio and Networks
8 . Symposium Symposium
Wireless Commun_lcahc_ms_ Syr_nposwm Miohammed Atiquzzaman, University of Oklahoma, Jacques Palicot, Supelec, FR
Yahong Rosa Zheng, Missouri University of S&T, USA h A S )
- < : USA Jaime L Mauri, Polytechnic University of Valencia, ES
Yiging Zhou, Chinese Academy of Sciences, CN : ; el : :
) A e Konstantinos Samdanis, NEC Europe, DE Lin Cai, Huawei Technologies, USA
Cheng Li, Memorial University of Newfound, CA Antonio Pescapé, University of Napoli
Peter M. R. Rost, NEC Labs Europe, DE e LT Pe, R
Jinhong Yuan, University of NSW, AU :

TUTORIALS: Proposals should provide a focused lecture on new and )
emerging topics within the scope of communications. Accepted and presented technical and workshop

) . . papers will be published in the IEEE ICC 2014
WORKSHOPS: Proposals should emphasize current topics of particular Conference Proceedings and in IEEE Xplore®. See

interest, and should include a mix of regular papers, invited presentations the website for requirements of accepted authors.
and panels that encourage the participation of attendees in active discussion.

IMPORTANT Paper Submission  Acceptance Notification ~ Camera-Ready ~ Tutorial Proposal ~ Workshop Proposal
DATES 15 September 2013 12 January 2014 13 February 2014 31 October 2013 31 March 2013

General Chair: Technical Program Chair: Symposia Chair: Tutorials Co-Chairs:
Farzad Safai, University of Abbas Jamalipour, University of Sydney, AU Nei Kato, Tohoku University, JP Sherman Shen, University

Wollongong, AU Technical Program Vice Co-Chairs: Workshops Co-Chairs: of Waterloo, CA

Vice General Chair: i - .y : Chun Tung Chou, University
Leith Campbell, Ovum, AU ggrd{[%yvl\llgfésU%ersny DL Eﬁ'ﬁ; UHrw\?e?Sr;fyn,Tthonal e of New South Wales, AU

Grenville Armitage, Swinburne Jean Armstrong, Monash
University of Technology, AU University, AU

Full details of submission procedures are available at
www.ieee-icc.org/2014




SCIENTIFIC ASSOCIATION FOR INFOCOMMUNICATIONS

SCIENTIFIC
ASSOCIATION FOR

INFOCOMMUNICATIONS

HUNGARY

Who we are

Founded in 1949, the Scientific Association for Info-
communications (formerly known as Scientific Society
for Telecommunications) is a voluntary and autono-
mous professional society of engineers and econo-
mists, researchers and businessmen, managers and
educational, regulatory and other professionals work-
ing in the fields of telecommunications, broadcast-
ing, electronics, information and media technologies
in Hungary.

Besides its more than 1300 individual members, the
Scientific Association for Infocommunications (in Hun-
garian: HiRKOZLEsI ES INFORMATIKAI TUDOMANYOS EGYESULET,
HTE) has more than 60 corporate members as well.
Among them there are large companies and small-and-
medium enterprises with industrial, trade, service-pro-
viding, research and development activities, as well as
educational institutions and research centers.

HTE is a Sister Society of the Institute of Electrical and
Electronics Engineers, Inc. (IEEE) and the IEEE Communi-
cations Society. HTE is corporate member of Interna-
tional Telecommunications Society (ITS).

What we do

HTE has a broad range of activities that aim to pro-
mote the convergence of information and communi-
cation technologies and the deployment of synergic
applications and services, to broaden the knowledge
and skills of our members, to facilitate the exchange

of ideas and experiences, as well as to integrate and
harmonize the professional opinions and standpoints
derived from various group interests and market dy-
namics.

To achieve these goals, we...

e contribute to the analysis of technical, economic,
and social questions related to our field of compe-
tence, and forward the synthesized opinion of our
experts to scientific, legislative, industrial and edu-
cational organizations and institutions;

¢ follow the national and international trends and
results related to our field of competence, foster
the professional and business relations between for-
eign and Hungarian companies and institutes;

e organize an extensive range of lectures, seminars,
debates, conferences, exhibitions, company pre-
sentations, and club events in order to transfer and
deploy scientific, technical and economic knowledge
and skills;

e promote professional secondary and higher educa-
tion and take active part in the development of pro-
fessional education, teaching and training;

e establish and maintain relations with other domes-
tic and foreign fellow associations, IEEE sister socie-
ties;

e award prizes for outstanding scientific, education-
al, managerial, commercial and/or societal activi-
ties and achievements in the fields of infocom-
munication.

Contact information
President: DR. GABOR HUSZTY e ghuszty@entel.hu
Secretary-General: DR. ISTVAN BARTOLITS e bartolits@nmhh.hu
Managing Director, Deputy Secretary-General: PETER NAGY e nagy.peter@hte.hu
International Affairs: ROLLAND VIDA, PhD e vida@tmit.bme.hu

Addresses

Office: H-1055 Budapest, V. Kossuth Lajos square 6-8, Room: 422.
Mail Address: 1372 Budapest, Pf. 451., Hungary
Phone: +36 1 353 1027, Fax: +36 1 353 0451
E-mail: info@hte.hu, Web: www.hte.hu




