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CAEsAR: Making the RPL Routing Protocol
Context-Aware
Andras Kalmar, Rolland Vida

Abstract—Due to the continuous development in hardware-,
radio-, and sensor technologies, and the efforts of standardization
organizations, the Internet of Things is not just a vision anymore,
but it slowly becomes a part of our everyday life. The number of
deployed sensors and actuators in our environment is increasing
day-by-day transforming the physical world into an intelligent
environment enabling context-aware services. To fully support
this transformation we need to adapt the basic principles of
communication. We do not want to know the IP addresses of
individual sensor for example, we would rather like to query
them based on their context. Also, we are often interested in the
information itself, no matter which device provides it.

In this paper we extend our formerly proposed addressing
scheme for RPL networks (CAEsAR) to make it even more
efficient. CAEsARv2 uses RPL trees and aggregates context
information in Bloom-filters (BF) or bit vectors along the tree.
With this addressing scheme the RPL protocol itself is enhanced
to support context-based multicast, service-discovery and data-
centric communication. Compared to our original proposal, in
CAEsARv2 we get shorter update messages, as a result of assign-
ing distinct data structures (Bloom filters or bit vectors) to each of
the context parameters. We also show that by storing IP addresses
also in Bloom filters, similarly to other context parameters,
routing entries become shorter and evenly distributed among the
nodes. Through simulations we demonstrate that the efficiency
of Bloom-filter and bit vector aggregation in CAEsARv2 is not
affected significantly by the radio ranges of the nodes in the
network. Finally, through experimental results we show that, in
case of correlation between geographical proximity and measured
values, CAEsARv2 can adapt more efficiently to context changes
than the centralized publish/subscribe messaging systems.

Index Terms—Internet of Things, RPL routing protocol,
context-awareness, Bloom filters, multicast, service-discovery,
data-centric communication.

I. INTRODUCTION

THE Internet of Things has huge potential and countless
opportunities, as it can revolutionize almost every aspect

of our life. However, there are still some technical-, business-
, and policy challenges that must be tackled before these
systems can widely spread. Focusing on the technical aspects,
most of the IoT devices will be resource-constrained, with
limited memory, battery, and processing capabilities, and they
will communicate mostly through wireless channels that are
noisy. Our task is thus to provide communication standards
and protocols that can operate efficiently even under these
constraints.

The IETF has already standardized protocols like 6loWPAN
[1] and RPL [2] enabling IoT devices with scarce resources to

A. Kalmar, R. Vida are with the Department of Telecommunica-
tions and Media Informatics, Budapest University of Technology and
Economics, Magyar Tudosok krt. 2., Budapest 1117, Hungary (email:
kalmar,vida@tmit.bme.hu., url: http://www.tmit.bme.hu)

get an IPv6 address and connect to the Internet. However, in
order to utilize the full potential of the future IoT infrastructure
and to provide personalized, location-aware, and more gener-
ally context-aware services we need additional communication
features. First, we need a service discovery mechanism [3], as
we need to know what devices are available in a certain area
and what is their current context (e.g., what services they are
able to provide, what is their battery status, their geographic
position, what operating system are they running, etc.) . Also,
we might want to communicate with a set of IoT devices
that share the same context - context-based multicast (e.g.,
we would like to communicate with all the smoke detectors in
a given area that have a battery level above 50%). Lastly, IoT
applications will be rather data-centric than message centric
(i.e., they care about the data itself, and not about how and
from whom it is being delivered).

This paper presents thus an extension of our formerly
proposed Context-Aware Addressing and Routing scheme for
RPL networks (a.k.a., CAEsAR) [4] [5], to efficiently support
these above features: service discovery, context-based multi-
cast and data-centric communication We denote this updated
version by CAEsARv2.

Regarding service discovery in the IoT domain, traditional
solutions [6] use a centralized registry, with which every de-
vice, offering any kind of service, communicates individually.
This means that these devices have to send their registration,
status update and keep-alive messages, possibly through mul-
tiple hops, to the registry. Compared to this, as we explain
it later, CAEsARv2 uses Bloom filters (BFs) and bit vectors
(BVs) to represent the current context of the devices, including
their offered services. These BFs and BVs are aggregated
along the RPL tree to which all these devices are attached.
Changes in the context information of a device (e.g., changes
in its position, battery status, measured value, etc.) may initiate
update messages in the network, similarly to the updates sent
to the centralized registry in traditional solutions. However,
these updates could die out rapidly due to the BF and BV
aggregation process (as explained later). Thus, the signaling
burden in CAEsARv2 is much lower.

Regarding context-based multicast, in theory we might map
application-layer context (subscriber) groups to network-layer
multicast groups [7]. However, traditional IP multicast does
not scale well with lots of small groups, since the multicast
addresses cannot be aggregated, so a separate routing entry
should be stored for each group. Nevertheless, with context-
based group addressing we get exactly in this situation: we
should maintain as many multicast groups as the number of
all possible permutations of the defined parameters (e.g., we
should build and maintain a separate multicast group and tree
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for all the smoke detectors on the third floor with battery above
50 %, one for those on the second floor and battery above 70%,
one for the motion sensors on the ground floor that detected
any movement in the last 5 minutes, and so on. Defining
separate groups for these endless possible cases is clearly
unmanageable for the resource-constrained IoT domain. With
CAEsARv2 we provide a solution for that as well, as no
individual multicast trees have to be maintained. Nodes with
the same subset of context information, which would be
members of a specific multicast group, will be reached easily
via an efficient BF- and BV-based routing scheme over the
RPL tree (as explained later).

Finally, data-centric communication in an IoT domain could
be handled via traditional pub/sub systems. However, we think
that the parties interested in some specific IoT data will
typically not be other IoT devices from the same domain, but
more likely applications that run on remote nodes, connected
to this IoT domain through the traditional Internet. In this
case the centralized and distributed pub/sub systems [8] [7]
are identical in the sense that every report message from
an IoT publisher has to be sent at least until the RPL root.
In CAEsARv2 however these report messages may die out
because of the already mentioned BF- and BV-aggregation
process, representing thus a much smaller signaling burden.

The contributions of this paper are the followings:
• We introduce new design steps that decrease the needed

memory and the length of the update messages for CAE-
sARv2. We make suggestions to separate the different
parameters and to store them in distinct data structures.
We examine what data structure (bit vector or Bloom
filter) is worth to be assigned to each parameter, based
on its type and its value range.

• We propose to store IP addresses in Bloom filters as
well, similarly to other context parameters. We show that
by doing so the routing entries become shorter and are
distributed evenly among the RPL nodes.

• We validate through experiments that CAEsARv2 can
adapt to context changes more efficiently than the cen-
tralized publish/subscribe messaging systems if there is a
correlation between geographical proximity and measured
values. In our former work [5] we only ran simulations
targeting this aspect.

• Through simulations we prove that if the fore mentioned
correlation exists, the efficiency of Bloom filter and bit
vector aggregation in CAEsARv2 is not affected signif-
icantly by the radio ranges in the network, as opposed
to the centralized solutions where shorter radio ranges
means longer routes.

The remainder of this paper is organized as follows: in
section II we review the related work; in section III we
introduce the required background on the RPL protocol and
the operation of CAEsAR. In section IV we introduce several
design steps to improve CAEsAR, while in section V we eval-
uate the extended CAEsARv2 framework through simulations
and experiments. Finally, in section VI we conclude our work.

II. RELATED WORK

AS mentioned before, we propose in this paper an extended
framework for context-based addressing and routing, in

order to efficiently support group addressing, service-discovery
and data-centric communication in IoT networks. In this
section we briefly introduce the general concepts behind the
above services, and compare them with CAEsARv2, which
is based on a different basic principle. In the followings we
assume that the RPL routing protocol is used in the IoT
domain.

A. Service discovery

If we have a networking infrastructure in place, enabling
nodes to communicate with each other, then it is a reasonable
assumption that individual nodes do not have to perform all
the possible tasks and do not have to store all the possible
data by themselves. Instead, they can rely on the services
provided by other nodes. Not all the devices have to have
thus a temperature sensor, or a GPS module, it is enough if
they know how to query another device which can provide
that service to them. However, in order to do so, they need
first a way to discover the services that are available to them
in a given moment, at a given location, through the devices
that are in their radio range for example.

There are two main types of service-discovery protocols
[6]: distributed and centralized. In a centralized approach one
or more central registry maintain a list of services provided
by the devices in the network. Any application or user that
wants to use a service in the network has to turn one of
these directories as an intermediary. If a change occurs in that
service, updates should be sent to the registry. On the other
hand, if another node want to discover the available services,
it will query directly the registry. Obviously, the centralized
registry might be a single point of failure, so alternative solu-
tions either distribute the load of the registry into several sub-
registries, building a hierarchical registry structure, or replicate
the entire registry in several nodes. Both of these solutions
have their own drawbacks. In the distributed case devices
interact with each other directly to discover services without
any coordinator entity. It can be done by using broadcast or
multicast, it follows that this kind of solutions generate much
more message overhead in the discovery phase, therefore in
the typical resource-constrained LLN environment it is not a
viable solution.

There were recently some registry-based service discov-
ery solutions proposed specifically for IoT networks (e.g.,
TRENDY [9]). As opposed to these, our CAEsARv2 frame-
work enables IoT nodes to store their context parameters,
including their proposed services (e.g., the possession of a
GPS module or the availability of moisture readings), in
Bloom filters and bit vectors (as explained later). If another
IoT device wants to find a specific service available in the
area, its query will be forwarded rapidly, through a context-
aware routing scheme, to nodes providing the desired service.
No central registry needs to be used, and the signaling burden
of maintaining aggregated context information will be much
lower than the burden of regularly updating a central service
registry.
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50 %, one for those on the second floor and battery above 70%,
one for the motion sensors on the ground floor that detected
any movement in the last 5 minutes, and so on. Defining
separate groups for these endless possible cases is clearly
unmanageable for the resource-constrained IoT domain. With
CAEsARv2 we provide a solution for that as well, as no
individual multicast trees have to be maintained. Nodes with
the same subset of context information, which would be
members of a specific multicast group, will be reached easily
via an efficient BF- and BV-based routing scheme over the
RPL tree (as explained later).

Finally, data-centric communication in an IoT domain could
be handled via traditional pub/sub systems. However, we think
that the parties interested in some specific IoT data will
typically not be other IoT devices from the same domain, but
more likely applications that run on remote nodes, connected
to this IoT domain through the traditional Internet. In this
case the centralized and distributed pub/sub systems [8] [7]
are identical in the sense that every report message from
an IoT publisher has to be sent at least until the RPL root.
In CAEsARv2 however these report messages may die out
because of the already mentioned BF- and BV-aggregation
process, representing thus a much smaller signaling burden.

The contributions of this paper are the followings:
• We introduce new design steps that decrease the needed

memory and the length of the update messages for CAE-
sARv2. We make suggestions to separate the different
parameters and to store them in distinct data structures.
We examine what data structure (bit vector or Bloom
filter) is worth to be assigned to each parameter, based
on its type and its value range.

• We propose to store IP addresses in Bloom filters as
well, similarly to other context parameters. We show that
by doing so the routing entries become shorter and are
distributed evenly among the RPL nodes.

• We validate through experiments that CAEsARv2 can
adapt to context changes more efficiently than the cen-
tralized publish/subscribe messaging systems if there is a
correlation between geographical proximity and measured
values. In our former work [5] we only ran simulations
targeting this aspect.

• Through simulations we prove that if the fore mentioned
correlation exists, the efficiency of Bloom filter and bit
vector aggregation in CAEsARv2 is not affected signif-
icantly by the radio ranges in the network, as opposed
to the centralized solutions where shorter radio ranges
means longer routes.

The remainder of this paper is organized as follows: in
section II we review the related work; in section III we
introduce the required background on the RPL protocol and
the operation of CAEsAR. In section IV we introduce several
design steps to improve CAEsAR, while in section V we eval-
uate the extended CAEsARv2 framework through simulations
and experiments. Finally, in section VI we conclude our work.

II. RELATED WORK

AS mentioned before, we propose in this paper an extended
framework for context-based addressing and routing, in

order to efficiently support group addressing, service-discovery
and data-centric communication in IoT networks. In this
section we briefly introduce the general concepts behind the
above services, and compare them with CAEsARv2, which
is based on a different basic principle. In the followings we
assume that the RPL routing protocol is used in the IoT
domain.

A. Service discovery

If we have a networking infrastructure in place, enabling
nodes to communicate with each other, then it is a reasonable
assumption that individual nodes do not have to perform all
the possible tasks and do not have to store all the possible
data by themselves. Instead, they can rely on the services
provided by other nodes. Not all the devices have to have
thus a temperature sensor, or a GPS module, it is enough if
they know how to query another device which can provide
that service to them. However, in order to do so, they need
first a way to discover the services that are available to them
in a given moment, at a given location, through the devices
that are in their radio range for example.

There are two main types of service-discovery protocols
[6]: distributed and centralized. In a centralized approach one
or more central registry maintain a list of services provided
by the devices in the network. Any application or user that
wants to use a service in the network has to turn one of
these directories as an intermediary. If a change occurs in that
service, updates should be sent to the registry. On the other
hand, if another node want to discover the available services,
it will query directly the registry. Obviously, the centralized
registry might be a single point of failure, so alternative solu-
tions either distribute the load of the registry into several sub-
registries, building a hierarchical registry structure, or replicate
the entire registry in several nodes. Both of these solutions
have their own drawbacks. In the distributed case devices
interact with each other directly to discover services without
any coordinator entity. It can be done by using broadcast or
multicast, it follows that this kind of solutions generate much
more message overhead in the discovery phase, therefore in
the typical resource-constrained LLN environment it is not a
viable solution.

There were recently some registry-based service discov-
ery solutions proposed specifically for IoT networks (e.g.,
TRENDY [9]). As opposed to these, our CAEsARv2 frame-
work enables IoT nodes to store their context parameters,
including their proposed services (e.g., the possession of a
GPS module or the availability of moisture readings), in
Bloom filters and bit vectors (as explained later). If another
IoT device wants to find a specific service available in the
area, its query will be forwarded rapidly, through a context-
aware routing scheme, to nodes providing the desired service.
No central registry needs to be used, and the signaling burden
of maintaining aggregated context information will be much
lower than the burden of regularly updating a central service
registry.
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B. Context-based group addressing

There will be several application scenarios in future IoT
networks when user applications will need to communicate
with a specific set of IoT devices, that have in common one or
a set of context parameters (e.g., let’s imagine a smart building
scenario, where the user wants to close all windows in a given
room, wants to turn off all the lights on a specific corridor, or
wants to know the locations of the dustbins that are full).

There are two main approaches to support IP based group
communication in the IoT domain. The first one is to maintain
a registry in a device that has relatively more resources
compared to other IoT devices (this is typically the RPL root,
or a node situated in the wired part of the Internet). Every
device that wants to join a multicast group registers itself
in this registry. If someone wants to send a message to the
group, it sends it to the registry, which then forwards it to
the group members. This forwarding can be done either by
sending a copy of the message to group member individually,
or by using the so called explicit multicast [10], where the
unicast IP address of every group member is added to the
IP header of the message, before proceeding with traditional
unicast routing. Supporting group communication by sending
messages individually is a very inefficient solution, especially
in the IoT domain with scarce resources. On the other hand,
increasing the length of the messages by adding several
destination IP addresses to the header is also problematic,
as longer messages require more energy to be sent, and the
chance of interferences or collisions is higher. Moreover, to
keep up to date this central registry we mentioned before, IoT
nodes would be required to send periodic keep-alive messages,
which again consumes energy. In both of the above cases
multicast group addresses are not needed.

The other possibility would be use traditional IP multicast
[11] [12], routing packets along a multicast tree. Such an
approach could be very beneficial for the resource-constrained
IoT devices, since in this way messages are only duplicated
where it is needed, at the branching points of the tree.
However, while traditional multicast could be very efficient
with a few but large groups, it does not scale well with lots of
small groups, as multicast addresses cannot be aggregated. In
practice we have to maintain as many spanning trees as many
groups we want to handle. Thus, such a solution is not viable
for our case, since we want to support a virtually "endless"
number of groups, corresponding to all possible permutations
of all possible context parameters.

However, if we consider IP addresses to be context param-
eters themselves, as explained later, and store them in Bloom
filters as well, as all other parameters in the proposed CAEsAR
framework, then traditional IP multicast and explicit multicast
can be supported efficiently in the extended RPL domain,
both regarding memory usage, message lengths and signaling
overhead. No central registry is needed in this case.

C. Data-centric communication

In several IoT scenarios it can happen that different applica-
tions are interested in the same type of data, but for different

purposes. In such cases it is very inefficient for the resource-
constrained IoT devices to maintain several connections with
these applications and send the same data several times.
These situations can be overcome by using the data-centric
communication paradigm in which we query the network for
some specific content, no matter which device provides it. [13].
In this way the applications can focus on the data itself, rather
than the process of getting it.

Publish/Subscribe messaging systems [8] are based on this
networking principle and are considered to be potentially
one of the best data collection protocols for IoT. Subscribers
register their interest in specific information, the publishers
provide such information, and the pub/sub system takes care
of the information exchange. A pub/sub system can have
centralized or distributed architecture [8]. In the latter case
smart communication primitives (e.g. multicast) are used to
ensure data exchange between the interacting parties. This
typically puts a heavier burden on the participating nodes
- compared to the centralized approach - since managing
those primitives requires more processing power and/or more
memory.

In the centralized approach an intermediary broker is used.
The broker coordinates subscriptions, i.e., it ensures that data
is collected from the publishers and is sent to the subscribers.
Every time a change happens in a publisher’s data, it has
to publish it again through the broker. In a multi-hop net-
work this means that a publish message has to be sent to
the broker, possibly through multiple hops. MQTT-SN [14]
is one such centralized publish-subscribe scheme. It is an
extended version of the traditional MQTT protocol, and is
designed to be as close as possible, in terms of operation, to
the traditional solution, while being optimized for resource-
constrained environments (the SN in its acronym comes from
Sensor Networks).

Our proposed CAEsARv2 framework also can be consid-
ered as a centralized pub/sub system, since the measured val-
ues of the different environmental parameters are represented
in an aggregated way at the RPL root in Bloom filters or in
bit vectors (see section IV.). That means the RPL root has to
manage pub/sub topics (e.g., the moisture readings in the given
RPL domain) and subscriptions. Anytime a change happens in
an aggregate BF or BV - because of the update messages -
the root has to report this to the subscribers. In order to do
that it needs to list the inserted elements in the newly created
aggregate data structure. That means it has to query all the
possible values of the actual parameter on the BF or on the
BV. Since the RPL root has more resources, and querying a
BF or a BV is a very light-weight process, this can be done
easily even when the actual parameter is densely quantized.

If the users are interested in a more specific data, e.g., the
temperature readings in a given room, then they can query all
the temperature sensors in that room (through the very fast
context-aware routing process in the CAEsARv2 framework).
Alternatively, a special RPL objective function (OF) (explained
later) could be used, which allows only those devices to
connect to the RPL DODAG which are situated in that room.

III. CAESAR IN A NUTSHELL
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The other possibility would be use traditional IP multicast
[11] [12], routing packets along a multicast tree. Such an
approach could be very beneficial for the resource-constrained
IoT devices, since in this way messages are only duplicated
where it is needed, at the branching points of the tree.
However, while traditional multicast could be very efficient
with a few but large groups, it does not scale well with lots of
small groups, as multicast addresses cannot be aggregated. In
practice we have to maintain as many spanning trees as many
groups we want to handle. Thus, such a solution is not viable
for our case, since we want to support a virtually "endless"
number of groups, corresponding to all possible permutations
of all possible context parameters.

However, if we consider IP addresses to be context param-
eters themselves, as explained later, and store them in Bloom
filters as well, as all other parameters in the proposed CAEsAR
framework, then traditional IP multicast and explicit multicast
can be supported efficiently in the extended RPL domain,
both regarding memory usage, message lengths and signaling
overhead. No central registry is needed in this case.

C. Data-centric communication

In several IoT scenarios it can happen that different applica-
tions are interested in the same type of data, but for different

purposes. In such cases it is very inefficient for the resource-
constrained IoT devices to maintain several connections with
these applications and send the same data several times.
These situations can be overcome by using the data-centric
communication paradigm in which we query the network for
some specific content, no matter which device provides it. [13].
In this way the applications can focus on the data itself, rather
than the process of getting it.

Publish/Subscribe messaging systems [8] are based on this
networking principle and are considered to be potentially
one of the best data collection protocols for IoT. Subscribers
register their interest in specific information, the publishers
provide such information, and the pub/sub system takes care
of the information exchange. A pub/sub system can have
centralized or distributed architecture [8]. In the latter case
smart communication primitives (e.g. multicast) are used to
ensure data exchange between the interacting parties. This
typically puts a heavier burden on the participating nodes
- compared to the centralized approach - since managing
those primitives requires more processing power and/or more
memory.

In the centralized approach an intermediary broker is used.
The broker coordinates subscriptions, i.e., it ensures that data
is collected from the publishers and is sent to the subscribers.
Every time a change happens in a publisher’s data, it has
to publish it again through the broker. In a multi-hop net-
work this means that a publish message has to be sent to
the broker, possibly through multiple hops. MQTT-SN [14]
is one such centralized publish-subscribe scheme. It is an
extended version of the traditional MQTT protocol, and is
designed to be as close as possible, in terms of operation, to
the traditional solution, while being optimized for resource-
constrained environments (the SN in its acronym comes from
Sensor Networks).

Our proposed CAEsARv2 framework also can be consid-
ered as a centralized pub/sub system, since the measured val-
ues of the different environmental parameters are represented
in an aggregated way at the RPL root in Bloom filters or in
bit vectors (see section IV.). That means the RPL root has to
manage pub/sub topics (e.g., the moisture readings in the given
RPL domain) and subscriptions. Anytime a change happens in
an aggregate BF or BV - because of the update messages -
the root has to report this to the subscribers. In order to do
that it needs to list the inserted elements in the newly created
aggregate data structure. That means it has to query all the
possible values of the actual parameter on the BF or on the
BV. Since the RPL root has more resources, and querying a
BF or a BV is a very light-weight process, this can be done
easily even when the actual parameter is densely quantized.

If the users are interested in a more specific data, e.g., the
temperature readings in a given room, then they can query all
the temperature sensors in that room (through the very fast
context-aware routing process in the CAEsARv2 framework).
Alternatively, a special RPL objective function (OF) (explained
later) could be used, which allows only those devices to
connect to the RPL DODAG which are situated in that room.

III. CAESAR IN A NUTSHELL
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IN this section we briefly introduce first the RPL routing
protocol on which CAEsAR is built, and then the CAEsAR

addressing scheme itself. We also introduce the different types
of context-parameters.

A. The RPL routing protocol

The RPL routing protocol [2] was designed especially for
low power and lossy networks (LLN), and was standardized
by the IETF in March 2012. It is a distance vector routing
protocol that builds up a Destination Oriented Directed Acyclic
Graph (DODAG) that has a single root. This root is the connec-
tion point, a gateway to other networks. A so called Objective
Function (OF) defines the DODAG formation process, based
on different metrics and constrains that have to be taken into
account. There could be several OFs active in the same IoT
domain; we call them RPL instances.

The RPL protocol defines new ICMPv6 control messages,
such as DIO (DODAG Information Object), DIS (DODAG
Information Solicitation) and DAO (DODAG Destination Ad-
vertisement Object). The DIOs carry information about the
RPL instance and its configuration parameters; therefore, they
are used for building up and maintaining the topology of the
DODAG. A node can solicit DIO messages from other nodes
by sending a DIS message. Finally, the DAOs are used to
build up and maintain downward routes in the DODAG. Nodes
inside the DODAG can operate either in storing-mode or non-
storing mode. In non-storing mode, nodes do not store any
routing entry; messages sent by any IoT device to any other
Iot device are forwarded up to the root, and then directed
downwards again to the destination, via source routing. In
storing mode, the DAO messages sent by child nodes to their
parents generate routing entries which can be used later to
route packets inside the domain.

B. CAEsAR

In the CAEsAR [5] framework the context parameter values
of the IoT nodes are hashed into Bloom filters (BF) [15] and
aggregated upwards along the DODAG.

A Bloom filter is a space-efficient probabilistic data struc-
ture for representing a set of elements [16]. It is a bit array with
a predefined length and hash functions. Each hash function
hashes an element to a bit position. Inserting an element is
done by hashing it with all the hash functions and setting to
"1" all the resulting bit positions. Checking the membership of
an element in a BF is achieved by the same hashing method.

False positives may occurs in BFs, as all the bit positions
that correspond to a specific element may be set to "1" - by
other elements - , even if this element does not belong to the
set. This probabilistic nature is the price of space efficiency.
If we choose the parameters properly, this probability can be
kept reasonably low, so the space savings are often worth this
tradeoff.

The question is thus how to store efficiently the context
of an individual node, or the aggregated context of an entire
sub-graph, in a BF. Context parameters can have continuous
and discrete value ranges. (The measured temperature is an
example for the former one, while the type of an IoT device is
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Fig. 1: Aggregating BFs - and the corresponding context
parameter values - in a sub-graph of the DODAG

an example for the latter one.) For parameters with continuous
value ranges a limited number of discrete intervals have to be
set, to quantize their values. As a result, we can hash every
context parameter easily into a BF. It is assumed that every
node in the RPL tree uses a BF with predefined length and
structure, and a set of predefined hash functions, specified
and propagated along the tree by the root node. The RPL
root has to specify these parameters according to the possible
maximum number of context-parameters in the network and
the maximum acceptable false positive rate in the aggregate
BF(s) stored at the root node.

Bloom filters - with the same size and same hash functions
- can be aggregated by performing a bitwise OR operation
on them, which is a lightweight operation and suits well the
resource-constrained IoT devices. In CAEsAR every node has
to store a BF for representing its own context, and as many
other BFs as many children it has, as it can be seen in Fig. 1.
Every node in the RPL instance aggregates its stored BFs and
sends this aggregate BF to its parent node, which stores this as
the BF assigned to that particular child. If the topology of the
DODAG is reconfigured, it may initiate new BF aggregation
messages. Similarly, if a context parameter of a node changes
(e.g., the measured temperature value), it has to re-create its
own BF, aggregate all of its stored BFs, and if this currently
created aggregate BF is different from the former one, this has
to be sent to its parent node. The handling of the stored BFs
in the RPL network is discussed in a more detailed way in
our former paper [5].

The aggregate BFs can be used for two different purposes.
On the one hand the aggregate BFs stored at the root represent
the values of the context parameters that are available currently
in the RPL domain. On the other hand the aggregate BFs inside
the network can be used for context-based routing. This means
that we can send a message to a device that has a specific
context, without knowing its address. As each node inside the
RPL tree aggregates in a separate BF the context parameters
of each of its "child subtrees", it can be checked very rapidly if
the desired context corresponds to any node included in a child
subtree, or not. Then, the message will be forwarded only to
the subtree(s) where a match was found. This process is then
repeated until the message reaches one or more devices with
the desired context. With this kind of routing we can support
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service-discovery and context-based group communication in
the RPL domain.

IV. CAESAR 2.0

IN this section we introduce several new design steps in
order to extend CAEsAR and make it more efficient.

First we make a suggestion to separate the different types of
parameters and store them in distinct data structures. In this
way, if the value of a parameter changes, only its assigned
data structure needs to be propagated upwards in the RPL
tree, not the entire context; thus, the update messages become
shorter. We also make a suggestion to store IP addresses in
Bloom filters as a context parameter, and examine its possible
advantages.

A. Separation of static and dynamic context parameters

In the previous paragraph we differentiated context pa-
rameters based on whether their value ranges are continuous
or discrete. Another way to differentiate them is based on
whether they are static or dynamic. Static parameters do not
change in time (e.g., the type of the device), while dynamic
parameters do (e.g., the current temperature reading). In our
original CAEsAR proposal every parameter was hashed to
one "standard" BF and this BF was aggregated upward along
the DODAG. This means that anytime a change happened
in a context parameter of a device, it had to hash all of
its context parameters into a new BF, calculate the new
aggregated BF from all the BFs it stores (its own, and that of
its child subtrees), and then initiate the sending of a BF update
message upward along the DODAG, if needed. However, it
can be more efficient if we could handle the different types of
parameters in different ways. We suggest thus to separate the
static parameters from every dynamic parameter, by assigning
them individual BFs. . The length of the given BF should
be set according to the expected number of elements in the
BF and the maximum false positive rate at the root after the
aggregation process. For a given false positive probability p
and the number of inserted elements n the required number of
bits m for a BF is [17]:

m =
−n ∗ ln(p)
(ln(2))2 (1)

However, even though Bloom filters are a very space-efficient
way of storing context information, the false positives that are
due to their probabilistic nature are sometimes not acceptable.
Another way to store context information would be to use bit
vectors (BVs). Every bit position in a BV represents a context
category. For example, if a node has a solar panel attached,
the corresponding bit is set to 1; if not, it is set to 0. On the
other hand, if the state of the battery is quantized into three
intervals (low, middle, high), then three bit positions in the
vector are allocated to represent the node’s battery state, and
only one of them could be set to 1. Using BVs is obviously
more resource-hungry than using BFs, but there are no false
positives. The problem is thus to decide when to use BFs and
when to use BVs.

The number of bits m needed in a BV to store a given
context parameter is equal to the number of elements in the

complete value set of this parameter, nmax . This means the
BF is more efficient than a BV if nmax >

−ninser ted∗ln(p)
(ln(2))2 . Let

us examine what does this mean from our point of view.
Regarding the static parameters, assume that k nodes will

join the RPL DODAG (that can be the maximum number of
routing entries in the root).
• Let’s call context parameters of type 1 those that cor-

respond to mutually exclusive choices, from which only
one can be valid for a device at a given moment (e.g., the
type of object). Regarding the values of such a parameter,
we can say that at most k different values will be present
in the network, out of the j possible values that form the
complete value set of that parameter.

• Let’s call context parameters of type 2 those parameters
that correspond to multiple non-exclusive choices. (e.g.,
what kind of sensors has a given device). This means
that all the values of such a parameter can be represented
in the network, and this is independent from the number
of the currently connected devices to the RPL tree, since
even only one device can possess all the possible values of
such a parameter. Let’s denote the number of all possible
values of a given parameter as l.

If we want to represent these parameters in a bit vector (BV),
we need to set its length to: m = l + j, while for a BF
it is: m =

−(l+k )∗ln(p)
(ln(2))2 . In a BV every additional element

(i.e., a new context parameter, or a new value of an already
included parameter) adds one more bit position to the length.
In a BF every "inserted element" means −ln(p)

(ln(2))2 additional
bit positions. Therefore, as a novelty of the CAEsARv2
framework, we propose to store type 1 parameters in BF if
j > −k∗ln(p)

(ln(2))2 , and use a bit vector otherwise. We will store
type 2 parameters always in BVs.

Dynamic parameters can be considered type 1 parameters.
However, for a given parameter its possible values depend on
its quantization density. Let’s denote by qi the quantization
density of parameter i For example, if we represent battery
state in three intervals - low, middle, high - then qi = 3; if we
quantize the temperature by Celsius degrees and readings can
be values between 0 and 100, then qi = 100). We propose to
store the values of parameter i in a BF if: qi >

−k∗ln(p)
(ln(2))2 .

To summarize our reasoning, we proposed to separate the
static parameters on one hand, and every dynamic parameter
on the other hand, where separation means to store them in dis-
tinct data structures. We gave conditions to decide which data
structure should be used in which case, in order to decrease
the needed memory and message length in the network. With
this separation, when a dynamic parameter changes, only its
assigned data structure needs to be propagated upward along
the DODAG.

B. Handling IP addresses as context parameters

In this section we examine why could it be worth to handle
IP addresses as context parameters as well, and why should
we store them also in BFs. We examine the scaling of routing
entries, the compressing of DAO messages, and the way this
solution can be used for traditional- and explicit multicast.
The BFs might include false positives, which in case of
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B. Context-based group addressing

There will be several application scenarios in future IoT
networks when user applications will need to communicate
with a specific set of IoT devices, that have in common one or
a set of context parameters (e.g., let’s imagine a smart building
scenario, where the user wants to close all windows in a given
room, wants to turn off all the lights on a specific corridor, or
wants to know the locations of the dustbins that are full).

There are two main approaches to support IP based group
communication in the IoT domain. The first one is to maintain
a registry in a device that has relatively more resources
compared to other IoT devices (this is typically the RPL root,
or a node situated in the wired part of the Internet). Every
device that wants to join a multicast group registers itself
in this registry. If someone wants to send a message to the
group, it sends it to the registry, which then forwards it to
the group members. This forwarding can be done either by
sending a copy of the message to group member individually,
or by using the so called explicit multicast [10], where the
unicast IP address of every group member is added to the
IP header of the message, before proceeding with traditional
unicast routing. Supporting group communication by sending
messages individually is a very inefficient solution, especially
in the IoT domain with scarce resources. On the other hand,
increasing the length of the messages by adding several
destination IP addresses to the header is also problematic,
as longer messages require more energy to be sent, and the
chance of interferences or collisions is higher. Moreover, to
keep up to date this central registry we mentioned before, IoT
nodes would be required to send periodic keep-alive messages,
which again consumes energy. In both of the above cases
multicast group addresses are not needed.

The other possibility would be use traditional IP multicast
[11] [12], routing packets along a multicast tree. Such an
approach could be very beneficial for the resource-constrained
IoT devices, since in this way messages are only duplicated
where it is needed, at the branching points of the tree.
However, while traditional multicast could be very efficient
with a few but large groups, it does not scale well with lots of
small groups, as multicast addresses cannot be aggregated. In
practice we have to maintain as many spanning trees as many
groups we want to handle. Thus, such a solution is not viable
for our case, since we want to support a virtually "endless"
number of groups, corresponding to all possible permutations
of all possible context parameters.

However, if we consider IP addresses to be context param-
eters themselves, as explained later, and store them in Bloom
filters as well, as all other parameters in the proposed CAEsAR
framework, then traditional IP multicast and explicit multicast
can be supported efficiently in the extended RPL domain,
both regarding memory usage, message lengths and signaling
overhead. No central registry is needed in this case.

C. Data-centric communication

In several IoT scenarios it can happen that different applica-
tions are interested in the same type of data, but for different

purposes. In such cases it is very inefficient for the resource-
constrained IoT devices to maintain several connections with
these applications and send the same data several times.
These situations can be overcome by using the data-centric
communication paradigm in which we query the network for
some specific content, no matter which device provides it. [13].
In this way the applications can focus on the data itself, rather
than the process of getting it.

Publish/Subscribe messaging systems [8] are based on this
networking principle and are considered to be potentially
one of the best data collection protocols for IoT. Subscribers
register their interest in specific information, the publishers
provide such information, and the pub/sub system takes care
of the information exchange. A pub/sub system can have
centralized or distributed architecture [8]. In the latter case
smart communication primitives (e.g. multicast) are used to
ensure data exchange between the interacting parties. This
typically puts a heavier burden on the participating nodes
- compared to the centralized approach - since managing
those primitives requires more processing power and/or more
memory.

In the centralized approach an intermediary broker is used.
The broker coordinates subscriptions, i.e., it ensures that data
is collected from the publishers and is sent to the subscribers.
Every time a change happens in a publisher’s data, it has
to publish it again through the broker. In a multi-hop net-
work this means that a publish message has to be sent to
the broker, possibly through multiple hops. MQTT-SN [14]
is one such centralized publish-subscribe scheme. It is an
extended version of the traditional MQTT protocol, and is
designed to be as close as possible, in terms of operation, to
the traditional solution, while being optimized for resource-
constrained environments (the SN in its acronym comes from
Sensor Networks).

Our proposed CAEsARv2 framework also can be consid-
ered as a centralized pub/sub system, since the measured val-
ues of the different environmental parameters are represented
in an aggregated way at the RPL root in Bloom filters or in
bit vectors (see section IV.). That means the RPL root has to
manage pub/sub topics (e.g., the moisture readings in the given
RPL domain) and subscriptions. Anytime a change happens in
an aggregate BF or BV - because of the update messages -
the root has to report this to the subscribers. In order to do
that it needs to list the inserted elements in the newly created
aggregate data structure. That means it has to query all the
possible values of the actual parameter on the BF or on the
BV. Since the RPL root has more resources, and querying a
BF or a BV is a very light-weight process, this can be done
easily even when the actual parameter is densely quantized.

If the users are interested in a more specific data, e.g., the
temperature readings in a given room, then they can query all
the temperature sensors in that room (through the very fast
context-aware routing process in the CAEsARv2 framework).
Alternatively, a special RPL objective function (OF) (explained
later) could be used, which allows only those devices to
connect to the RPL DODAG which are situated in that room.

III. CAESAR IN A NUTSHELL
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IN this section we briefly introduce first the RPL routing
protocol on which CAEsAR is built, and then the CAEsAR

addressing scheme itself. We also introduce the different types
of context-parameters.

A. The RPL routing protocol

The RPL routing protocol [2] was designed especially for
low power and lossy networks (LLN), and was standardized
by the IETF in March 2012. It is a distance vector routing
protocol that builds up a Destination Oriented Directed Acyclic
Graph (DODAG) that has a single root. This root is the connec-
tion point, a gateway to other networks. A so called Objective
Function (OF) defines the DODAG formation process, based
on different metrics and constrains that have to be taken into
account. There could be several OFs active in the same IoT
domain; we call them RPL instances.

The RPL protocol defines new ICMPv6 control messages,
such as DIO (DODAG Information Object), DIS (DODAG
Information Solicitation) and DAO (DODAG Destination Ad-
vertisement Object). The DIOs carry information about the
RPL instance and its configuration parameters; therefore, they
are used for building up and maintaining the topology of the
DODAG. A node can solicit DIO messages from other nodes
by sending a DIS message. Finally, the DAOs are used to
build up and maintain downward routes in the DODAG. Nodes
inside the DODAG can operate either in storing-mode or non-
storing mode. In non-storing mode, nodes do not store any
routing entry; messages sent by any IoT device to any other
Iot device are forwarded up to the root, and then directed
downwards again to the destination, via source routing. In
storing mode, the DAO messages sent by child nodes to their
parents generate routing entries which can be used later to
route packets inside the domain.

B. CAEsAR

In the CAEsAR [5] framework the context parameter values
of the IoT nodes are hashed into Bloom filters (BF) [15] and
aggregated upwards along the DODAG.

A Bloom filter is a space-efficient probabilistic data struc-
ture for representing a set of elements [16]. It is a bit array with
a predefined length and hash functions. Each hash function
hashes an element to a bit position. Inserting an element is
done by hashing it with all the hash functions and setting to
"1" all the resulting bit positions. Checking the membership of
an element in a BF is achieved by the same hashing method.

False positives may occurs in BFs, as all the bit positions
that correspond to a specific element may be set to "1" - by
other elements - , even if this element does not belong to the
set. This probabilistic nature is the price of space efficiency.
If we choose the parameters properly, this probability can be
kept reasonably low, so the space savings are often worth this
tradeoff.

The question is thus how to store efficiently the context
of an individual node, or the aggregated context of an entire
sub-graph, in a BF. Context parameters can have continuous
and discrete value ranges. (The measured temperature is an
example for the former one, while the type of an IoT device is
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Fig. 1: Aggregating BFs - and the corresponding context
parameter values - in a sub-graph of the DODAG

an example for the latter one.) For parameters with continuous
value ranges a limited number of discrete intervals have to be
set, to quantize their values. As a result, we can hash every
context parameter easily into a BF. It is assumed that every
node in the RPL tree uses a BF with predefined length and
structure, and a set of predefined hash functions, specified
and propagated along the tree by the root node. The RPL
root has to specify these parameters according to the possible
maximum number of context-parameters in the network and
the maximum acceptable false positive rate in the aggregate
BF(s) stored at the root node.

Bloom filters - with the same size and same hash functions
- can be aggregated by performing a bitwise OR operation
on them, which is a lightweight operation and suits well the
resource-constrained IoT devices. In CAEsAR every node has
to store a BF for representing its own context, and as many
other BFs as many children it has, as it can be seen in Fig. 1.
Every node in the RPL instance aggregates its stored BFs and
sends this aggregate BF to its parent node, which stores this as
the BF assigned to that particular child. If the topology of the
DODAG is reconfigured, it may initiate new BF aggregation
messages. Similarly, if a context parameter of a node changes
(e.g., the measured temperature value), it has to re-create its
own BF, aggregate all of its stored BFs, and if this currently
created aggregate BF is different from the former one, this has
to be sent to its parent node. The handling of the stored BFs
in the RPL network is discussed in a more detailed way in
our former paper [5].

The aggregate BFs can be used for two different purposes.
On the one hand the aggregate BFs stored at the root represent
the values of the context parameters that are available currently
in the RPL domain. On the other hand the aggregate BFs inside
the network can be used for context-based routing. This means
that we can send a message to a device that has a specific
context, without knowing its address. As each node inside the
RPL tree aggregates in a separate BF the context parameters
of each of its "child subtrees", it can be checked very rapidly if
the desired context corresponds to any node included in a child
subtree, or not. Then, the message will be forwarded only to
the subtree(s) where a match was found. This process is then
repeated until the message reaches one or more devices with
the desired context. With this kind of routing we can support
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addressing scheme itself. We also introduce the different types
of context-parameters.

A. The RPL routing protocol

The RPL routing protocol [2] was designed especially for
low power and lossy networks (LLN), and was standardized
by the IETF in March 2012. It is a distance vector routing
protocol that builds up a Destination Oriented Directed Acyclic
Graph (DODAG) that has a single root. This root is the connec-
tion point, a gateway to other networks. A so called Objective
Function (OF) defines the DODAG formation process, based
on different metrics and constrains that have to be taken into
account. There could be several OFs active in the same IoT
domain; we call them RPL instances.

The RPL protocol defines new ICMPv6 control messages,
such as DIO (DODAG Information Object), DIS (DODAG
Information Solicitation) and DAO (DODAG Destination Ad-
vertisement Object). The DIOs carry information about the
RPL instance and its configuration parameters; therefore, they
are used for building up and maintaining the topology of the
DODAG. A node can solicit DIO messages from other nodes
by sending a DIS message. Finally, the DAOs are used to
build up and maintain downward routes in the DODAG. Nodes
inside the DODAG can operate either in storing-mode or non-
storing mode. In non-storing mode, nodes do not store any
routing entry; messages sent by any IoT device to any other
Iot device are forwarded up to the root, and then directed
downwards again to the destination, via source routing. In
storing mode, the DAO messages sent by child nodes to their
parents generate routing entries which can be used later to
route packets inside the domain.

B. CAEsAR

In the CAEsAR [5] framework the context parameter values
of the IoT nodes are hashed into Bloom filters (BF) [15] and
aggregated upwards along the DODAG.

A Bloom filter is a space-efficient probabilistic data struc-
ture for representing a set of elements [16]. It is a bit array with
a predefined length and hash functions. Each hash function
hashes an element to a bit position. Inserting an element is
done by hashing it with all the hash functions and setting to
"1" all the resulting bit positions. Checking the membership of
an element in a BF is achieved by the same hashing method.

False positives may occurs in BFs, as all the bit positions
that correspond to a specific element may be set to "1" - by
other elements - , even if this element does not belong to the
set. This probabilistic nature is the price of space efficiency.
If we choose the parameters properly, this probability can be
kept reasonably low, so the space savings are often worth this
tradeoff.

The question is thus how to store efficiently the context
of an individual node, or the aggregated context of an entire
sub-graph, in a BF. Context parameters can have continuous
and discrete value ranges. (The measured temperature is an
example for the former one, while the type of an IoT device is
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an example for the latter one.) For parameters with continuous
value ranges a limited number of discrete intervals have to be
set, to quantize their values. As a result, we can hash every
context parameter easily into a BF. It is assumed that every
node in the RPL tree uses a BF with predefined length and
structure, and a set of predefined hash functions, specified
and propagated along the tree by the root node. The RPL
root has to specify these parameters according to the possible
maximum number of context-parameters in the network and
the maximum acceptable false positive rate in the aggregate
BF(s) stored at the root node.

Bloom filters - with the same size and same hash functions
- can be aggregated by performing a bitwise OR operation
on them, which is a lightweight operation and suits well the
resource-constrained IoT devices. In CAEsAR every node has
to store a BF for representing its own context, and as many
other BFs as many children it has, as it can be seen in Fig. 1.
Every node in the RPL instance aggregates its stored BFs and
sends this aggregate BF to its parent node, which stores this as
the BF assigned to that particular child. If the topology of the
DODAG is reconfigured, it may initiate new BF aggregation
messages. Similarly, if a context parameter of a node changes
(e.g., the measured temperature value), it has to re-create its
own BF, aggregate all of its stored BFs, and if this currently
created aggregate BF is different from the former one, this has
to be sent to its parent node. The handling of the stored BFs
in the RPL network is discussed in a more detailed way in
our former paper [5].

The aggregate BFs can be used for two different purposes.
On the one hand the aggregate BFs stored at the root represent
the values of the context parameters that are available currently
in the RPL domain. On the other hand the aggregate BFs inside
the network can be used for context-based routing. This means
that we can send a message to a device that has a specific
context, without knowing its address. As each node inside the
RPL tree aggregates in a separate BF the context parameters
of each of its "child subtrees", it can be checked very rapidly if
the desired context corresponds to any node included in a child
subtree, or not. Then, the message will be forwarded only to
the subtree(s) where a match was found. This process is then
repeated until the message reaches one or more devices with
the desired context. With this kind of routing we can support
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addressing scheme itself. We also introduce the different types
of context-parameters.

A. The RPL routing protocol

The RPL routing protocol [2] was designed especially for
low power and lossy networks (LLN), and was standardized
by the IETF in March 2012. It is a distance vector routing
protocol that builds up a Destination Oriented Directed Acyclic
Graph (DODAG) that has a single root. This root is the connec-
tion point, a gateway to other networks. A so called Objective
Function (OF) defines the DODAG formation process, based
on different metrics and constrains that have to be taken into
account. There could be several OFs active in the same IoT
domain; we call them RPL instances.

The RPL protocol defines new ICMPv6 control messages,
such as DIO (DODAG Information Object), DIS (DODAG
Information Solicitation) and DAO (DODAG Destination Ad-
vertisement Object). The DIOs carry information about the
RPL instance and its configuration parameters; therefore, they
are used for building up and maintaining the topology of the
DODAG. A node can solicit DIO messages from other nodes
by sending a DIS message. Finally, the DAOs are used to
build up and maintain downward routes in the DODAG. Nodes
inside the DODAG can operate either in storing-mode or non-
storing mode. In non-storing mode, nodes do not store any
routing entry; messages sent by any IoT device to any other
Iot device are forwarded up to the root, and then directed
downwards again to the destination, via source routing. In
storing mode, the DAO messages sent by child nodes to their
parents generate routing entries which can be used later to
route packets inside the domain.

B. CAEsAR

In the CAEsAR [5] framework the context parameter values
of the IoT nodes are hashed into Bloom filters (BF) [15] and
aggregated upwards along the DODAG.

A Bloom filter is a space-efficient probabilistic data struc-
ture for representing a set of elements [16]. It is a bit array with
a predefined length and hash functions. Each hash function
hashes an element to a bit position. Inserting an element is
done by hashing it with all the hash functions and setting to
"1" all the resulting bit positions. Checking the membership of
an element in a BF is achieved by the same hashing method.

False positives may occurs in BFs, as all the bit positions
that correspond to a specific element may be set to "1" - by
other elements - , even if this element does not belong to the
set. This probabilistic nature is the price of space efficiency.
If we choose the parameters properly, this probability can be
kept reasonably low, so the space savings are often worth this
tradeoff.

The question is thus how to store efficiently the context
of an individual node, or the aggregated context of an entire
sub-graph, in a BF. Context parameters can have continuous
and discrete value ranges. (The measured temperature is an
example for the former one, while the type of an IoT device is
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maximum number of context-parameters in the network and
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BF(s) stored at the root node.
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- can be aggregated by performing a bitwise OR operation
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resource-constrained IoT devices. In CAEsAR every node has
to store a BF for representing its own context, and as many
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that we can send a message to a device that has a specific
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an example for the latter one.) For parameters with continuous
value ranges a limited number of discrete intervals have to be
set, to quantize their values. As a result, we can hash every
context parameter easily into a BF. It is assumed that every
node in the RPL tree uses a BF with predefined length and
structure, and a set of predefined hash functions, specified
and propagated along the tree by the root node. The RPL
root has to specify these parameters according to the possible
maximum number of context-parameters in the network and
the maximum acceptable false positive rate in the aggregate
BF(s) stored at the root node.

Bloom filters - with the same size and same hash functions
- can be aggregated by performing a bitwise OR operation
on them, which is a lightweight operation and suits well the
resource-constrained IoT devices. In CAEsAR every node has
to store a BF for representing its own context, and as many
other BFs as many children it has, as it can be seen in Fig. 1.
Every node in the RPL instance aggregates its stored BFs and
sends this aggregate BF to its parent node, which stores this as
the BF assigned to that particular child. If the topology of the
DODAG is reconfigured, it may initiate new BF aggregation
messages. Similarly, if a context parameter of a node changes
(e.g., the measured temperature value), it has to re-create its
own BF, aggregate all of its stored BFs, and if this currently
created aggregate BF is different from the former one, this has
to be sent to its parent node. The handling of the stored BFs
in the RPL network is discussed in a more detailed way in
our former paper [5].

The aggregate BFs can be used for two different purposes.
On the one hand the aggregate BFs stored at the root represent
the values of the context parameters that are available currently
in the RPL domain. On the other hand the aggregate BFs inside
the network can be used for context-based routing. This means
that we can send a message to a device that has a specific
context, without knowing its address. As each node inside the
RPL tree aggregates in a separate BF the context parameters
of each of its "child subtrees", it can be checked very rapidly if
the desired context corresponds to any node included in a child
subtree, or not. Then, the message will be forwarded only to
the subtree(s) where a match was found. This process is then
repeated until the message reaches one or more devices with
the desired context. With this kind of routing we can support
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inside the DODAG can operate either in storing-mode or non-
storing mode. In non-storing mode, nodes do not store any
routing entry; messages sent by any IoT device to any other
Iot device are forwarded up to the root, and then directed
downwards again to the destination, via source routing. In
storing mode, the DAO messages sent by child nodes to their
parents generate routing entries which can be used later to
route packets inside the domain.
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In the CAEsAR [5] framework the context parameter values
of the IoT nodes are hashed into Bloom filters (BF) [15] and
aggregated upwards along the DODAG.

A Bloom filter is a space-efficient probabilistic data struc-
ture for representing a set of elements [16]. It is a bit array with
a predefined length and hash functions. Each hash function
hashes an element to a bit position. Inserting an element is
done by hashing it with all the hash functions and setting to
"1" all the resulting bit positions. Checking the membership of
an element in a BF is achieved by the same hashing method.

False positives may occurs in BFs, as all the bit positions
that correspond to a specific element may be set to "1" - by
other elements - , even if this element does not belong to the
set. This probabilistic nature is the price of space efficiency.
If we choose the parameters properly, this probability can be
kept reasonably low, so the space savings are often worth this
tradeoff.

The question is thus how to store efficiently the context
of an individual node, or the aggregated context of an entire
sub-graph, in a BF. Context parameters can have continuous
and discrete value ranges. (The measured temperature is an
example for the former one, while the type of an IoT device is
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an example for the latter one.) For parameters with continuous
value ranges a limited number of discrete intervals have to be
set, to quantize their values. As a result, we can hash every
context parameter easily into a BF. It is assumed that every
node in the RPL tree uses a BF with predefined length and
structure, and a set of predefined hash functions, specified
and propagated along the tree by the root node. The RPL
root has to specify these parameters according to the possible
maximum number of context-parameters in the network and
the maximum acceptable false positive rate in the aggregate
BF(s) stored at the root node.

Bloom filters - with the same size and same hash functions
- can be aggregated by performing a bitwise OR operation
on them, which is a lightweight operation and suits well the
resource-constrained IoT devices. In CAEsAR every node has
to store a BF for representing its own context, and as many
other BFs as many children it has, as it can be seen in Fig. 1.
Every node in the RPL instance aggregates its stored BFs and
sends this aggregate BF to its parent node, which stores this as
the BF assigned to that particular child. If the topology of the
DODAG is reconfigured, it may initiate new BF aggregation
messages. Similarly, if a context parameter of a node changes
(e.g., the measured temperature value), it has to re-create its
own BF, aggregate all of its stored BFs, and if this currently
created aggregate BF is different from the former one, this has
to be sent to its parent node. The handling of the stored BFs
in the RPL network is discussed in a more detailed way in
our former paper [5].

The aggregate BFs can be used for two different purposes.
On the one hand the aggregate BFs stored at the root represent
the values of the context parameters that are available currently
in the RPL domain. On the other hand the aggregate BFs inside
the network can be used for context-based routing. This means
that we can send a message to a device that has a specific
context, without knowing its address. As each node inside the
RPL tree aggregates in a separate BF the context parameters
of each of its "child subtrees", it can be checked very rapidly if
the desired context corresponds to any node included in a child
subtree, or not. Then, the message will be forwarded only to
the subtree(s) where a match was found. This process is then
repeated until the message reaches one or more devices with
the desired context. With this kind of routing we can support
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service-discovery and context-based group communication in
the RPL domain.

IV. CAESAR 2.0

IN this section we introduce several new design steps in
order to extend CAEsAR and make it more efficient.

First we make a suggestion to separate the different types of
parameters and store them in distinct data structures. In this
way, if the value of a parameter changes, only its assigned
data structure needs to be propagated upwards in the RPL
tree, not the entire context; thus, the update messages become
shorter. We also make a suggestion to store IP addresses in
Bloom filters as a context parameter, and examine its possible
advantages.

A. Separation of static and dynamic context parameters

In the previous paragraph we differentiated context pa-
rameters based on whether their value ranges are continuous
or discrete. Another way to differentiate them is based on
whether they are static or dynamic. Static parameters do not
change in time (e.g., the type of the device), while dynamic
parameters do (e.g., the current temperature reading). In our
original CAEsAR proposal every parameter was hashed to
one "standard" BF and this BF was aggregated upward along
the DODAG. This means that anytime a change happened
in a context parameter of a device, it had to hash all of
its context parameters into a new BF, calculate the new
aggregated BF from all the BFs it stores (its own, and that of
its child subtrees), and then initiate the sending of a BF update
message upward along the DODAG, if needed. However, it
can be more efficient if we could handle the different types of
parameters in different ways. We suggest thus to separate the
static parameters from every dynamic parameter, by assigning
them individual BFs. . The length of the given BF should
be set according to the expected number of elements in the
BF and the maximum false positive rate at the root after the
aggregation process. For a given false positive probability p
and the number of inserted elements n the required number of
bits m for a BF is [17]:

m =
−n ∗ ln(p)

(ln(2))2 (1)

However, even though Bloom filters are a very space-efficient
way of storing context information, the false positives that are
due to their probabilistic nature are sometimes not acceptable.
Another way to store context information would be to use bit
vectors (BVs). Every bit position in a BV represents a context
category. For example, if a node has a solar panel attached,
the corresponding bit is set to 1; if not, it is set to 0. On the
other hand, if the state of the battery is quantized into three
intervals (low, middle, high), then three bit positions in the
vector are allocated to represent the node’s battery state, and
only one of them could be set to 1. Using BVs is obviously
more resource-hungry than using BFs, but there are no false
positives. The problem is thus to decide when to use BFs and
when to use BVs.

The number of bits m needed in a BV to store a given
context parameter is equal to the number of elements in the

complete value set of this parameter, nmax . This means the
BF is more efficient than a BV if nmax >

−ninser ted∗ln(p)
(ln(2))2 . Let

us examine what does this mean from our point of view.
Regarding the static parameters, assume that k nodes will

join the RPL DODAG (that can be the maximum number of
routing entries in the root).
• Let’s call context parameters of type 1 those that cor-

respond to mutually exclusive choices, from which only
one can be valid for a device at a given moment (e.g., the
type of object). Regarding the values of such a parameter,
we can say that at most k different values will be present
in the network, out of the j possible values that form the
complete value set of that parameter.

• Let’s call context parameters of type 2 those parameters
that correspond to multiple non-exclusive choices. (e.g.,
what kind of sensors has a given device). This means
that all the values of such a parameter can be represented
in the network, and this is independent from the number
of the currently connected devices to the RPL tree, since
even only one device can possess all the possible values of
such a parameter. Let’s denote the number of all possible
values of a given parameter as l.

If we want to represent these parameters in a bit vector (BV),
we need to set its length to: m = l + j, while for a BF
it is: m =

−(l+k )∗ln(p)
(ln(2))2 . In a BV every additional element

(i.e., a new context parameter, or a new value of an already
included parameter) adds one more bit position to the length.
In a BF every "inserted element" means −ln(p)

(ln(2))2 additional
bit positions. Therefore, as a novelty of the CAEsARv2
framework, we propose to store type 1 parameters in BF if
j > −k∗ln(p)

(ln(2))2 , and use a bit vector otherwise. We will store
type 2 parameters always in BVs.

Dynamic parameters can be considered type 1 parameters.
However, for a given parameter its possible values depend on
its quantization density. Let’s denote by qi the quantization
density of parameter i For example, if we represent battery
state in three intervals - low, middle, high - then qi = 3; if we
quantize the temperature by Celsius degrees and readings can
be values between 0 and 100, then qi = 100). We propose to
store the values of parameter i in a BF if: qi >

−k∗ln(p)
(ln(2))2 .

To summarize our reasoning, we proposed to separate the
static parameters on one hand, and every dynamic parameter
on the other hand, where separation means to store them in dis-
tinct data structures. We gave conditions to decide which data
structure should be used in which case, in order to decrease
the needed memory and message length in the network. With
this separation, when a dynamic parameter changes, only its
assigned data structure needs to be propagated upward along
the DODAG.

B. Handling IP addresses as context parameters

In this section we examine why could it be worth to handle
IP addresses as context parameters as well, and why should
we store them also in BFs. We examine the scaling of routing
entries, the compressing of DAO messages, and the way this
solution can be used for traditional- and explicit multicast.
The BFs might include false positives, which in case of
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storing mode, the DAO messages sent by child nodes to their
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In the CAEsAR [5] framework the context parameter values
of the IoT nodes are hashed into Bloom filters (BF) [15] and
aggregated upwards along the DODAG.

A Bloom filter is a space-efficient probabilistic data struc-
ture for representing a set of elements [16]. It is a bit array with
a predefined length and hash functions. Each hash function
hashes an element to a bit position. Inserting an element is
done by hashing it with all the hash functions and setting to
"1" all the resulting bit positions. Checking the membership of
an element in a BF is achieved by the same hashing method.

False positives may occurs in BFs, as all the bit positions
that correspond to a specific element may be set to "1" - by
other elements - , even if this element does not belong to the
set. This probabilistic nature is the price of space efficiency.
If we choose the parameters properly, this probability can be
kept reasonably low, so the space savings are often worth this
tradeoff.

The question is thus how to store efficiently the context
of an individual node, or the aggregated context of an entire
sub-graph, in a BF. Context parameters can have continuous
and discrete value ranges. (The measured temperature is an
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an example for the latter one.) For parameters with continuous
value ranges a limited number of discrete intervals have to be
set, to quantize their values. As a result, we can hash every
context parameter easily into a BF. It is assumed that every
node in the RPL tree uses a BF with predefined length and
structure, and a set of predefined hash functions, specified
and propagated along the tree by the root node. The RPL
root has to specify these parameters according to the possible
maximum number of context-parameters in the network and
the maximum acceptable false positive rate in the aggregate
BF(s) stored at the root node.

Bloom filters - with the same size and same hash functions
- can be aggregated by performing a bitwise OR operation
on them, which is a lightweight operation and suits well the
resource-constrained IoT devices. In CAEsAR every node has
to store a BF for representing its own context, and as many
other BFs as many children it has, as it can be seen in Fig. 1.
Every node in the RPL instance aggregates its stored BFs and
sends this aggregate BF to its parent node, which stores this as
the BF assigned to that particular child. If the topology of the
DODAG is reconfigured, it may initiate new BF aggregation
messages. Similarly, if a context parameter of a node changes
(e.g., the measured temperature value), it has to re-create its
own BF, aggregate all of its stored BFs, and if this currently
created aggregate BF is different from the former one, this has
to be sent to its parent node. The handling of the stored BFs
in the RPL network is discussed in a more detailed way in
our former paper [5].

The aggregate BFs can be used for two different purposes.
On the one hand the aggregate BFs stored at the root represent
the values of the context parameters that are available currently
in the RPL domain. On the other hand the aggregate BFs inside
the network can be used for context-based routing. This means
that we can send a message to a device that has a specific
context, without knowing its address. As each node inside the
RPL tree aggregates in a separate BF the context parameters
of each of its "child subtrees", it can be checked very rapidly if
the desired context corresponds to any node included in a child
subtree, or not. Then, the message will be forwarded only to
the subtree(s) where a match was found. This process is then
repeated until the message reaches one or more devices with
the desired context. With this kind of routing we can support
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stored IP addresses means that a packet is possibly forwarded
downwards the DODAG - unnecessarily - even though the
node with the required IP address is not located in that part
of the tree. To decrease its possibility, we have to choose the
BF parameters properly; however, if false positive appears, we
can handle it by a so called false positive recovery mechanism
used in ORPL [18], which is an opportunistic extension of the
traditional RPL protocol. Now let’s see the advantages of the
IP addresses being handled as context parameters.

1) Scaling of routing entries: We can provide formulas
to calculate the number of routing entries in a regular RPL
DODAG for individual nodes at different hierarchy levels, as
well as aggregate numbers for the whole network (fig 2). In
this case we assume of course that nodes in the RPL DODAG
are in storing mode, so they consume memory for these entries

v2
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function of depth of the tree "s" and the number of children
"f"
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TABLE I: Number of routing entries with closed formulas

but spare a lot of routing messages that are needed in case of
the non-storing mode.

We can see that in RPL, as we increase the number of
hierarchy levels, the number of routing entries in every node -
except the ones at the bottom level - increases exponentially.
This is due to the fact that in traditional RPL routing in the
DODAG is not done based on the IP addresses of the nodes,
but based on the routing tables built by DAO messages. Thus,
separate entries should be stored in those tables for each node
that has sent a DAO message; the hierarchical nature of the
IP address space cannot be used to aggregate routing entries.

As opposed to this, in CAEsARv2, if IP addresses are
stored in BFs as well, the same nodes have to store only f
routing entries, that is the number of children they have in the
DODAG. This is because all the IP addresses from the entire
subtree are aggregated in the same BF at the parent node.

If we sum up these routing entries for every hierarchy level,
then we get the total number of routing entries in the network
for RPL and for CAEsARv2. Using the formulas on summing
up geometric series we can get closed formulas:

• For RPL it is: f ∗ f s−d−1
f −1 (s−d ,if f=1) for a specific node

and f s+1∗(s∗ f −s−1)+ f
( f −1)2 ( s

2+s
2 , if f=1) for the whole network.

• For CAEsARv2 it is: f if s � d for a specific node and
f s+1− f
f −1 (s − 1 ,if f=1) for the whole network

These results are presented in figures 3 and 4. Please note
that the z axis in fig. 3 is exponential. In fig. 4 we can see how
the total number of entries in the network changes in function
of the structure of the DODAG, in RPL and in CAEsARv2
respectively. For every parameter setting there will be fewer
entries in the network if we use CAEsARv2.

The point here is that the total number of routing entries
in the whole network scales better in CAEsARv2, and these
entries are distributed evenly among the nodes (i.e., the nodes
that are closer to the root - and have lots of nodes in their sub-
DODAG - do not have to store much more entries than the
nodes further away from the root. We should note however
that depending on the used BF length, a routing entry in
CAEsARv2 can be larger than a traditional routing entry.

2) Compressing DAO messages: Since in the other parts
of the Internet traditional routing entries are used, we need
the IP addresses from the RPL domain to be stored in their
traditional format at the root, even if we store them in BFs
in the RPL nodes. Therefore, we suggest that when a node
joins for the first time an RPL DODAG, it should send a
traditional DAO message that has to be propagated upward
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stored IP addresses means that a packet is possibly forwarded
downwards the DODAG - unnecessarily - even though the
node with the required IP address is not located in that part
of the tree. To decrease its possibility, we have to choose the
BF parameters properly; however, if false positive appears, we
can handle it by a so called false positive recovery mechanism
used in ORPL [18], which is an opportunistic extension of the
traditional RPL protocol. Now let’s see the advantages of the
IP addresses being handled as context parameters.

1) Scaling of routing entries: We can provide formulas
to calculate the number of routing entries in a regular RPL
DODAG for individual nodes at different hierarchy levels, as
well as aggregate numbers for the whole network (fig 2). In
this case we assume of course that nodes in the RPL DODAG
are in storing mode, so they consume memory for these entries
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but spare a lot of routing messages that are needed in case of
the non-storing mode.

We can see that in RPL, as we increase the number of
hierarchy levels, the number of routing entries in every node -
except the ones at the bottom level - increases exponentially.
This is due to the fact that in traditional RPL routing in the
DODAG is not done based on the IP addresses of the nodes,
but based on the routing tables built by DAO messages. Thus,
separate entries should be stored in those tables for each node
that has sent a DAO message; the hierarchical nature of the
IP address space cannot be used to aggregate routing entries.

As opposed to this, in CAEsARv2, if IP addresses are
stored in BFs as well, the same nodes have to store only f
routing entries, that is the number of children they have in the
DODAG. This is because all the IP addresses from the entire
subtree are aggregated in the same BF at the parent node.

If we sum up these routing entries for every hierarchy level,
then we get the total number of routing entries in the network
for RPL and for CAEsARv2. Using the formulas on summing
up geometric series we can get closed formulas:
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2 , if f=1) for the whole network.

• For CAEsARv2 it is: f if s � d for a specific node and
f s+1− f
f −1 (s − 1 ,if f=1) for the whole network

These results are presented in figures 3 and 4. Please note
that the z axis in fig. 3 is exponential. In fig. 4 we can see how
the total number of entries in the network changes in function
of the structure of the DODAG, in RPL and in CAEsARv2
respectively. For every parameter setting there will be fewer
entries in the network if we use CAEsARv2.

The point here is that the total number of routing entries
in the whole network scales better in CAEsARv2, and these
entries are distributed evenly among the nodes (i.e., the nodes
that are closer to the root - and have lots of nodes in their sub-
DODAG - do not have to store much more entries than the
nodes further away from the root. We should note however
that depending on the used BF length, a routing entry in
CAEsARv2 can be larger than a traditional routing entry.

2) Compressing DAO messages: Since in the other parts
of the Internet traditional routing entries are used, we need
the IP addresses from the RPL domain to be stored in their
traditional format at the root, even if we store them in BFs
in the RPL nodes. Therefore, we suggest that when a node
joins for the first time an RPL DODAG, it should send a
traditional DAO message that has to be propagated upward
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until the root as it is. (The intermediate nodes insert this IP
address in their proper BF.) From here on, this IP address can
be propagated upward to the traditional Internet. As we saw in
the former paragraph, storing IP addresses in BFs - similarly to
context-parameters - can be beneficial in terms of the number
of routing entries in the nodes and their even distribution in
the network. Nevertheless, an IP address can be considered as
a static parameter, we propose thus to assign a separate BF for
it, since in this way we can support efficient explicit multicast
(described later). This BF can be also used to compress DAO
messages, since when a node has to send routing information
about several routes, it can happen easily that sending its
aggregate BF to its parent node is more efficient - regarding
the message length - than sending several IP addresses in one
or several DAO messages. (However, if the traditional DAO
message is shorter, it also can be sent since the receiver nodes
only have to insert them in the proper BFs.) To illustrate this,
let us take a look at fig. 5. The false positive probability
parameter p (p ≈ (1 − e( −k∗n

m )k ) [19]) can be seen in this
figure as a function of the inserted elements n and the number
of used hash functions k for a 32 bytes and a 64 bytes long
BF(m). This means that if 32 byte long BFs are used in a
network, then if we want to send routing information about
more than two IP addresses, it is more efficient - regarding
the message length - to send the corresponding BF.

3) Traditional- and explicit IP multicast: As we already
mentioned, there are many cases when we would like to
communicate not just with a single IoT device, but with
a group of such devices that share some common context
information for example. In RPL networks we can use the
created DODAG to support multicast communication using the
Stateless Multicast RPL Forwarding scheme (SMRF) [20] for
example. In this solution the multicast addresses are advertised
in a very similar way to unicast addresses; the only difference
between them is that a multicast address can be assigned
to several children in the routing table. If we store the IP
addresses in BFs, then maintaining several multicast groups in
the RPL domain does not mean additional routing entries in
the nodes, as the multicast addresses corresponding to those
groups can also be aggregated in the BF, together with the
unicast addresses of a sub-tree. Explicit multicast [21] [22]
was proposed as a solution to support network-layer group
communication when there is no multicast support from the
network service provider. It can be used when a source wants
to send a message to several nodes, and their IP addresses
are known in advance. This can be done by appending the
individual unicast addresses to the IP header of the packet
one-by-one. By doing so, we can achieve similar operation
as for traditional IP multicast: the packet is duplicated only
where it is needed. However, in LLNs, where the packet sizes
are limited, this is not an efficient solution, as the header with
all the included unicast addresses will be too large compared
to the size of the payload itself. Nevertheless, if we use BFs
to store IP addresses in the RPL domain, we can support more
efficiently the explicit multicast operation in terms of message
length. We only have to hash all the destination addresses into
a single BF and append them to the message. The receiving

Fig. 5: The false positive probability in a BF as function of
the number of inserted elements, the number of hashes k

nodes then compare this received BF with their stored BFs, and
if any of them has an intersection, then this message should be
forwarded to the proper sub-tree; if the BF contains the node’s
own address, than this message is intended to this node as well.

V. SIMULATION AND EXPERIMENTAL RESULTS

IN this section we analyze the efficiency of the proposed
CAEsARv2 framework from several aspects, comparing it

to traditional centralized approaches. Our previous paper [5]
included already some simulation analysis, here we do not
repeat, but extend those results and provide new insights.

First, we examine how CAEsARv2 is affected by the
changes of the node radio ranges, and as a result the changes
of the average hop numbers in the IoT domain. This is
important because in the traditional centralized solutions if
the average hop number increases in the network that means
the messages between the nodes and the central registry (be
that used for service discovery, data-centric communication
or context-based multicast) have to travel over longer routes.
Therefore, more messages have to be sent for instance to report
a context change. As a second point, we have also examined
how efficiently can CAEsARv2 adapt to context changes in
real world circumstances, and not in a simulated environment.
In order to do this, we ran experiments on the IoT Lab testbed
[23].

A. Effect of the radio ranges on the efficiency of aggregation

In several cases there is a correlation between geographic
proximity and the measured values of context parameters (e.g.,
temperature, light conditions, etc.). Therefore, there is a good
chance in CAEsARv2 that if such a parameter changes, the
corresponding BF or BV update messages coming from nearby
IoT nodes will be aggregated. We already examined this phe-
nomenon in our former paper [5]. However, it is an interesting
question to see how is the aggregation efficiency affected by
the node radio ranges, and as a consequence, by the hop
numbers in the IoT domain. We examined this phenomenon
through simulations, and not through experiments, since in this
way we can ensure that the underlying correlation between the
measured values and geographic proximity was the same in
every case (and in every simulation).

In the simulations we used the so called "room heating
up scenario" in the Cooja network simulator [24]. The setup
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stored IP addresses means that a packet is possibly forwarded
downwards the DODAG - unnecessarily - even though the
node with the required IP address is not located in that part
of the tree. To decrease its possibility, we have to choose the
BF parameters properly; however, if false positive appears, we
can handle it by a so called false positive recovery mechanism
used in ORPL [18], which is an opportunistic extension of the
traditional RPL protocol. Now let’s see the advantages of the
IP addresses being handled as context parameters.

1) Scaling of routing entries: We can provide formulas
to calculate the number of routing entries in a regular RPL
DODAG for individual nodes at different hierarchy levels, as
well as aggregate numbers for the whole network (fig 2). In
this case we assume of course that nodes in the RPL DODAG
are in storing mode, so they consume memory for these entries
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but spare a lot of routing messages that are needed in case of
the non-storing mode.

We can see that in RPL, as we increase the number of
hierarchy levels, the number of routing entries in every node -
except the ones at the bottom level - increases exponentially.
This is due to the fact that in traditional RPL routing in the
DODAG is not done based on the IP addresses of the nodes,
but based on the routing tables built by DAO messages. Thus,
separate entries should be stored in those tables for each node
that has sent a DAO message; the hierarchical nature of the
IP address space cannot be used to aggregate routing entries.

As opposed to this, in CAEsARv2, if IP addresses are
stored in BFs as well, the same nodes have to store only f
routing entries, that is the number of children they have in the
DODAG. This is because all the IP addresses from the entire
subtree are aggregated in the same BF at the parent node.

If we sum up these routing entries for every hierarchy level,
then we get the total number of routing entries in the network
for RPL and for CAEsARv2. Using the formulas on summing
up geometric series we can get closed formulas:

• For RPL it is: f ∗ f s−d−1
f −1 (s−d ,if f=1) for a specific node
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2 , if f=1) for the whole network.

• For CAEsARv2 it is: f if s � d for a specific node and
f s+1− f
f −1 (s − 1 ,if f=1) for the whole network

These results are presented in figures 3 and 4. Please note
that the z axis in fig. 3 is exponential. In fig. 4 we can see how
the total number of entries in the network changes in function
of the structure of the DODAG, in RPL and in CAEsARv2
respectively. For every parameter setting there will be fewer
entries in the network if we use CAEsARv2.

The point here is that the total number of routing entries
in the whole network scales better in CAEsARv2, and these
entries are distributed evenly among the nodes (i.e., the nodes
that are closer to the root - and have lots of nodes in their sub-
DODAG - do not have to store much more entries than the
nodes further away from the root. We should note however
that depending on the used BF length, a routing entry in
CAEsARv2 can be larger than a traditional routing entry.

2) Compressing DAO messages: Since in the other parts
of the Internet traditional routing entries are used, we need
the IP addresses from the RPL domain to be stored in their
traditional format at the root, even if we store them in BFs
in the RPL nodes. Therefore, we suggest that when a node
joins for the first time an RPL DODAG, it should send a
traditional DAO message that has to be propagated upward
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until the root as it is. (The intermediate nodes insert this IP
address in their proper BF.) From here on, this IP address can
be propagated upward to the traditional Internet. As we saw in
the former paragraph, storing IP addresses in BFs - similarly to
context-parameters - can be beneficial in terms of the number
of routing entries in the nodes and their even distribution in
the network. Nevertheless, an IP address can be considered as
a static parameter, we propose thus to assign a separate BF for
it, since in this way we can support efficient explicit multicast
(described later). This BF can be also used to compress DAO
messages, since when a node has to send routing information
about several routes, it can happen easily that sending its
aggregate BF to its parent node is more efficient - regarding
the message length - than sending several IP addresses in one
or several DAO messages. (However, if the traditional DAO
message is shorter, it also can be sent since the receiver nodes
only have to insert them in the proper BFs.) To illustrate this,
let us take a look at fig. 5. The false positive probability
parameter p (p ≈ (1 − e( −k∗n

m )k ) [19]) can be seen in this
figure as a function of the inserted elements n and the number
of used hash functions k for a 32 bytes and a 64 bytes long
BF(m). This means that if 32 byte long BFs are used in a
network, then if we want to send routing information about
more than two IP addresses, it is more efficient - regarding
the message length - to send the corresponding BF.

3) Traditional- and explicit IP multicast: As we already
mentioned, there are many cases when we would like to
communicate not just with a single IoT device, but with
a group of such devices that share some common context
information for example. In RPL networks we can use the
created DODAG to support multicast communication using the
Stateless Multicast RPL Forwarding scheme (SMRF) [20] for
example. In this solution the multicast addresses are advertised
in a very similar way to unicast addresses; the only difference
between them is that a multicast address can be assigned
to several children in the routing table. If we store the IP
addresses in BFs, then maintaining several multicast groups in
the RPL domain does not mean additional routing entries in
the nodes, as the multicast addresses corresponding to those
groups can also be aggregated in the BF, together with the
unicast addresses of a sub-tree. Explicit multicast [21] [22]
was proposed as a solution to support network-layer group
communication when there is no multicast support from the
network service provider. It can be used when a source wants
to send a message to several nodes, and their IP addresses
are known in advance. This can be done by appending the
individual unicast addresses to the IP header of the packet
one-by-one. By doing so, we can achieve similar operation
as for traditional IP multicast: the packet is duplicated only
where it is needed. However, in LLNs, where the packet sizes
are limited, this is not an efficient solution, as the header with
all the included unicast addresses will be too large compared
to the size of the payload itself. Nevertheless, if we use BFs
to store IP addresses in the RPL domain, we can support more
efficiently the explicit multicast operation in terms of message
length. We only have to hash all the destination addresses into
a single BF and append them to the message. The receiving

Fig. 5: The false positive probability in a BF as function of
the number of inserted elements, the number of hashes k

nodes then compare this received BF with their stored BFs, and
if any of them has an intersection, then this message should be
forwarded to the proper sub-tree; if the BF contains the node’s
own address, than this message is intended to this node as well.

V. SIMULATION AND EXPERIMENTAL RESULTS

IN this section we analyze the efficiency of the proposed
CAEsARv2 framework from several aspects, comparing it

to traditional centralized approaches. Our previous paper [5]
included already some simulation analysis, here we do not
repeat, but extend those results and provide new insights.

First, we examine how CAEsARv2 is affected by the
changes of the node radio ranges, and as a result the changes
of the average hop numbers in the IoT domain. This is
important because in the traditional centralized solutions if
the average hop number increases in the network that means
the messages between the nodes and the central registry (be
that used for service discovery, data-centric communication
or context-based multicast) have to travel over longer routes.
Therefore, more messages have to be sent for instance to report
a context change. As a second point, we have also examined
how efficiently can CAEsARv2 adapt to context changes in
real world circumstances, and not in a simulated environment.
In order to do this, we ran experiments on the IoT Lab testbed
[23].

A. Effect of the radio ranges on the efficiency of aggregation

In several cases there is a correlation between geographic
proximity and the measured values of context parameters (e.g.,
temperature, light conditions, etc.). Therefore, there is a good
chance in CAEsARv2 that if such a parameter changes, the
corresponding BF or BV update messages coming from nearby
IoT nodes will be aggregated. We already examined this phe-
nomenon in our former paper [5]. However, it is an interesting
question to see how is the aggregation efficiency affected by
the node radio ranges, and as a consequence, by the hop
numbers in the IoT domain. We examined this phenomenon
through simulations, and not through experiments, since in this
way we can ensure that the underlying correlation between the
measured values and geographic proximity was the same in
every case (and in every simulation).

In the simulations we used the so called "room heating
up scenario" in the Cooja network simulator [24]. The setup
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individual unicast addresses to the IP header of the packet
one-by-one. By doing so, we can achieve similar operation
as for traditional IP multicast: the packet is duplicated only
where it is needed. However, in LLNs, where the packet sizes
are limited, this is not an efficient solution, as the header with
all the included unicast addresses will be too large compared
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nodes then compare this received BF with their stored BFs, and
if any of them has an intersection, then this message should be
forwarded to the proper sub-tree; if the BF contains the node’s
own address, than this message is intended to this node as well.

V. SIMULATION AND EXPERIMENTAL RESULTS

IN this section we analyze the efficiency of the proposed
CAEsARv2 framework from several aspects, comparing it

to traditional centralized approaches. Our previous paper [5]
included already some simulation analysis, here we do not
repeat, but extend those results and provide new insights.

First, we examine how CAEsARv2 is affected by the
changes of the node radio ranges, and as a result the changes
of the average hop numbers in the IoT domain. This is
important because in the traditional centralized solutions if
the average hop number increases in the network that means
the messages between the nodes and the central registry (be
that used for service discovery, data-centric communication
or context-based multicast) have to travel over longer routes.
Therefore, more messages have to be sent for instance to report
a context change. As a second point, we have also examined
how efficiently can CAEsARv2 adapt to context changes in
real world circumstances, and not in a simulated environment.
In order to do this, we ran experiments on the IoT Lab testbed
[23].

A. Effect of the radio ranges on the efficiency of aggregation

In several cases there is a correlation between geographic
proximity and the measured values of context parameters (e.g.,
temperature, light conditions, etc.). Therefore, there is a good
chance in CAEsARv2 that if such a parameter changes, the
corresponding BF or BV update messages coming from nearby
IoT nodes will be aggregated. We already examined this phe-
nomenon in our former paper [5]. However, it is an interesting
question to see how is the aggregation efficiency affected by
the node radio ranges, and as a consequence, by the hop
numbers in the IoT domain. We examined this phenomenon
through simulations, and not through experiments, since in this
way we can ensure that the underlying correlation between the
measured values and geographic proximity was the same in
every case (and in every simulation).

In the simulations we used the so called "room heating
up scenario" in the Cooja network simulator [24]. The setup

7

until the root as it is. (The intermediate nodes insert this IP
address in their proper BF.) From here on, this IP address can
be propagated upward to the traditional Internet. As we saw in
the former paragraph, storing IP addresses in BFs - similarly to
context-parameters - can be beneficial in terms of the number
of routing entries in the nodes and their even distribution in
the network. Nevertheless, an IP address can be considered as
a static parameter, we propose thus to assign a separate BF for
it, since in this way we can support efficient explicit multicast
(described later). This BF can be also used to compress DAO
messages, since when a node has to send routing information
about several routes, it can happen easily that sending its
aggregate BF to its parent node is more efficient - regarding
the message length - than sending several IP addresses in one
or several DAO messages. (However, if the traditional DAO
message is shorter, it also can be sent since the receiver nodes
only have to insert them in the proper BFs.) To illustrate this,
let us take a look at fig. 5. The false positive probability
parameter p (p ≈ (1 − e( −k∗n

m )k ) [19]) can be seen in this
figure as a function of the inserted elements n and the number
of used hash functions k for a 32 bytes and a 64 bytes long
BF(m). This means that if 32 byte long BFs are used in a
network, then if we want to send routing information about
more than two IP addresses, it is more efficient - regarding
the message length - to send the corresponding BF.

3) Traditional- and explicit IP multicast: As we already
mentioned, there are many cases when we would like to
communicate not just with a single IoT device, but with
a group of such devices that share some common context
information for example. In RPL networks we can use the
created DODAG to support multicast communication using the
Stateless Multicast RPL Forwarding scheme (SMRF) [20] for
example. In this solution the multicast addresses are advertised
in a very similar way to unicast addresses; the only difference
between them is that a multicast address can be assigned
to several children in the routing table. If we store the IP
addresses in BFs, then maintaining several multicast groups in
the RPL domain does not mean additional routing entries in
the nodes, as the multicast addresses corresponding to those
groups can also be aggregated in the BF, together with the
unicast addresses of a sub-tree. Explicit multicast [21] [22]
was proposed as a solution to support network-layer group
communication when there is no multicast support from the
network service provider. It can be used when a source wants
to send a message to several nodes, and their IP addresses
are known in advance. This can be done by appending the
individual unicast addresses to the IP header of the packet
one-by-one. By doing so, we can achieve similar operation
as for traditional IP multicast: the packet is duplicated only
where it is needed. However, in LLNs, where the packet sizes
are limited, this is not an efficient solution, as the header with
all the included unicast addresses will be too large compared
to the size of the payload itself. Nevertheless, if we use BFs
to store IP addresses in the RPL domain, we can support more
efficiently the explicit multicast operation in terms of message
length. We only have to hash all the destination addresses into
a single BF and append them to the message. The receiving

Fig. 5: The false positive probability in a BF as function of
the number of inserted elements, the number of hashes k

nodes then compare this received BF with their stored BFs, and
if any of them has an intersection, then this message should be
forwarded to the proper sub-tree; if the BF contains the node’s
own address, than this message is intended to this node as well.

V. SIMULATION AND EXPERIMENTAL RESULTS

IN this section we analyze the efficiency of the proposed
CAEsARv2 framework from several aspects, comparing it

to traditional centralized approaches. Our previous paper [5]
included already some simulation analysis, here we do not
repeat, but extend those results and provide new insights.

First, we examine how CAEsARv2 is affected by the
changes of the node radio ranges, and as a result the changes
of the average hop numbers in the IoT domain. This is
important because in the traditional centralized solutions if
the average hop number increases in the network that means
the messages between the nodes and the central registry (be
that used for service discovery, data-centric communication
or context-based multicast) have to travel over longer routes.
Therefore, more messages have to be sent for instance to report
a context change. As a second point, we have also examined
how efficiently can CAEsARv2 adapt to context changes in
real world circumstances, and not in a simulated environment.
In order to do this, we ran experiments on the IoT Lab testbed
[23].

A. Effect of the radio ranges on the efficiency of aggregation

In several cases there is a correlation between geographic
proximity and the measured values of context parameters (e.g.,
temperature, light conditions, etc.). Therefore, there is a good
chance in CAEsARv2 that if such a parameter changes, the
corresponding BF or BV update messages coming from nearby
IoT nodes will be aggregated. We already examined this phe-
nomenon in our former paper [5]. However, it is an interesting
question to see how is the aggregation efficiency affected by
the node radio ranges, and as a consequence, by the hop
numbers in the IoT domain. We examined this phenomenon
through simulations, and not through experiments, since in this
way we can ensure that the underlying correlation between the
measured values and geographic proximity was the same in
every case (and in every simulation).

In the simulations we used the so called "room heating
up scenario" in the Cooja network simulator [24]. The setup



CAEsAR: Making the RPL Routing Protocol
Context-Aware

MARCH 2017 • VOLUME IX • NUMBER 18

INFOCOMMUNICATIONS JOURNAL

Special Issue on Applied Cryptography  
– Guest Editorial

8

Fig. 6: An example setup for the room heating up simulation

is shown in fig. 6. One of the walls represented the body
of the heater (x=0, y=0...100). We have put the RPL root
node in the middle of the room and added nodes inside
the room with random positions. The nodes have organized
themselves into an RPL DODAG. We modelled that the
room is heated by 10 degrees Celsius in every simulation.
The temperature was quantized by 1 Celsius degrees, so any
time the measured temperature value of a node changed to
another Celsius degree value it sent an update message. At
the beginning of this process the temperature was constant in
every position of the room; after the heating was turned on,
the temperature started to increase in different ways in the
different locations, according to the proximity to the heater.
Linear heating characteristics were used.

We ran simulations in the following way: we started with a
simulation that contained 5 nodes in addition to the root, and
ran it 5 times, with different radio ranges (tx_power=10, 15,
20, 25, 30). Then, we added randomly 5 more nodes to the
simulation setup, paying attention to the fact that the newly
added nodes should be able to connect to the DODAG even if
the lowest radio ranges are used. With this new setup we also
ran 5 different simulations with 5 different tx_power parameter
settings. We continued this process until we reached 50 nodes
in the simulations. (fig. 7) We considered this as being one
iteration process, and we ran three such iterations.

We measured how the average hop numbers and the number
of sent messages changed with the different parameter settings.
The results can be seen in figures 8, 9 and 10 for one
iteration. Every point in the figures represents the result of
one simulation. (The tendencies were very similar in the other
two iterations as well.)

Regarding the average hop numbers (fig. 8), we can see that
as we decreased the tx_power parameter in the simulations, the
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Fig. 7: The used topologies for one simulation iteration

Fig. 8: The average hop number as a function of tx_power and
number of nodes parameters

Fig. 9: The number of sent messages in the centralized
approach as a function of tx_power and number of nodes
parameters

hop numbers increased. Moreover, it seems that this increase
is getting "leap-like" as we increase the number of nodes
(especially for the lowest value of the t x_power parameter).
This can be caused by the fact that with a larger node number
it is more likely that more nodes get further away from the
root, positioned in the middle of the area; with the decreasing
radio ranges, they could not connect to the root with direct,
short routes, but only along longer, roundabout routes. Also
as the node number further increased the average hop number
slightly decreased since some of the newly added nodes could
be better (closer to the root) RPL parents for some of the
nodes.

We can see in fig. 9 how many messages have to be sent if
a centralized registry is used to maintain the state of the RPL
nodes. We assumed here that this registry is co-located with
the RPL root. If that registry is outside the IoT domain, then
the route between the RPL root and the registry is constant,

Fig. 10: The number of sent messages in CAEsAR as a
function of tx_power and number of nodes parameters
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and it is not affected by the node radio ranges or the hop
numbers inside the IoT domain. Thus, it is interesting to see
only what happens inside the domain. In the figure we can
see that, as we heated up the room by 10 degrees Celsius,
the number of messages was equal to 10 times the average
hop number, multiplied by the node number. As this number
depends linearly on the average hop number, we can also see
here the "leap-like" increase with short radio ranges and with
large node numbers.

Regarding the BF and BV update messages in CAEsARv2
(fig. 10), we can see that the number of sent messages depends
mostly on the number of nodes in the simulations and not -
or at least much less - on the average hop numbers. This
means that CAEsARv2 is not affected very much by the longer
routes in the RPL domain. Longer routes could appear nut
just because of shorter radio ranges, but as a consequence of
noisy communication channels as well, if the Minimum Rank
with Hysteresis Objective Function (MRHOF) [25] is used to
build the DODAG. This objective function optimizes routes
according to the so called expected number of transmissions
(ETX) [26].

B. Experimental results

In order to validate how CAEsARv2 can adapt to context
changes in real world circumstances, we implemented it for
the IoTlab [23] version of ContikiOS [27], one of the most
deployed operating systems for the IoT. IoT-LAB is a large
scale IoT testbed in France with over 2700 wireless sensor
nodes at six different sites. Nodes are either fixed or mobile
and can be allocated in various topologies throughout all sites.

We had run 24 hour long experiments at two different
sites of IoTlab: Lille and Grenoble. Regarding the Lille
experiments, we chose a random number of nodes with random
locations for every experiment. We chose one node as being
the RPL root, and the RPL DODAG was built up from that
node. After the DODAG built up phase has finished, the nodes
started to measure periodically the light conditions. We quan-
tized the measured values by 300 luxes. In the experiments
the measured light conditions typically were between 0 and
4500 luxes. We hashed the categories into BFs and these BFs
were aggregated along the DODAG. We measured the sent
messages for CAEsARv2 and for the traditional centralized
data-centric communication approaches (e.g., MQTT). We
have also measured the number of category changes during
the experiments. The results can be seen in fig. 12 and in
fig. 13. We used polynomial surface fitting with degree 21, in
order to make the figures more illustrative. The fitted surfaces
are relatively plain (the points fit on them with little error),
and show well the dependence of the signaling overhead on
the average hop number and the number of nodes and also the
dependence of the number of category changes on the average
hop number and the number of nodes in the experiments. We
chose the Lille site for this type of experiments since the
testbed is surrounded there by windows; therefore, during the
day we expected the light conditions to change a lot.

At the Grenoble testbed we did similar experiments; the
only difference was that the nodes measured temperature
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Fig. 11: Results of IoTlab temperature experiments
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Fig. 12: Results of IoTlab light experiments

periodically and we quantized the measured values by 1 degree
Celsius. We chose this testbed for this case since the distances
between nodes were larger, and it was expected thus that the
measured temperature values will differ more. The results can
be seen in fig. 11 and in fig. 14 with the similar surface fitting.

We ran approximately 60 experiments for both cases. As
we see from the results, CAEsARv2 can utilize the correlation
between the geographical proximity and the measured values
in both cases, the aggregation was thus efficient. In several
cases the number of sent messages was lower than the actual
number of context category changes, and we can say that in
general these two numbers were close to each other. To explain
this, let us imagine a situation in which a device just sensed
a category change. It hashes the new context category into
the proper BF or BV, and aggregates all the data structures
that are stored by this node and are assigned to that specific
parameter. If the resulted aggregate BF or BV is the same
as the former one that has been previously sent to the parent
node, the node does not need to send it again. As opposed
to this, obviously, in the centralized approach every context
category change must be reported to the central registry.

VI. CONCLUSION

IN this paper we proposed CAEsARv2, an extension of our
formerly proposed context-aware addressing and routing

scheme for RPL networks. A major change compared to the
original version was the separation of the different context
parameters and the assignment of different data structures to
them. We showed what are the benefits of storing IP ad-
dresses in Bloom filters, similarly to other context parameters.
Through simulations we also proved that efficiency of Bloom
filter aggregation in CAEsARv2 is not affected significantly
by the radio ranges in the network. We have also validated
through experiments that CAEsARv2 can adapt to context
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is shown in fig. 6. One of the walls represented the body
of the heater (x=0, y=0...100). We have put the RPL root
node in the middle of the room and added nodes inside
the room with random positions. The nodes have organized
themselves into an RPL DODAG. We modelled that the
room is heated by 10 degrees Celsius in every simulation.
The temperature was quantized by 1 Celsius degrees, so any
time the measured temperature value of a node changed to
another Celsius degree value it sent an update message. At
the beginning of this process the temperature was constant in
every position of the room; after the heating was turned on,
the temperature started to increase in different ways in the
different locations, according to the proximity to the heater.
Linear heating characteristics were used.

We ran simulations in the following way: we started with a
simulation that contained 5 nodes in addition to the root, and
ran it 5 times, with different radio ranges (tx_power=10, 15,
20, 25, 30). Then, we added randomly 5 more nodes to the
simulation setup, paying attention to the fact that the newly
added nodes should be able to connect to the DODAG even if
the lowest radio ranges are used. With this new setup we also
ran 5 different simulations with 5 different tx_power parameter
settings. We continued this process until we reached 50 nodes
in the simulations. (fig. 7) We considered this as being one
iteration process, and we ran three such iterations.

We measured how the average hop numbers and the number
of sent messages changed with the different parameter settings.
The results can be seen in figures 8, 9 and 10 for one
iteration. Every point in the figures represents the result of
one simulation. (The tendencies were very similar in the other
two iterations as well.)

Regarding the average hop numbers (fig. 8), we can see that
as we decreased the tx_power parameter in the simulations, the
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hop numbers increased. Moreover, it seems that this increase
is getting "leap-like" as we increase the number of nodes
(especially for the lowest value of the t x_power parameter).
This can be caused by the fact that with a larger node number
it is more likely that more nodes get further away from the
root, positioned in the middle of the area; with the decreasing
radio ranges, they could not connect to the root with direct,
short routes, but only along longer, roundabout routes. Also
as the node number further increased the average hop number
slightly decreased since some of the newly added nodes could
be better (closer to the root) RPL parents for some of the
nodes.

We can see in fig. 9 how many messages have to be sent if
a centralized registry is used to maintain the state of the RPL
nodes. We assumed here that this registry is co-located with
the RPL root. If that registry is outside the IoT domain, then
the route between the RPL root and the registry is constant,
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and it is not affected by the node radio ranges or the hop
numbers inside the IoT domain. Thus, it is interesting to see
only what happens inside the domain. In the figure we can
see that, as we heated up the room by 10 degrees Celsius,
the number of messages was equal to 10 times the average
hop number, multiplied by the node number. As this number
depends linearly on the average hop number, we can also see
here the "leap-like" increase with short radio ranges and with
large node numbers.

Regarding the BF and BV update messages in CAEsARv2
(fig. 10), we can see that the number of sent messages depends
mostly on the number of nodes in the simulations and not -
or at least much less - on the average hop numbers. This
means that CAEsARv2 is not affected very much by the longer
routes in the RPL domain. Longer routes could appear nut
just because of shorter radio ranges, but as a consequence of
noisy communication channels as well, if the Minimum Rank
with Hysteresis Objective Function (MRHOF) [25] is used to
build the DODAG. This objective function optimizes routes
according to the so called expected number of transmissions
(ETX) [26].

B. Experimental results

In order to validate how CAEsARv2 can adapt to context
changes in real world circumstances, we implemented it for
the IoTlab [23] version of ContikiOS [27], one of the most
deployed operating systems for the IoT. IoT-LAB is a large
scale IoT testbed in France with over 2700 wireless sensor
nodes at six different sites. Nodes are either fixed or mobile
and can be allocated in various topologies throughout all sites.

We had run 24 hour long experiments at two different
sites of IoTlab: Lille and Grenoble. Regarding the Lille
experiments, we chose a random number of nodes with random
locations for every experiment. We chose one node as being
the RPL root, and the RPL DODAG was built up from that
node. After the DODAG built up phase has finished, the nodes
started to measure periodically the light conditions. We quan-
tized the measured values by 300 luxes. In the experiments
the measured light conditions typically were between 0 and
4500 luxes. We hashed the categories into BFs and these BFs
were aggregated along the DODAG. We measured the sent
messages for CAEsARv2 and for the traditional centralized
data-centric communication approaches (e.g., MQTT). We
have also measured the number of category changes during
the experiments. The results can be seen in fig. 12 and in
fig. 13. We used polynomial surface fitting with degree 21, in
order to make the figures more illustrative. The fitted surfaces
are relatively plain (the points fit on them with little error),
and show well the dependence of the signaling overhead on
the average hop number and the number of nodes and also the
dependence of the number of category changes on the average
hop number and the number of nodes in the experiments. We
chose the Lille site for this type of experiments since the
testbed is surrounded there by windows; therefore, during the
day we expected the light conditions to change a lot.

At the Grenoble testbed we did similar experiments; the
only difference was that the nodes measured temperature
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Fig. 12: Results of IoTlab light experiments

periodically and we quantized the measured values by 1 degree
Celsius. We chose this testbed for this case since the distances
between nodes were larger, and it was expected thus that the
measured temperature values will differ more. The results can
be seen in fig. 11 and in fig. 14 with the similar surface fitting.

We ran approximately 60 experiments for both cases. As
we see from the results, CAEsARv2 can utilize the correlation
between the geographical proximity and the measured values
in both cases, the aggregation was thus efficient. In several
cases the number of sent messages was lower than the actual
number of context category changes, and we can say that in
general these two numbers were close to each other. To explain
this, let us imagine a situation in which a device just sensed
a category change. It hashes the new context category into
the proper BF or BV, and aggregates all the data structures
that are stored by this node and are assigned to that specific
parameter. If the resulted aggregate BF or BV is the same
as the former one that has been previously sent to the parent
node, the node does not need to send it again. As opposed
to this, obviously, in the centralized approach every context
category change must be reported to the central registry.

VI. CONCLUSION

IN this paper we proposed CAEsARv2, an extension of our
formerly proposed context-aware addressing and routing

scheme for RPL networks. A major change compared to the
original version was the separation of the different context
parameters and the assignment of different data structures to
them. We showed what are the benefits of storing IP ad-
dresses in Bloom filters, similarly to other context parameters.
Through simulations we also proved that efficiency of Bloom
filter aggregation in CAEsARv2 is not affected significantly
by the radio ranges in the network. We have also validated
through experiments that CAEsARv2 can adapt to context

8

Fig. 6: An example setup for the room heating up simulation

is shown in fig. 6. One of the walls represented the body
of the heater (x=0, y=0...100). We have put the RPL root
node in the middle of the room and added nodes inside
the room with random positions. The nodes have organized
themselves into an RPL DODAG. We modelled that the
room is heated by 10 degrees Celsius in every simulation.
The temperature was quantized by 1 Celsius degrees, so any
time the measured temperature value of a node changed to
another Celsius degree value it sent an update message. At
the beginning of this process the temperature was constant in
every position of the room; after the heating was turned on,
the temperature started to increase in different ways in the
different locations, according to the proximity to the heater.
Linear heating characteristics were used.

We ran simulations in the following way: we started with a
simulation that contained 5 nodes in addition to the root, and
ran it 5 times, with different radio ranges (tx_power=10, 15,
20, 25, 30). Then, we added randomly 5 more nodes to the
simulation setup, paying attention to the fact that the newly
added nodes should be able to connect to the DODAG even if
the lowest radio ranges are used. With this new setup we also
ran 5 different simulations with 5 different tx_power parameter
settings. We continued this process until we reached 50 nodes
in the simulations. (fig. 7) We considered this as being one
iteration process, and we ran three such iterations.

We measured how the average hop numbers and the number
of sent messages changed with the different parameter settings.
The results can be seen in figures 8, 9 and 10 for one
iteration. Every point in the figures represents the result of
one simulation. (The tendencies were very similar in the other
two iterations as well.)

Regarding the average hop numbers (fig. 8), we can see that
as we decreased the tx_power parameter in the simulations, the

n=25n=20 n=30

n=35 n=40 n=45

n=5 n=10 n=15

Fig. 7: The used topologies for one simulation iteration

Fig. 8: The average hop number as a function of tx_power and
number of nodes parameters

Fig. 9: The number of sent messages in the centralized
approach as a function of tx_power and number of nodes
parameters

hop numbers increased. Moreover, it seems that this increase
is getting "leap-like" as we increase the number of nodes
(especially for the lowest value of the t x_power parameter).
This can be caused by the fact that with a larger node number
it is more likely that more nodes get further away from the
root, positioned in the middle of the area; with the decreasing
radio ranges, they could not connect to the root with direct,
short routes, but only along longer, roundabout routes. Also
as the node number further increased the average hop number
slightly decreased since some of the newly added nodes could
be better (closer to the root) RPL parents for some of the
nodes.

We can see in fig. 9 how many messages have to be sent if
a centralized registry is used to maintain the state of the RPL
nodes. We assumed here that this registry is co-located with
the RPL root. If that registry is outside the IoT domain, then
the route between the RPL root and the registry is constant,

Fig. 10: The number of sent messages in CAEsAR as a
function of tx_power and number of nodes parameters
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Fig. 13: The category changes in the different light measuring
experiments taken at the IoTlab Lille testbed
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Fig. 14: The category changes in the different temperature
measuring experiments taken at the IoTlab Grenoble testbed

changes more efficiently than the centralized publish/subscribe
messaging systems if there is a correlation between geograph-
ical proximity and measured values.
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 
Abstract— Although random sequences can be used to generate 

probability events, they come with the risk of cheating in an 
unsupervised situation. In such cases, the oblivious transfer 
protocol may be used and this paper presents a variation to the 
DH key-exchange to serve as this protocol. A method to verify the 
correctness of the procedure, without revealing the random 
numbers used by two or more parties, is also proposed. 
 

Index Terms— Cryptography, network security, multiparty 
communication, piggyback protocol 
 

I. INTRODUCTION 
The generation of events of specific probability is essential in 
many computations and in simulation of physical processes. Of 
particular interest is the generation of a random sequence that 
can simulate physical noise and be used for cryptographic and 
coding purposes. In a random binary (0, 1) random sequence, 
where the bits are independent, the probability of each new bit 
being 0 (or 1) is 1/2.  

If two parties (Alice and Bob) wish to determine who 
should play first at a game, they might agree to let Alice play 
first if she calls the next bit (or the nth future bit) correctly. 
The problem with this method is that if the algorithm 
generating the random sequence is known to, say, Alice, she 
can run it in advance and, therefore, know the bit in advance. 
To thwart such a possibility, one would need to place 
constraints on the nature of the random number generator such 
as designing it in such a way that it is impossible to emulate it. 
But that is not a realistic assumption if the generator is an 
algorithm that is implemented on a computer. If it is easy to 
generate a pseudo-random sequence, most likely it is 
cryptographically weak [1]-[7]. 

Alternatively, one could imagine that a trusted third party 
has a collection of random number generators. Alice now has 
to call the ith outcome of the kth random number generator 
correctly in order to win the call. If the number of generators is 
large and the number i is derived from some step in a 
computationally hard number-theoretic problem (such as the 
number of prime partitions of a large even number), it will 
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become well-nigh impossible for cheating to occur. This is 
equivalent to the method of puzzles for security [8]. 

For those who seek mathematical elegance, one might 
appeal to quantum theory [9]. The outcome of a superposition 
quantum state, such as a|0⟩+b|1⟩ is random, with the 
probability of 0 and 1 being |a|2 and |b|2, respectively. All one 
needs to do is to start with the state   

)10(
2

1
  

, and measure it along the |0⟩ |1⟩ bases, and the chosen 
outcome will have a probability of exactly 1/2.  An example of 
this are diagonally polarized photons that will be unpredictably 
received as horizontally or vertically polarized photons along 
these measurement bases. 

This approach via physics is the perfect way to generate 
random events but it is not easy to implement [10]-[12]. Due 
to the Heisenberg’s Uncertainty Principle, one cannot generate 
single quantum states at specified time instants. Indeed, a low-
power laser will generate photons with a Poisson distribution 
[13]. If there are multiple photons with diagonal polarization, 
the pattern of reduction to the bases states will make it difficult 
to fix event probabilities. The randomness of collapse is at the 
basis of quantum cryptography protocols [14][15]. But due to 
the difficulty of generating single photon states, quantum 
cryptography itself uses classical random number generators to 
guide polarization rotations. 

Classical randomness is viewed as an aggregate of countless 
quantum processes. One could have a trusted party look at the 
thermal noise across a resister at specified future time (so that 
the bandwidth of the measurement apparatus can be 
discounted) and check if it is greater or less than the zero 
threshold. This can serve as an effective method of generating 
random events. But this requires a trusted third party to 
supervise the event generation process. 

The other method to use is the oblivious transfer (OT) 
protocol [16][17], where two parties mutually arrive at the 
probability event. In the most basic form of OT, the sender 
sends a message to the receiver with probability 1/2, while 
remaining oblivious as to whether or not the receiver obtained 
the message. Other probabilities can also be likewise generated 
[18]. These schemes depend on one-way, number-theoretic 
functions that are at the basis of public key cryptography [19] 
and they require a choice out of two alternatives to be made at 
some point in the process.  
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, and measure it along the |0⟩ |1⟩ bases, and the chosen 
outcome will have a probability of exactly 1/2.  An example of 
this are diagonally polarized photons that will be unpredictably 
received as horizontally or vertically polarized photons along 
these measurement bases. 

This approach via physics is the perfect way to generate 
random events but it is not easy to implement [10]-[12]. Due 
to the Heisenberg’s Uncertainty Principle, one cannot generate 
single quantum states at specified time instants. Indeed, a low-
power laser will generate photons with a Poisson distribution 
[13]. If there are multiple photons with diagonal polarization, 
the pattern of reduction to the bases states will make it difficult 
to fix event probabilities. The randomness of collapse is at the 
basis of quantum cryptography protocols [14][15]. But due to 
the difficulty of generating single photon states, quantum 
cryptography itself uses classical random number generators to 
guide polarization rotations. 

Classical randomness is viewed as an aggregate of countless 
quantum processes. One could have a trusted party look at the 
thermal noise across a resister at specified future time (so that 
the bandwidth of the measurement apparatus can be 
discounted) and check if it is greater or less than the zero 
threshold. This can serve as an effective method of generating 
random events. But this requires a trusted third party to 
supervise the event generation process. 

The other method to use is the oblivious transfer (OT) 
protocol [16][17], where two parties mutually arrive at the 
probability event. In the most basic form of OT, the sender 
sends a message to the receiver with probability 1/2, while 
remaining oblivious as to whether or not the receiver obtained 
the message. Other probabilities can also be likewise generated 
[18]. These schemes depend on one-way, number-theoretic 
functions that are at the basis of public key cryptography [19] 
and they require a choice out of two alternatives to be made at 
some point in the process.  
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functions that are at the basis of public key cryptography [19] 
and they require a choice out of two alternatives to be made at 
some point in the process.  
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oracle’s prophecy was worded ambiguously and what meaning 
it might convey could not be known to the oracle. 

Here we show that an adaptation of the DH key exchange 
protocol will serve as an OT protocol with verification. We 
show that the protocol allows Bob to guess Alice’s secret with 
the specified probability. Since the secret belongs to Alice, one 
can visualize a situation where she cheats so as to reduce 
Bob’s guessing probability. We address this possibility and 
show how there can be verification of the procedure. 

II. THE PROTOCOL FOR TWO PARTIES 

Alice and Bob together (or a trusted party) choose and publish 
a large prime p and two integers u1 and u2 of large order 
modulo p. It may thus be assumed that both parties know that 
u1 = k u2. 
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a mod p, where 
i = 1 or 2, and sends it to Bob. 
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b mod p, where 
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Ba mod p = u j ab mod p as the key to be used in encrypting 
a secret file to be sent to Bob. 
 
Step 4. Bob takes the received number A and computes  
Ab mod p = u i ab mod p as the key to be used in decrypting 
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This protocol is shown in Figure 1 for the special case 

where Alice and Bob have chosen u1 and u2, respectively. The 

other cases are where the choice is flipped or where both Alice 
and Bob choose the same basis. 

 

 
Figure 1. The proposed protocol where Alice and Bob 
choose different bases 

 
It is assumed that Alice will use the key u2

ab mod p to code 
her secret. She does not know whether Bob possesses this key 
or u1

ab mod p. The probability that they choose different bases 
is ½. Therefore, there is a 0.50 probability that the key 
generated by Alice and Bob is identical.  

 
Figure 2. Bob gets the secret, S, if his key is the same as 
Alice’s 

 
If Bob fails to decrypt the secret with his key, he cannot use 

the knowledge that u1 = k u2, to determine the “correct” key. 
His incorrect key is related to the correct one through the 
relationship: 
 

ababab kuu 21  mod p          (1) 
 
Bob knows b, k, and u1

ab mod p, but that is not sufficient to 
obtain the correct key unless he can solve the discrete 
logarithm problem. 

The eavesdropper also cannot obtain any information about 
the final key from her observation of the data exchanged by 
Alice and Bob. 
 
Generalization. If in the protocol, there are m bases, u1, u2,…, 
um, rather than just two, as in the example above, the 
probability that Bob will know the secret is 1/m. 
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I. INTRODUCTION 
The generation of events of specific probability is essential in 
many computations and in simulation of physical processes. Of 
particular interest is the generation of a random sequence that 
can simulate physical noise and be used for cryptographic and 
coding purposes. In a random binary (0, 1) random sequence, 
where the bits are independent, the probability of each new bit 
being 0 (or 1) is 1/2.  

If two parties (Alice and Bob) wish to determine who 
should play first at a game, they might agree to let Alice play 
first if she calls the next bit (or the nth future bit) correctly. 
The problem with this method is that if the algorithm 
generating the random sequence is known to, say, Alice, she 
can run it in advance and, therefore, know the bit in advance. 
To thwart such a possibility, one would need to place 
constraints on the nature of the random number generator such 
as designing it in such a way that it is impossible to emulate it. 
But that is not a realistic assumption if the generator is an 
algorithm that is implemented on a computer. If it is easy to 
generate a pseudo-random sequence, most likely it is 
cryptographically weak [1]-[7]. 

Alternatively, one could imagine that a trusted third party 
has a collection of random number generators. Alice now has 
to call the ith outcome of the kth random number generator 
correctly in order to win the call. If the number of generators is 
large and the number i is derived from some step in a 
computationally hard number-theoretic problem (such as the 
number of prime partitions of a large even number), it will 
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become well-nigh impossible for cheating to occur. This is 
equivalent to the method of puzzles for security [8]. 

For those who seek mathematical elegance, one might 
appeal to quantum theory [9]. The outcome of a superposition 
quantum state, such as a|0⟩+b|1⟩ is random, with the 
probability of 0 and 1 being |a|2 and |b|2, respectively. All one 
needs to do is to start with the state   
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, and measure it along the |0⟩ |1⟩ bases, and the chosen 
outcome will have a probability of exactly 1/2.  An example of 
this are diagonally polarized photons that will be unpredictably 
received as horizontally or vertically polarized photons along 
these measurement bases. 

This approach via physics is the perfect way to generate 
random events but it is not easy to implement [10]-[12]. Due 
to the Heisenberg’s Uncertainty Principle, one cannot generate 
single quantum states at specified time instants. Indeed, a low-
power laser will generate photons with a Poisson distribution 
[13]. If there are multiple photons with diagonal polarization, 
the pattern of reduction to the bases states will make it difficult 
to fix event probabilities. The randomness of collapse is at the 
basis of quantum cryptography protocols [14][15]. But due to 
the difficulty of generating single photon states, quantum 
cryptography itself uses classical random number generators to 
guide polarization rotations. 

Classical randomness is viewed as an aggregate of countless 
quantum processes. One could have a trusted party look at the 
thermal noise across a resister at specified future time (so that 
the bandwidth of the measurement apparatus can be 
discounted) and check if it is greater or less than the zero 
threshold. This can serve as an effective method of generating 
random events. But this requires a trusted third party to 
supervise the event generation process. 

The other method to use is the oblivious transfer (OT) 
protocol [16][17], where two parties mutually arrive at the 
probability event. In the most basic form of OT, the sender 
sends a message to the receiver with probability 1/2, while 
remaining oblivious as to whether or not the receiver obtained 
the message. Other probabilities can also be likewise generated 
[18]. These schemes depend on one-way, number-theoretic 
functions that are at the basis of public key cryptography [19] 
and they require a choice out of two alternatives to be made at 
some point in the process.  
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where the bits are independent, the probability of each new bit 
being 0 (or 1) is 1/2.  

If two parties (Alice and Bob) wish to determine who 
should play first at a game, they might agree to let Alice play 
first if she calls the next bit (or the nth future bit) correctly. 
The problem with this method is that if the algorithm 
generating the random sequence is known to, say, Alice, she 
can run it in advance and, therefore, know the bit in advance. 
To thwart such a possibility, one would need to place 
constraints on the nature of the random number generator such 
as designing it in such a way that it is impossible to emulate it. 
But that is not a realistic assumption if the generator is an 
algorithm that is implemented on a computer. If it is easy to 
generate a pseudo-random sequence, most likely it is 
cryptographically weak [1]-[7]. 

Alternatively, one could imagine that a trusted third party 
has a collection of random number generators. Alice now has 
to call the ith outcome of the kth random number generator 
correctly in order to win the call. If the number of generators is 
large and the number i is derived from some step in a 
computationally hard number-theoretic problem (such as the 
number of prime partitions of a large even number), it will 
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become well-nigh impossible for cheating to occur. This is 
equivalent to the method of puzzles for security [8]. 

For those who seek mathematical elegance, one might 
appeal to quantum theory [9]. The outcome of a superposition 
quantum state, such as a|0⟩+b|1⟩ is random, with the 
probability of 0 and 1 being |a|2 and |b|2, respectively. All one 
needs to do is to start with the state   
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, and measure it along the |0⟩ |1⟩ bases, and the chosen 
outcome will have a probability of exactly 1/2.  An example of 
this are diagonally polarized photons that will be unpredictably 
received as horizontally or vertically polarized photons along 
these measurement bases. 

This approach via physics is the perfect way to generate 
random events but it is not easy to implement [10]-[12]. Due 
to the Heisenberg’s Uncertainty Principle, one cannot generate 
single quantum states at specified time instants. Indeed, a low-
power laser will generate photons with a Poisson distribution 
[13]. If there are multiple photons with diagonal polarization, 
the pattern of reduction to the bases states will make it difficult 
to fix event probabilities. The randomness of collapse is at the 
basis of quantum cryptography protocols [14][15]. But due to 
the difficulty of generating single photon states, quantum 
cryptography itself uses classical random number generators to 
guide polarization rotations. 

Classical randomness is viewed as an aggregate of countless 
quantum processes. One could have a trusted party look at the 
thermal noise across a resister at specified future time (so that 
the bandwidth of the measurement apparatus can be 
discounted) and check if it is greater or less than the zero 
threshold. This can serve as an effective method of generating 
random events. But this requires a trusted third party to 
supervise the event generation process. 

The other method to use is the oblivious transfer (OT) 
protocol [16][17], where two parties mutually arrive at the 
probability event. In the most basic form of OT, the sender 
sends a message to the receiver with probability 1/2, while 
remaining oblivious as to whether or not the receiver obtained 
the message. Other probabilities can also be likewise generated 
[18]. These schemes depend on one-way, number-theoretic 
functions that are at the basis of public key cryptography [19] 
and they require a choice out of two alternatives to be made at 
some point in the process.  
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III. POSSIBLE CHEATING BY ALICE 

Alice can cheat by not sending u2
ab mod p to Bob over the 

public channel, but rather u2
fb mod p, using the exponent f to 

build this fake key. This cheating will be evident if both Alice 
and Bob choose the same basis, which will happen 50% of the 
time. The case of cheating thus corresponds to the use of 
different exponents by the two parties. 

To prevent cheating, we add the following steps to the 
protocol: 
 

Step 5. A random number r, publicly declared in advance, 
is used by Alice to generate vn = uj

abr mod p (n=abr). In 
the example of Figure 1, vn = u2

abr mod p. The number vn 
is sent to Bob. 
 
Step 6. Bob uses the verification sequence G(n) = vn + wn 
mod p to establish that there has been no cheating. 

 
If v = w, G(n) =0. When v ≠ w, G(n) = αG(n-1) + βG(n-2) 
mod p, where α and β are constants that are easily found. The 
verification sequence G(n) is described in the next section.  

If Alice were to cheat by using u2
fb mod p as the key, but 

sends the correct u2
n mod p, she will be exposed in case Bob 

has chosen u2 and finds G(n) =0, while remaining unable to 
decrypt the secret. 

IV. THE VERIFICATION SEQUENCE  

Consider the sequence G(n) = vn + wn mod p. In general we 
can write 
  pvv kk
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pww kk
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Theorem 1 

pknGknGnG kk mod)()1()(      (3)    

Proof. )(nG = pwv nn mod)(   

  = )( kknkkn wwvv     

  = )()( kk
kn

kk
kn wwvv      

        = )()( 11 knkn
k

knkn
k wvwv     

  = pknGknG kk mod)()1(    

 
When k = 2, 
          pnGnGnG mod)2()1()(    (4) 

 
This means that the sum of successive powers of v and w 
suffices to establish that they have been computed to the same 
exponent. All that is required to find the values of α and β is 
the solution to equation (2) for k = 2. No knowledge of the 

actual value of n is needed while computing equation (4). 
 
Example 1. Let k=2, v=3, and w=7 mod 19. To find α and β, 
we solve the equations: 

19mod3932    

19mod71172    
We find that α=10 and β=17. 

The series G(n) = 3n + 7n mod 19, for n = 0, 1, 2, 3 … is as 
follows:  2, 10, 1, 9, 12, 7, 8 … 
for which each nth element is 10 G(n-1)+17 G(n-2) mod 19. 
For example, the value 9 is 10×1+17×10 mod 19. 
 
Example 2. Let k=2, v=3, and w=5 mod 17. To find α and β, 
we solve the equations: 

17mod3932    

17mod5852    
We find that α=8 and β=2.  

The series G(n) = 3n + 5n mod 17, for n=0, 1, 2, 3… is as 
follows: 2, 8, 0, 16, 9, 2, 0, 4, 15, 9 … 
for which each nth element is 8 G(n-1)+2 G(n-2) mod 17. 
Theorem 1 may be extended to modulo m, if u and v are 
relative prime to m. If the exponents in equation (2) are not the 
same then the result of Theorem 1 will not be valid. 

Since v and w are known, three consecutive G(n) values can 
be computed by successive multiplication with the appropriate 
bases and it checked if the numbers have the relationship of 
equation (3). 
 

V. THREE OR MORE PARTIES 

Consider communicating parties Alice, Bob, and Charlie (the 
list can be augmented but here for simplicity we only speak of 
three) who wish to perform a secure computation, which is the 
sharing of random number.  The first thing to be done is to 
create aliases so that actions within the computation are 
protected by the complexity of the computation. Each of these 
aliases is a random number. The three also wish to generate a 
single number that connects them with the multiparty 
computation. 

In a centralized system (Figure 3), the trusted authority T 
performs the computation on the numbers a, b, c sent 
respectively by Alice, Bob, and Charlie. The numbers should 
be sent to T in a manner that hides each sender’s identity. This 
requires a privacy preserving transformation where this hiding 
is accomplished by means of an appropriate one-way function. 

Let the transformation carried out by T map the numbers to 
the range, R, which is [0, 1]: 
 
 ),,( cbaTR                (5) 

                           

 
 

 

 
R maps to different probabilities pALICE, pBOB, pCHARLIE for the 
three communicating parties. This mapping may be done by 
assigning non-overlapping one-thirds of the range [0, 1] to the 
three parties. 
 

CHARLIEBOBALICE ppp ,, = fi (R)     (6) 

 
The difficulty with this centralized procedure is that the users 
do not know if the transformation T is good at randomization. 
Although there is no way for them to confirm that the output R 
has a distribution which is uniform over [0, 1], a strong 
hashing function will be considered satisfactory in most cases. 
Centralized procedures are implemented in many computer-
controlled applications like the ones in a casino or in online 
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 Figure 3. Centralized system with trusted authority; (right)   
decentralized system 
In the case of four parties and two bases (u and w), the 

following cases will be different: 
i. All chosen bases are the same (in which case the keys 

would be identical) 
ii. Three  choose one base and the fourth chooses 

another 
iii. Two adjacent parties choose one base and the other 

two pick a different one 
iv. Two non-adjacent parties choose one base and the 

other two pick the other 
 

The cases ii, iii, and iv are described by Tables 1, 2, and 3, 
respectively. 

 

Table 1. 
A B C D 
u u u w 
wad uab ubc ucd 

uacd wabd uabc ubcd 

uabcd uabcd wabcd uabcd 
 

Table 2. 
A B C D 
u u w w 
wad uab ubc wcd 

wacd wabd uabc ubcd 

uabcd wabcd wabcd uabcd 
 

Table 3. 
A B C D 
u w u w 
wad uab wbc ucd 

uacd wabd uabc wbcd 

wabcd uabcd wabcd uabcd 
 
In case (ii), B and D share the key with A; in case (iii), only D 
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A. Since the key generation process has three steps 
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Table 4. 
A B C D Result 
u u u w A, B, and D share key  
u u w u A, C, and D share key 
u w  u u B, C, and D don’t share key 
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If sharing of key with A by B, C, and D is represented by 1, 
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Step 2. Bob sends uab mod p to Charlie, who sends          
ubc mod p to Alice, who sends uac mod p to Bob. 

                           

 
 

 

III. POSSIBLE CHEATING BY ALICE 

Alice can cheat by not sending u2
ab mod p to Bob over the 

public channel, but rather u2
fb mod p, using the exponent f to 

build this fake key. This cheating will be evident if both Alice 
and Bob choose the same basis, which will happen 50% of the 
time. The case of cheating thus corresponds to the use of 
different exponents by the two parties. 

To prevent cheating, we add the following steps to the 
protocol: 
 

Step 5. A random number r, publicly declared in advance, 
is used by Alice to generate vn = uj

abr mod p (n=abr). In 
the example of Figure 1, vn = u2

abr mod p. The number vn 
is sent to Bob. 
 
Step 6. Bob uses the verification sequence G(n) = vn + wn 
mod p to establish that there has been no cheating. 

 
If v = w, G(n) =0. When v ≠ w, G(n) = αG(n-1) + βG(n-2) 
mod p, where α and β are constants that are easily found. The 
verification sequence G(n) is described in the next section.  

If Alice were to cheat by using u2
fb mod p as the key, but 

sends the correct u2
n mod p, she will be exposed in case Bob 

has chosen u2 and finds G(n) =0, while remaining unable to 
decrypt the secret. 

IV. THE VERIFICATION SEQUENCE  

Consider the sequence G(n) = vn + wn mod p. In general we 
can write 
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This means that the sum of successive powers of v and w 
suffices to establish that they have been computed to the same 
exponent. All that is required to find the values of α and β is 
the solution to equation (2) for k = 2. No knowledge of the 

actual value of n is needed while computing equation (4). 
 
Example 1. Let k=2, v=3, and w=7 mod 19. To find α and β, 
we solve the equations: 

19mod3932    

19mod71172    
We find that α=10 and β=17. 

The series G(n) = 3n + 7n mod 19, for n = 0, 1, 2, 3 … is as 
follows:  2, 10, 1, 9, 12, 7, 8 … 
for which each nth element is 10 G(n-1)+17 G(n-2) mod 19. 
For example, the value 9 is 10×1+17×10 mod 19. 
 
Example 2. Let k=2, v=3, and w=5 mod 17. To find α and β, 
we solve the equations: 

17mod3932    

17mod5852    
We find that α=8 and β=2.  

The series G(n) = 3n + 5n mod 17, for n=0, 1, 2, 3… is as 
follows: 2, 8, 0, 16, 9, 2, 0, 4, 15, 9 … 
for which each nth element is 8 G(n-1)+2 G(n-2) mod 17. 
Theorem 1 may be extended to modulo m, if u and v are 
relative prime to m. If the exponents in equation (2) are not the 
same then the result of Theorem 1 will not be valid. 

Since v and w are known, three consecutive G(n) values can 
be computed by successive multiplication with the appropriate 
bases and it checked if the numbers have the relationship of 
equation (3). 
 

V. THREE OR MORE PARTIES 

Consider communicating parties Alice, Bob, and Charlie (the 
list can be augmented but here for simplicity we only speak of 
three) who wish to perform a secure computation, which is the 
sharing of random number.  The first thing to be done is to 
create aliases so that actions within the computation are 
protected by the complexity of the computation. Each of these 
aliases is a random number. The three also wish to generate a 
single number that connects them with the multiparty 
computation. 

In a centralized system (Figure 3), the trusted authority T 
performs the computation on the numbers a, b, c sent 
respectively by Alice, Bob, and Charlie. The numbers should 
be sent to T in a manner that hides each sender’s identity. This 
requires a privacy preserving transformation where this hiding 
is accomplished by means of an appropriate one-way function. 

Let the transformation carried out by T map the numbers to 
the range, R, which is [0, 1]: 
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This means that the sum of successive powers of v and w 
suffices to establish that they have been computed to the same 
exponent. All that is required to find the values of α and β is 
the solution to equation (2) for k = 2. No knowledge of the 

actual value of n is needed while computing equation (4). 
 
Example 1. Let k=2, v=3, and w=7 mod 19. To find α and β, 
we solve the equations: 

19mod3932    

19mod71172    
We find that α=10 and β=17. 

The series G(n) = 3n + 7n mod 19, for n = 0, 1, 2, 3 … is as 
follows:  2, 10, 1, 9, 12, 7, 8 … 
for which each nth element is 10 G(n-1)+17 G(n-2) mod 19. 
For example, the value 9 is 10×1+17×10 mod 19. 
 
Example 2. Let k=2, v=3, and w=5 mod 17. To find α and β, 
we solve the equations: 

17mod3932    
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We find that α=8 and β=2.  

The series G(n) = 3n + 5n mod 17, for n=0, 1, 2, 3… is as 
follows: 2, 8, 0, 16, 9, 2, 0, 4, 15, 9 … 
for which each nth element is 8 G(n-1)+2 G(n-2) mod 17. 
Theorem 1 may be extended to modulo m, if u and v are 
relative prime to m. If the exponents in equation (2) are not the 
same then the result of Theorem 1 will not be valid. 

Since v and w are known, three consecutive G(n) values can 
be computed by successive multiplication with the appropriate 
bases and it checked if the numbers have the relationship of 
equation (3). 
 

V. THREE OR MORE PARTIES 

Consider communicating parties Alice, Bob, and Charlie (the 
list can be augmented but here for simplicity we only speak of 
three) who wish to perform a secure computation, which is the 
sharing of random number.  The first thing to be done is to 
create aliases so that actions within the computation are 
protected by the complexity of the computation. Each of these 
aliases is a random number. The three also wish to generate a 
single number that connects them with the multiparty 
computation. 

In a centralized system (Figure 3), the trusted authority T 
performs the computation on the numbers a, b, c sent 
respectively by Alice, Bob, and Charlie. The numbers should 
be sent to T in a manner that hides each sender’s identity. This 
requires a privacy preserving transformation where this hiding 
is accomplished by means of an appropriate one-way function. 

Let the transformation carried out by T map the numbers to 
the range, R, which is [0, 1]: 
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III. POSSIBLE CHEATING BY ALICE 
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ab mod p to Bob over the 

public channel, but rather u2
fb mod p, using the exponent f to 

build this fake key. This cheating will be evident if both Alice 
and Bob choose the same basis, which will happen 50% of the 
time. The case of cheating thus corresponds to the use of 
different exponents by the two parties. 

To prevent cheating, we add the following steps to the 
protocol: 
 

Step 5. A random number r, publicly declared in advance, 
is used by Alice to generate vn = uj

abr mod p (n=abr). In 
the example of Figure 1, vn = u2

abr mod p. The number vn 
is sent to Bob. 
 
Step 6. Bob uses the verification sequence G(n) = vn + wn 
mod p to establish that there has been no cheating. 

 
If v = w, G(n) =0. When v ≠ w, G(n) = αG(n-1) + βG(n-2) 
mod p, where α and β are constants that are easily found. The 
verification sequence G(n) is described in the next section.  

If Alice were to cheat by using u2
fb mod p as the key, but 

sends the correct u2
n mod p, she will be exposed in case Bob 

has chosen u2 and finds G(n) =0, while remaining unable to 
decrypt the secret. 

IV. THE VERIFICATION SEQUENCE  

Consider the sequence G(n) = vn + wn mod p. In general we 
can write 
  pvv kk

k mod   

pww kk
k mod             (2) 

 
Theorem 1 

pknGknGnG kk mod)()1()(      (3)    

Proof. )(nG = pwv nn mod)(   

  = )( kknkkn wwvv     

  = )()( kk
kn

kk
kn wwvv      

        = )()( 11 knkn
k

knkn
k wvwv     

  = pknGknG kk mod)()1(    

 
When k = 2, 
          pnGnGnG mod)2()1()(    (4) 

 
This means that the sum of successive powers of v and w 
suffices to establish that they have been computed to the same 
exponent. All that is required to find the values of α and β is 
the solution to equation (2) for k = 2. No knowledge of the 

actual value of n is needed while computing equation (4). 
 
Example 1. Let k=2, v=3, and w=7 mod 19. To find α and β, 
we solve the equations: 

19mod3932    

19mod71172    
We find that α=10 and β=17. 

The series G(n) = 3n + 7n mod 19, for n = 0, 1, 2, 3 … is as 
follows:  2, 10, 1, 9, 12, 7, 8 … 
for which each nth element is 10 G(n-1)+17 G(n-2) mod 19. 
For example, the value 9 is 10×1+17×10 mod 19. 
 
Example 2. Let k=2, v=3, and w=5 mod 17. To find α and β, 
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for which each nth element is 8 G(n-1)+2 G(n-2) mod 17. 
Theorem 1 may be extended to modulo m, if u and v are 
relative prime to m. If the exponents in equation (2) are not the 
same then the result of Theorem 1 will not be valid. 

Since v and w are known, three consecutive G(n) values can 
be computed by successive multiplication with the appropriate 
bases and it checked if the numbers have the relationship of 
equation (3). 
 

V. THREE OR MORE PARTIES 

Consider communicating parties Alice, Bob, and Charlie (the 
list can be augmented but here for simplicity we only speak of 
three) who wish to perform a secure computation, which is the 
sharing of random number.  The first thing to be done is to 
create aliases so that actions within the computation are 
protected by the complexity of the computation. Each of these 
aliases is a random number. The three also wish to generate a 
single number that connects them with the multiparty 
computation. 

In a centralized system (Figure 3), the trusted authority T 
performs the computation on the numbers a, b, c sent 
respectively by Alice, Bob, and Charlie. The numbers should 
be sent to T in a manner that hides each sender’s identity. This 
requires a privacy preserving transformation where this hiding 
is accomplished by means of an appropriate one-way function. 

Let the transformation carried out by T map the numbers to 
the range, R, which is [0, 1]: 
 
 ),,( cbaTR                (5) 

                           

 
 

 

III. POSSIBLE CHEATING BY ALICE 

Alice can cheat by not sending u2
ab mod p to Bob over the 

public channel, but rather u2
fb mod p, using the exponent f to 

build this fake key. This cheating will be evident if both Alice 
and Bob choose the same basis, which will happen 50% of the 
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abr mod p (n=abr). In 
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mod p, where α and β are constants that are easily found. The 
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mod p, where α and β are constants that are easily found. The 
verification sequence G(n) is described in the next section.  

If Alice were to cheat by using u2
fb mod p as the key, but 

sends the correct u2
n mod p, she will be exposed in case Bob 

has chosen u2 and finds G(n) =0, while remaining unable to 
decrypt the secret. 

IV. THE VERIFICATION SEQUENCE  

Consider the sequence G(n) = vn + wn mod p. In general we 
can write 
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This means that the sum of successive powers of v and w 
suffices to establish that they have been computed to the same 
exponent. All that is required to find the values of α and β is 
the solution to equation (2) for k = 2. No knowledge of the 

actual value of n is needed while computing equation (4). 
 
Example 1. Let k=2, v=3, and w=7 mod 19. To find α and β, 
we solve the equations: 

19mod3932    

19mod71172    
We find that α=10 and β=17. 

The series G(n) = 3n + 7n mod 19, for n = 0, 1, 2, 3 … is as 
follows:  2, 10, 1, 9, 12, 7, 8 … 
for which each nth element is 10 G(n-1)+17 G(n-2) mod 19. 
For example, the value 9 is 10×1+17×10 mod 19. 
 
Example 2. Let k=2, v=3, and w=5 mod 17. To find α and β, 
we solve the equations: 

17mod3932    

17mod5852    
We find that α=8 and β=2.  

The series G(n) = 3n + 5n mod 17, for n=0, 1, 2, 3… is as 
follows: 2, 8, 0, 16, 9, 2, 0, 4, 15, 9 … 
for which each nth element is 8 G(n-1)+2 G(n-2) mod 17. 
Theorem 1 may be extended to modulo m, if u and v are 
relative prime to m. If the exponents in equation (2) are not the 
same then the result of Theorem 1 will not be valid. 

Since v and w are known, three consecutive G(n) values can 
be computed by successive multiplication with the appropriate 
bases and it checked if the numbers have the relationship of 
equation (3). 
 

V. THREE OR MORE PARTIES 

Consider communicating parties Alice, Bob, and Charlie (the 
list can be augmented but here for simplicity we only speak of 
three) who wish to perform a secure computation, which is the 
sharing of random number.  The first thing to be done is to 
create aliases so that actions within the computation are 
protected by the complexity of the computation. Each of these 
aliases is a random number. The three also wish to generate a 
single number that connects them with the multiparty 
computation. 

In a centralized system (Figure 3), the trusted authority T 
performs the computation on the numbers a, b, c sent 
respectively by Alice, Bob, and Charlie. The numbers should 
be sent to T in a manner that hides each sender’s identity. This 
requires a privacy preserving transformation where this hiding 
is accomplished by means of an appropriate one-way function. 

Let the transformation carried out by T map the numbers to 
the range, R, which is [0, 1]: 
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Since v and w are known, three consecutive G(n) values can 
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three) who wish to perform a secure computation, which is the 
sharing of random number.  The first thing to be done is to 
create aliases so that actions within the computation are 
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aliases is a random number. The three also wish to generate a 
single number that connects them with the multiparty 
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In a centralized system (Figure 3), the trusted authority T 
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list can be augmented but here for simplicity we only speak of 
three) who wish to perform a secure computation, which is the 
sharing of random number.  The first thing to be done is to 
create aliases so that actions within the computation are 
protected by the complexity of the computation. Each of these 
aliases is a random number. The three also wish to generate a 
single number that connects them with the multiparty 
computation. 

In a centralized system (Figure 3), the trusted authority T 
performs the computation on the numbers a, b, c sent 
respectively by Alice, Bob, and Charlie. The numbers should 
be sent to T in a manner that hides each sender’s identity. This 
requires a privacy preserving transformation where this hiding 
is accomplished by means of an appropriate one-way function. 

Let the transformation carried out by T map the numbers to 
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R maps to different probabilities pALICE, pBOB, pCHARLIE for the 
three communicating parties. This mapping may be done by 
assigning non-overlapping one-thirds of the range [0, 1] to the 
three parties. 
 

CHARLIEBOBALICE ppp ,, = fi (R)     (6) 

 
The difficulty with this centralized procedure is that the users 
do not know if the transformation T is good at randomization. 
Although there is no way for them to confirm that the output R 
has a distribution which is uniform over [0, 1], a strong 
hashing function will be considered satisfactory in most cases. 
Centralized procedures are implemented in many computer-
controlled applications like the ones in a casino or in online 
gambling. In these latter applications, the assignment of 
probabilities is determined by the nature of the computation 
(or game) and the house is also assigned a certain portion of 
the take in accordance with law. 

In the decentralized system (Figure 3), after the users have 
been authenticated by some other protocol, they will send their 
random numbers a, b, and c to each other. This procedure is 
more than just a pairwise exchange of random numbers as in 
the standard DH protocol, since a product of the three must 
also be exchanged.  
 
 

       
 Figure 3. Centralized system with trusted authority; (right)   
decentralized system 
In the case of four parties and two bases (u and w), the 

following cases will be different: 
i. All chosen bases are the same (in which case the keys 

would be identical) 
ii. Three  choose one base and the fourth chooses 

another 
iii. Two adjacent parties choose one base and the other 

two pick a different one 
iv. Two non-adjacent parties choose one base and the 

other two pick the other 
 

The cases ii, iii, and iv are described by Tables 1, 2, and 3, 
respectively. 

 

Table 1. 
A B C D 
u u u w 
wad uab ubc ucd 

uacd wabd uabc ubcd 

uabcd uabcd wabcd uabcd 
 

Table 2. 
A B C D 
u u w w 
wad uab ubc wcd 

wacd wabd uabc ubcd 

uabcd wabcd wabcd uabcd 
 

Table 3. 
A B C D 
u w u w 
wad uab wbc ucd 

uacd wabd uabc wbcd 

wabcd uabcd wabcd uabcd 
 
In case (ii), B and D share the key with A; in case (iii), only D 
shares the key with A; and in case (iv), C shares the key with 
A. Since the key generation process has three steps 
(represented by the three bottom rows of each table), the base 
travels one step to the right at each stage, ending up 3 
positions to the right which is equivalent to one position to the 
left.  

In Table 1, the total favorable probability of one of the three 
(B, C, D) obtaining the same key as A is 4/9 as shown in Table 
4: 

Table 4. 
A B C D Result 
u u u w A, B, and D share key  
u u w u A, C, and D share key 
u w  u u B, C, and D don’t share key 

with A 
w u u u A, B, and C share key 

 
If sharing of key with A by B, C, and D is represented by 1, 
these four cases represent the sequences 101, 010, 000, and 
110. The cases of Table 4 map to the sequences 001, 100, 011, 
and that of Table 5 to the sequence 010. 

Clearly, such analysis can be extended to more general 
cases. The protocol for three parties begins with a pairwise 
exchange of random numbers and then the product of the 
three: 

Step 1. Alice and Bob share uab mod p, Bob and Charlie 
share ubc mod p, and Charlie and Alice share uac mod p. 
(Figure 4) 

 
Step 2. Bob sends uab mod p to Charlie, who sends          
ubc mod p to Alice, who sends uac mod p to Bob. 
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Step 2. Bob sends uab mod p to Charlie, who sends          
ubc mod p to Alice, who sends uac mod p to Bob. 



Oblivious Transfer with Verification
INFOCOMMUNICATIONS JOURNAL

MARCH 2017 • VOLUME IX • NUMBER 1 15

                           

 
 

 

III. POSSIBLE CHEATING BY ALICE 

Alice can cheat by not sending u2
ab mod p to Bob over the 

public channel, but rather u2
fb mod p, using the exponent f to 

build this fake key. This cheating will be evident if both Alice 
and Bob choose the same basis, which will happen 50% of the 
time. The case of cheating thus corresponds to the use of 
different exponents by the two parties. 

To prevent cheating, we add the following steps to the 
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the example of Figure 1, vn = u2

abr mod p. The number vn 
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mod p to establish that there has been no cheating. 
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suffices to establish that they have been computed to the same 
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We find that α=10 and β=17. 
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Since v and w are known, three consecutive G(n) values can 
be computed by successive multiplication with the appropriate 
bases and it checked if the numbers have the relationship of 
equation (3). 
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create aliases so that actions within the computation are 
protected by the complexity of the computation. Each of these 
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In a centralized system (Figure 3), the trusted authority T 
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three communicating parties. This mapping may be done by 
assigning non-overlapping one-thirds of the range [0, 1] to the 
three parties. 
 

CHARLIEBOBALICE ppp ,, = fi (R)     (6) 

 
The difficulty with this centralized procedure is that the users 
do not know if the transformation T is good at randomization. 
Although there is no way for them to confirm that the output R 
has a distribution which is uniform over [0, 1], a strong 
hashing function will be considered satisfactory in most cases. 
Centralized procedures are implemented in many computer-
controlled applications like the ones in a casino or in online 
gambling. In these latter applications, the assignment of 
probabilities is determined by the nature of the computation 
(or game) and the house is also assigned a certain portion of 
the take in accordance with law. 

In the decentralized system (Figure 3), after the users have 
been authenticated by some other protocol, they will send their 
random numbers a, b, and c to each other. This procedure is 
more than just a pairwise exchange of random numbers as in 
the standard DH protocol, since a product of the three must 
also be exchanged.  
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decentralized system 
In the case of four parties and two bases (u and w), the 

following cases will be different: 
i. All chosen bases are the same (in which case the keys 

would be identical) 
ii. Three  choose one base and the fourth chooses 

another 
iii. Two adjacent parties choose one base and the other 

two pick a different one 
iv. Two non-adjacent parties choose one base and the 

other two pick the other 
 

The cases ii, iii, and iv are described by Tables 1, 2, and 3, 
respectively. 

 

Table 1. 
A B C D 
u u u w 
wad uab ubc ucd 

uacd wabd uabc ubcd 

uabcd uabcd wabcd uabcd 
 

Table 2. 
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u u w w 
wad uab ubc wcd 

wacd wabd uabc ubcd 

uabcd wabcd wabcd uabcd 
 

Table 3. 
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uacd wabd uabc wbcd 

wabcd uabcd wabcd uabcd 
 
In case (ii), B and D share the key with A; in case (iii), only D 
shares the key with A; and in case (iv), C shares the key with 
A. Since the key generation process has three steps 
(represented by the three bottom rows of each table), the base 
travels one step to the right at each stage, ending up 3 
positions to the right which is equivalent to one position to the 
left.  

In Table 1, the total favorable probability of one of the three 
(B, C, D) obtaining the same key as A is 4/9 as shown in Table 
4: 

Table 4. 
A B C D Result 
u u u w A, B, and D share key  
u u w u A, C, and D share key 
u w  u u B, C, and D don’t share key 

with A 
w u u u A, B, and C share key 

 
If sharing of key with A by B, C, and D is represented by 1, 
these four cases represent the sequences 101, 010, 000, and 
110. The cases of Table 4 map to the sequences 001, 100, 011, 
and that of Table 5 to the sequence 010. 

Clearly, such analysis can be extended to more general 
cases. The protocol for three parties begins with a pairwise 
exchange of random numbers and then the product of the 
three: 

Step 1. Alice and Bob share uab mod p, Bob and Charlie 
share ubc mod p, and Charlie and Alice share uac mod p. 
(Figure 4) 

 
Step 2. Bob sends uab mod p to Charlie, who sends          
ubc mod p to Alice, who sends uac mod p to Bob. 
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ubc mod p to Alice, who sends uac mod p to Bob. 

                           

 
 

 

III. POSSIBLE CHEATING BY ALICE 

Alice can cheat by not sending u2
ab mod p to Bob over the 

public channel, but rather u2
fb mod p, using the exponent f to 

build this fake key. This cheating will be evident if both Alice 
and Bob choose the same basis, which will happen 50% of the 
time. The case of cheating thus corresponds to the use of 
different exponents by the two parties. 

To prevent cheating, we add the following steps to the 
protocol: 
 

Step 5. A random number r, publicly declared in advance, 
is used by Alice to generate vn = uj

abr mod p (n=abr). In 
the example of Figure 1, vn = u2

abr mod p. The number vn 
is sent to Bob. 
 
Step 6. Bob uses the verification sequence G(n) = vn + wn 
mod p to establish that there has been no cheating. 

 
If v = w, G(n) =0. When v ≠ w, G(n) = αG(n-1) + βG(n-2) 
mod p, where α and β are constants that are easily found. The 
verification sequence G(n) is described in the next section.  

If Alice were to cheat by using u2
fb mod p as the key, but 

sends the correct u2
n mod p, she will be exposed in case Bob 

has chosen u2 and finds G(n) =0, while remaining unable to 
decrypt the secret. 

IV. THE VERIFICATION SEQUENCE  

Consider the sequence G(n) = vn + wn mod p. In general we 
can write 
  pvv kk

k mod   

pww kk
k mod             (2) 

 
Theorem 1 
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  = pknGknG kk mod)()1(    

 
When k = 2, 
          pnGnGnG mod)2()1()(    (4) 

 
This means that the sum of successive powers of v and w 
suffices to establish that they have been computed to the same 
exponent. All that is required to find the values of α and β is 
the solution to equation (2) for k = 2. No knowledge of the 

actual value of n is needed while computing equation (4). 
 
Example 1. Let k=2, v=3, and w=7 mod 19. To find α and β, 
we solve the equations: 

19mod3932    

19mod71172    
We find that α=10 and β=17. 

The series G(n) = 3n + 7n mod 19, for n = 0, 1, 2, 3 … is as 
follows:  2, 10, 1, 9, 12, 7, 8 … 
for which each nth element is 10 G(n-1)+17 G(n-2) mod 19. 
For example, the value 9 is 10×1+17×10 mod 19. 
 
Example 2. Let k=2, v=3, and w=5 mod 17. To find α and β, 
we solve the equations: 

17mod3932    

17mod5852    
We find that α=8 and β=2.  

The series G(n) = 3n + 5n mod 17, for n=0, 1, 2, 3… is as 
follows: 2, 8, 0, 16, 9, 2, 0, 4, 15, 9 … 
for which each nth element is 8 G(n-1)+2 G(n-2) mod 17. 
Theorem 1 may be extended to modulo m, if u and v are 
relative prime to m. If the exponents in equation (2) are not the 
same then the result of Theorem 1 will not be valid. 

Since v and w are known, three consecutive G(n) values can 
be computed by successive multiplication with the appropriate 
bases and it checked if the numbers have the relationship of 
equation (3). 
 

V. THREE OR MORE PARTIES 

Consider communicating parties Alice, Bob, and Charlie (the 
list can be augmented but here for simplicity we only speak of 
three) who wish to perform a secure computation, which is the 
sharing of random number.  The first thing to be done is to 
create aliases so that actions within the computation are 
protected by the complexity of the computation. Each of these 
aliases is a random number. The three also wish to generate a 
single number that connects them with the multiparty 
computation. 

In a centralized system (Figure 3), the trusted authority T 
performs the computation on the numbers a, b, c sent 
respectively by Alice, Bob, and Charlie. The numbers should 
be sent to T in a manner that hides each sender’s identity. This 
requires a privacy preserving transformation where this hiding 
is accomplished by means of an appropriate one-way function. 

Let the transformation carried out by T map the numbers to 
the range, R, which is [0, 1]: 
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R maps to different probabilities pALICE, pBOB, pCHARLIE for the 
three communicating parties. This mapping may be done by 
assigning non-overlapping one-thirds of the range [0, 1] to the 
three parties. 
 

CHARLIEBOBALICE ppp ,, = fi (R)     (6) 

 
The difficulty with this centralized procedure is that the users 
do not know if the transformation T is good at randomization. 
Although there is no way for them to confirm that the output R 
has a distribution which is uniform over [0, 1], a strong 
hashing function will be considered satisfactory in most cases. 
Centralized procedures are implemented in many computer-
controlled applications like the ones in a casino or in online 
gambling. In these latter applications, the assignment of 
probabilities is determined by the nature of the computation 
(or game) and the house is also assigned a certain portion of 
the take in accordance with law. 

In the decentralized system (Figure 3), after the users have 
been authenticated by some other protocol, they will send their 
random numbers a, b, and c to each other. This procedure is 
more than just a pairwise exchange of random numbers as in 
the standard DH protocol, since a product of the three must 
also be exchanged.  
 
 

       
 Figure 3. Centralized system with trusted authority; (right)   
decentralized system 
In the case of four parties and two bases (u and w), the 

following cases will be different: 
i. All chosen bases are the same (in which case the keys 

would be identical) 
ii. Three  choose one base and the fourth chooses 

another 
iii. Two adjacent parties choose one base and the other 

two pick a different one 
iv. Two non-adjacent parties choose one base and the 

other two pick the other 
 

The cases ii, iii, and iv are described by Tables 1, 2, and 3, 
respectively. 

 

Table 1. 
A B C D 
u u u w 
wad uab ubc ucd 

uacd wabd uabc ubcd 

uabcd uabcd wabcd uabcd 
 

Table 2. 
A B C D 
u u w w 
wad uab ubc wcd 

wacd wabd uabc ubcd 

uabcd wabcd wabcd uabcd 
 

Table 3. 
A B C D 
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In case (ii), B and D share the key with A; in case (iii), only D 
shares the key with A; and in case (iv), C shares the key with 
A. Since the key generation process has three steps 
(represented by the three bottom rows of each table), the base 
travels one step to the right at each stage, ending up 3 
positions to the right which is equivalent to one position to the 
left.  

In Table 1, the total favorable probability of one of the three 
(B, C, D) obtaining the same key as A is 4/9 as shown in Table 
4: 

Table 4. 
A B C D Result 
u u u w A, B, and D share key  
u u w u A, C, and D share key 
u w  u u B, C, and D don’t share key 

with A 
w u u u A, B, and C share key 

 
If sharing of key with A by B, C, and D is represented by 1, 
these four cases represent the sequences 101, 010, 000, and 
110. The cases of Table 4 map to the sequences 001, 100, 011, 
and that of Table 5 to the sequence 010. 

Clearly, such analysis can be extended to more general 
cases. The protocol for three parties begins with a pairwise 
exchange of random numbers and then the product of the 
three: 

Step 1. Alice and Bob share uab mod p, Bob and Charlie 
share ubc mod p, and Charlie and Alice share uac mod p. 
(Figure 4) 

 
Step 2. Bob sends uab mod p to Charlie, who sends          
ubc mod p to Alice, who sends uac mod p to Bob. 
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Step 3. Using their secret numbers, each is now able to 
compute the same key to be shared amongst them which is 
uabc mod p. (Figure 5) 
 

 
Figure 4. Pairwise exchange of random numbers 
 

 
        Figure 5. Generation of the single key uabc mod p 
 
As is clear from the working of this protocol as shown in 
Figures 4 and 5, the pairwise sharing of numbers as well as the 
final generation of a single number can be generalized to any 
number of parties. 

If one wished to use this protocol to generate oblivious 
transfer then the parties should randomly choose between a set 
of potential bases as in Step 4. 
 

Step 4. The three parties choose from different public 
numbers of larger order mod p. We will call these u, v, 
and w (if there are three such numbers).  

 
Now consider that the base integers used by the three are 

two in number and let’s call them u and v.  If the secrets are 
exchanged in pairs then the probability that any two of them 
will share mutual secrets is ¼. 

On the other hand, if there is a single secret that is coded by 
Alice using uabc mod p, then there is a ¼ probability that both 
Bob and Charlie will receive it. 
 

VI. VERIFICATION PROCESS FOR THREE BASE 
INTEGERS 

Now consider that there are three base integers, u, v, and w. To 
forestall cheating by any party, one would need to develop a 
verification sequence by using a previously announced random 

number r that is used as an exponent on the respective raw 
keys. 

Consider G(n) = un + vn + wn mod p. To relate the three 
variables amongst each other, we need a quadratic expansion 
of the kind below: 
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Theorem 2. 

pnGnGnGnG mod)3()2()1()(       (9) 

Proof. )(nG = pwvu nnn mod)(   

  = pwwvvuu nnn mod)( 333333     

= )()( 2323    vvvuuu nn          

   pwwwn mod)( 23     
  = pnGnGnG mod)3()2()1(    

The sum of successive powers of v and w suffices to 
establish that they have been computed to the same exponent. 
All that is required to find the values of α and β is the solution 
to equation (7) for k = 2. No knowledge of the actual value of 
n is needed while computing equation (9). 
 
Example 3. Let u=2, v=3, and w=5 mod 17. To find α, β, and 
γ, we use equation (7), obtaining: 

17mod 13 ;3 ;10    

The series 17mod532)( nnnnG  , for n = 0, 1, 2, 3… is as 
follows: 3, 10, 4, 7, 8, 0, 13 … 
for which each nth element is 10 G(n-1) +3G(n-2) +13G(n-3) 
mod 17. For example, the value 13 is 10×0+3×8+13×7 mod 
17. 

VII. DISCUSSION 

This paper reviewed the problem of generation of random 

                           

 
 

 

events using classical and quantum techniques. It then 
presented a variation of the DH key exchange protocol to serve 
as an oblivious transfer protocol that can easily generate a 
probability event of 1/m, where m is 2 or higher integer. A 
verification procedure was presented that can catch attempts 
by Alice at cheating. This method was also extended to three 
or more parties and the specific protocol together with the 
verification algorithm was presented for three parties.  
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verification sequence by using a previously announced random 
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The sum of successive powers of v and w suffices to 
establish that they have been computed to the same exponent. 
All that is required to find the values of α and β is the solution 
to equation (7) for k = 2. No knowledge of the actual value of 
n is needed while computing equation (9). 
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mod 17. For example, the value 13 is 10×0+3×8+13×7 mod 
17. 
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The sum of successive powers of v and w suffices to 
establish that they have been computed to the same exponent. 
All that is required to find the values of α and β is the solution 
to equation (7) for k = 2. No knowledge of the actual value of 
n is needed while computing equation (9). 
 
Example 3. Let u=2, v=3, and w=5 mod 17. To find α, β, and 
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for which each nth element is 10 G(n-1) +3G(n-2) +13G(n-3) 
mod 17. For example, the value 13 is 10×0+3×8+13×7 mod 
17. 

VII. DISCUSSION 

This paper reviewed the problem of generation of random 

                           

 
 

 

events using classical and quantum techniques. It then 
presented a variation of the DH key exchange protocol to serve 
as an oblivious transfer protocol that can easily generate a 
probability event of 1/m, where m is 2 or higher integer. A 
verification procedure was presented that can catch attempts 
by Alice at cheating. This method was also extended to three 
or more parties and the specific protocol together with the 
verification algorithm was presented for three parties.  
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Step 3. Using their secret numbers, each is now able to 
compute the same key to be shared amongst them which is 
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The sum of successive powers of v and w suffices to 
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All that is required to find the values of α and β is the solution 
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n is needed while computing equation (9). 
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events using classical and quantum techniques. It then 
presented a variation of the DH key exchange protocol to serve 
as an oblivious transfer protocol that can easily generate a 
probability event of 1/m, where m is 2 or higher integer. A 
verification procedure was presented that can catch attempts 
by Alice at cheating. This method was also extended to three 
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for which each nth element is 10 G(n-1) +3G(n-2) +13G(n-3) 
mod 17. For example, the value 13 is 10×0+3×8+13×7 mod 
17. 
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events using classical and quantum techniques. It then 
presented a variation of the DH key exchange protocol to serve 
as an oblivious transfer protocol that can easily generate a 
probability event of 1/m, where m is 2 or higher integer. A 
verification procedure was presented that can catch attempts 
by Alice at cheating. This method was also extended to three 
or more parties and the specific protocol together with the 
verification algorithm was presented for three parties.  
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Abstract—We investigated whether we could nudge users to
purchase a premium version of mobile security software after
using a trial version for 2-3 months. Our three interface designs
used two persuasion methods: two decoy interfaces that attempted
to nudge users to purchasing longer duration licenses, and
one interface that used reciprocity in order to determine the
value that people associated with the security software. We had
approximately 60,000 participants for our study who completed a
questionnaire, and again we had approximately 60,000 who were
exposed to proposed variants. There were 12,000 participants
who intersected both data samples, from which we also analyzed
purchase decision patterns across our wide participant range,
including users of English, German, Slovak, and Czech language
versions. Our results indicate that factors such as gender, age,
home country, and attitudes towards privacy and data sensitivity
each had a significant impact on whether or not a premium
license was purchased.

I. INTRODUCTION

Malicious software (malware) is a persistent problem on
computing devices, leading to many security problems – such
as denial of service, compromised passwords, and email spam
– for which there are several mitigation approaches [6]. The
impact of malware is of particular concern, especially since
80% of users use their devices to make financial transactions
(electronic payments, online purchases, etc.), and 92% of users
store private information on their devices (with 30% storing
passwords and other login credentials) [11]. In this paper we
focus on approaches that encourage users to purchase security
software on their smart devices, thereby building upon the
influence of response cost for the use of security software [4].

While research indicates that at least 75% of users recognize
that their desktop computers and smartphones could use
additional security software [10], user motivation to use security
software is low, which is partly driven by the belief that such
software can be costly and hinder device performance [16].
Further, when such software is used, users are challenged with
its effective management (installation, use, updates) [6].

Encouraging the use of security protections, such as antivirus
software, can be tricky, especially if users do not feel that
viruses are directed specifically at them, such as with some
denial of service attacks [1]. The problems stemming from
malware and limited protection adherence are significant. Some
have suggested more forceful deployment of security software,
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such as charging users for the right to manage their software,
whereby users who don’t pay would be subjected to mandatory,
automatic system updates [3].

We investigate several factors that could cause users to
purchase a security system (including antivirus protection)
for their mobile devices. We collaborated with an IT security
software provider ESET for access to study participants, and for
the use of their existing mobile security system (MSS) software.
We used a mixed-method approach from April to December
2015 consisting of a 2-3 month trial with a premium version
of the MSS software (include a questionnaire), after which
we ran a between-subjects study with four design conditions
where we asked participants to either purchase the premium
version, or to continue with reduced, basic MSS version. Our
designs focused on two methods of nudging: decoy purchase
options, and reciprocity. We chose to compare a premium
MSS version, which offered more security features such as
application audit, to a basic version with limited functionality
due to challenges noted by others with regard to the user
management of security software [6]. Our results include the
purchase rates across the four design conditions, as well as
the questionnaire results across a wide breadth of participants
using English, German, Slovak and Czech language versions
of the MSS. Overall we had approximately 60,000 participants
across our four conditions, 12,000 of whom also completed
our questionnaire.

In the following section, we describe the related work in
the area of user security behavior and persuasion. The next
section specifies the experiment design. Section IV reviews
the most significant results and observations, followed by the
overall conclusion.

II. RELATED WORK

Efforts to increase secure user behavior have for the most
part focused on responses to security warnings (e.g., [18]), and
we review some of this work below in relation to our designs.
There has been some work in determining factors related to
improving secure behavior [4], though little in terms of interface
design improvements, especially for malware protection.

Associating a value with security protections has often
been performed for privacy protection, with results showing
that users are willing to pay for privacy-enhanced web
solutions [13] and smartphone apps [7]. For malware pro-
tection, Kaspersky [10] investigated factors influencing the
purchase of antivirus software, noting increase purchase rates
in North America, though this study did not evaluate different
purchase interfaces and did not consider smart devices, such
as smartphones or tablets. Overall, antivirus software purchase
rates were low, with only 13% of desktop users purchasing a
full license after a trial period. In terms of device security, 51%
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including users of English, German, Slovak, and Czech language
versions. Our results indicate that factors such as gender, age,
home country, and attitudes towards privacy and data sensitivity
each had a significant impact on whether or not a premium
license was purchased.

I. INTRODUCTION

Malicious software (malware) is a persistent problem on
computing devices, leading to many security problems – such
as denial of service, compromised passwords, and email spam
– for which there are several mitigation approaches [6]. The
impact of malware is of particular concern, especially since
80% of users use their devices to make financial transactions
(electronic payments, online purchases, etc.), and 92% of users
store private information on their devices (with 30% storing
passwords and other login credentials) [11]. In this paper we
focus on approaches that encourage users to purchase security
software on their smart devices, thereby building upon the
influence of response cost for the use of security software [4].

While research indicates that at least 75% of users recognize
that their desktop computers and smartphones could use
additional security software [10], user motivation to use security
software is low, which is partly driven by the belief that such
software can be costly and hinder device performance [16].
Further, when such software is used, users are challenged with
its effective management (installation, use, updates) [6].

Encouraging the use of security protections, such as antivirus
software, can be tricky, especially if users do not feel that
viruses are directed specifically at them, such as with some
denial of service attacks [1]. The problems stemming from
malware and limited protection adherence are significant. Some
have suggested more forceful deployment of security software,
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such as charging users for the right to manage their software,
whereby users who don’t pay would be subjected to mandatory,
automatic system updates [3].

We investigate several factors that could cause users to
purchase a security system (including antivirus protection)
for their mobile devices. We collaborated with an IT security
software provider ESET for access to study participants, and for
the use of their existing mobile security system (MSS) software.
We used a mixed-method approach from April to December
2015 consisting of a 2-3 month trial with a premium version
of the MSS software (include a questionnaire), after which
we ran a between-subjects study with four design conditions
where we asked participants to either purchase the premium
version, or to continue with reduced, basic MSS version. Our
designs focused on two methods of nudging: decoy purchase
options, and reciprocity. We chose to compare a premium
MSS version, which offered more security features such as
application audit, to a basic version with limited functionality
due to challenges noted by others with regard to the user
management of security software [6]. Our results include the
purchase rates across the four design conditions, as well as
the questionnaire results across a wide breadth of participants
using English, German, Slovak and Czech language versions
of the MSS. Overall we had approximately 60,000 participants
across our four conditions, 12,000 of whom also completed
our questionnaire.

In the following section, we describe the related work in
the area of user security behavior and persuasion. The next
section specifies the experiment design. Section IV reviews
the most significant results and observations, followed by the
overall conclusion.

II. RELATED WORK

Efforts to increase secure user behavior have for the most
part focused on responses to security warnings (e.g., [18]), and
we review some of this work below in relation to our designs.
There has been some work in determining factors related to
improving secure behavior [4], though little in terms of interface
design improvements, especially for malware protection.

Associating a value with security protections has often
been performed for privacy protection, with results showing
that users are willing to pay for privacy-enhanced web
solutions [13] and smartphone apps [7]. For malware pro-
tection, Kaspersky [10] investigated factors influencing the
purchase of antivirus software, noting increase purchase rates
in North America, though this study did not evaluate different
purchase interfaces and did not consider smart devices, such
as smartphones or tablets. Overall, antivirus software purchase
rates were low, with only 13% of desktop users purchasing a
full license after a trial period. In terms of device security, 51%
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of customers perceived a desktop computer to be “extremely
unsafe” and requiring additional security software, whereas
only 28% thought the same about smartphones. Kaspersky
reports [11], [12] agree on differences in tablet and smartphone
user security behavior. Tablet users protect their devices using
special security software more often that the smartphone ones.

Our recent work [14] evaluated two purchase screen designs:
one focusing on a simple text description focused on security
and thus building upon the influence of perceived severity
if not purchased [4], and the other supporting a purchase
postponement with an “Ask me later” option. The simple
description used the notion that the text structure greatly
influences its readability and adherence [17]. The experiment
ran in early 2015 with over 14,000 participants. The text change
increased the number of license purchases from 1.96% to 3.18%
(66% increase) in the first phase of our experiment, while
the “Ask later” button increased from 1.96% to 2.65% (25%
increase) in the same period.

A persuasive approach can be used to motivate users to make
a preferred choice. Persuasion (or nudging) to improve user’s
security choices was used by J. Turland et al. [15] to improve
user selection of WiFi access points. R. Cialdini [5] introduced
six basic principles of persuasion including reciprocity, which
can be implemented as a form of “Name your price” option for
purchase decisions [8]. We use reciprocity in our designs, and
to our knowledge, it has not previously been used to encourage
security software purchases.

The decoy effect is another persuasive approach in which
a decoy option is used to encourage the selection of another
(non decoy) option by a user, so that the decoy can have the
effect of causing an original option to appear more favorable.
D. Ariely [2] describes an experiment to illustrate the decoy
effect using newspaper subscription offers. The first option is
to buy the online newspaper subscription for $59. The second
option offers the subscription of a printed version for $125.
The third offer is to buy both printed and online subscription
for $125. While the second offer ($125 for printed version)
naı̈vely seems pointless (it is unfavorable for the customer),
it has an impact on the user decision. As a decoy, it nudges
customers to select the third option. When respondents were
choosing only between the first and third offer, 68% picked the
first. After the introduction of the decoy option, more than 80%
chose the third option. Adding the decoy option significantly
changed the user’s decision strategy. We are not aware of a
decoy used to encourage security software purchases.

III. EXPERIMENT DESIGN

Our main experiment ran from April to December 2015 and
included participants who installed English, German, Czech
or Slovak versions of the mobile security system (MSS). Our
experiment was undertaken in accordance with experimental
and ethical regulations of our university. People who filled out
a questionnaire participated with informed consent.

EXPERIMENT FLOW. We used a convenience sample of
participants who downloaded and installed the (free) trial
version of the company MSS on their mobile device. At the
end of the installation process, participants were invited to

complete a survey questionnaire, and were further rewarded
with a 1-month trial extension (3 months instead of 2) for
completing the survey. At the end of the trial period, each
participant was asked to purchase a license for the premium
MSS software as part of our user study, or “downgrade” to
the basic version1.

QUESTIONNAIRE. The survey consisted of 10 questions
that covered basic demographic features (age, gender, achieved
education) and questions about attitudes toward privacy, smart-
phone safeness, price, user self-evaluation (Likert scale 1–6) as
well as questions about smartphone use (e.g., storing passwords,
accessing business data, internet banking). The questionnaire
is in the Appendix section.

EXPERIMENT VARIANTS. We considered three new screen
proposals and the original, control variant from our partner
(see Figure 1). Each of the proposed variants differed from
the original by their purchase options: Var. 1 and Var. 2
implemented a decoy purchase option. Var. 3 used reciprocity,
where the user is asked to value her security. The user can
select a price she wants to pay for the product out of three
offers.

Fig. 1. The control variant.

Var. 0 (Original) Two options: free downgrade to the basic
version, or purchase of 1-year premium license (C9.99).

Var. 1 (Decoy1) Three options: free basic version, 3-month
license (C4.99) (decoy) and 1-year license (C9.99).

Var. 2 (Decoy2) Three options: free basic version, 1-year
license (C9.99) (decoy) and 2-year license (C14.99).

Var. 3 (Reciprocity) Four options: free basic version, and all
1-year licence: C6.99, C9.99, or C12.99.

Apart from information about participants behavior towards
one of randomly assigned proposed variant, we also collected

1At this stage, it is possible that participants could have uninstalled the
basic version, though we were unable to confirm this.
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Abstract—We investigated whether we could nudge users to
purchase a premium version of mobile security software after
using a trial version for 2-3 months. Our three interface designs
used two persuasion methods: two decoy interfaces that attempted
to nudge users to purchasing longer duration licenses, and
one interface that used reciprocity in order to determine the
value that people associated with the security software. We had
approximately 60,000 participants for our study who completed a
questionnaire, and again we had approximately 60,000 who were
exposed to proposed variants. There were 12,000 participants
who intersected both data samples, from which we also analyzed
purchase decision patterns across our wide participant range,
including users of English, German, Slovak, and Czech language
versions. Our results indicate that factors such as gender, age,
home country, and attitudes towards privacy and data sensitivity
each had a significant impact on whether or not a premium
license was purchased.

I. INTRODUCTION

Malicious software (malware) is a persistent problem on
computing devices, leading to many security problems – such
as denial of service, compromised passwords, and email spam
– for which there are several mitigation approaches [6]. The
impact of malware is of particular concern, especially since
80% of users use their devices to make financial transactions
(electronic payments, online purchases, etc.), and 92% of users
store private information on their devices (with 30% storing
passwords and other login credentials) [11]. In this paper we
focus on approaches that encourage users to purchase security
software on their smart devices, thereby building upon the
influence of response cost for the use of security software [4].

While research indicates that at least 75% of users recognize
that their desktop computers and smartphones could use
additional security software [10], user motivation to use security
software is low, which is partly driven by the belief that such
software can be costly and hinder device performance [16].
Further, when such software is used, users are challenged with
its effective management (installation, use, updates) [6].

Encouraging the use of security protections, such as antivirus
software, can be tricky, especially if users do not feel that
viruses are directed specifically at them, such as with some
denial of service attacks [1]. The problems stemming from
malware and limited protection adherence are significant. Some
have suggested more forceful deployment of security software,
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such as charging users for the right to manage their software,
whereby users who don’t pay would be subjected to mandatory,
automatic system updates [3].

We investigate several factors that could cause users to
purchase a security system (including antivirus protection)
for their mobile devices. We collaborated with an IT security
software provider ESET for access to study participants, and for
the use of their existing mobile security system (MSS) software.
We used a mixed-method approach from April to December
2015 consisting of a 2-3 month trial with a premium version
of the MSS software (include a questionnaire), after which
we ran a between-subjects study with four design conditions
where we asked participants to either purchase the premium
version, or to continue with reduced, basic MSS version. Our
designs focused on two methods of nudging: decoy purchase
options, and reciprocity. We chose to compare a premium
MSS version, which offered more security features such as
application audit, to a basic version with limited functionality
due to challenges noted by others with regard to the user
management of security software [6]. Our results include the
purchase rates across the four design conditions, as well as
the questionnaire results across a wide breadth of participants
using English, German, Slovak and Czech language versions
of the MSS. Overall we had approximately 60,000 participants
across our four conditions, 12,000 of whom also completed
our questionnaire.

In the following section, we describe the related work in
the area of user security behavior and persuasion. The next
section specifies the experiment design. Section IV reviews
the most significant results and observations, followed by the
overall conclusion.

II. RELATED WORK

Efforts to increase secure user behavior have for the most
part focused on responses to security warnings (e.g., [18]), and
we review some of this work below in relation to our designs.
There has been some work in determining factors related to
improving secure behavior [4], though little in terms of interface
design improvements, especially for malware protection.

Associating a value with security protections has often
been performed for privacy protection, with results showing
that users are willing to pay for privacy-enhanced web
solutions [13] and smartphone apps [7]. For malware pro-
tection, Kaspersky [10] investigated factors influencing the
purchase of antivirus software, noting increase purchase rates
in North America, though this study did not evaluate different
purchase interfaces and did not consider smart devices, such
as smartphones or tablets. Overall, antivirus software purchase
rates were low, with only 13% of desktop users purchasing a
full license after a trial period. In terms of device security, 51%
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of customers perceived a desktop computer to be “extremely
unsafe” and requiring additional security software, whereas
only 28% thought the same about smartphones. Kaspersky
reports [11], [12] agree on differences in tablet and smartphone
user security behavior. Tablet users protect their devices using
special security software more often that the smartphone ones.

Our recent work [14] evaluated two purchase screen designs:
one focusing on a simple text description focused on security
and thus building upon the influence of perceived severity
if not purchased [4], and the other supporting a purchase
postponement with an “Ask me later” option. The simple
description used the notion that the text structure greatly
influences its readability and adherence [17]. The experiment
ran in early 2015 with over 14,000 participants. The text change
increased the number of license purchases from 1.96% to 3.18%
(66% increase) in the first phase of our experiment, while
the “Ask later” button increased from 1.96% to 2.65% (25%
increase) in the same period.

A persuasive approach can be used to motivate users to make
a preferred choice. Persuasion (or nudging) to improve user’s
security choices was used by J. Turland et al. [15] to improve
user selection of WiFi access points. R. Cialdini [5] introduced
six basic principles of persuasion including reciprocity, which
can be implemented as a form of “Name your price” option for
purchase decisions [8]. We use reciprocity in our designs, and
to our knowledge, it has not previously been used to encourage
security software purchases.

The decoy effect is another persuasive approach in which
a decoy option is used to encourage the selection of another
(non decoy) option by a user, so that the decoy can have the
effect of causing an original option to appear more favorable.
D. Ariely [2] describes an experiment to illustrate the decoy
effect using newspaper subscription offers. The first option is
to buy the online newspaper subscription for $59. The second
option offers the subscription of a printed version for $125.
The third offer is to buy both printed and online subscription
for $125. While the second offer ($125 for printed version)
naı̈vely seems pointless (it is unfavorable for the customer),
it has an impact on the user decision. As a decoy, it nudges
customers to select the third option. When respondents were
choosing only between the first and third offer, 68% picked the
first. After the introduction of the decoy option, more than 80%
chose the third option. Adding the decoy option significantly
changed the user’s decision strategy. We are not aware of a
decoy used to encourage security software purchases.

III. EXPERIMENT DESIGN

Our main experiment ran from April to December 2015 and
included participants who installed English, German, Czech
or Slovak versions of the mobile security system (MSS). Our
experiment was undertaken in accordance with experimental
and ethical regulations of our university. People who filled out
a questionnaire participated with informed consent.

EXPERIMENT FLOW. We used a convenience sample of
participants who downloaded and installed the (free) trial
version of the company MSS on their mobile device. At the
end of the installation process, participants were invited to

complete a survey questionnaire, and were further rewarded
with a 1-month trial extension (3 months instead of 2) for
completing the survey. At the end of the trial period, each
participant was asked to purchase a license for the premium
MSS software as part of our user study, or “downgrade” to
the basic version1.

QUESTIONNAIRE. The survey consisted of 10 questions
that covered basic demographic features (age, gender, achieved
education) and questions about attitudes toward privacy, smart-
phone safeness, price, user self-evaluation (Likert scale 1–6) as
well as questions about smartphone use (e.g., storing passwords,
accessing business data, internet banking). The questionnaire
is in the Appendix section.

EXPERIMENT VARIANTS. We considered three new screen
proposals and the original, control variant from our partner
(see Figure 1). Each of the proposed variants differed from
the original by their purchase options: Var. 1 and Var. 2
implemented a decoy purchase option. Var. 3 used reciprocity,
where the user is asked to value her security. The user can
select a price she wants to pay for the product out of three
offers.

Fig. 1. The control variant.

Var. 0 (Original) Two options: free downgrade to the basic
version, or purchase of 1-year premium license (C9.99).

Var. 1 (Decoy1) Three options: free basic version, 3-month
license (C4.99) (decoy) and 1-year license (C9.99).

Var. 2 (Decoy2) Three options: free basic version, 1-year
license (C9.99) (decoy) and 2-year license (C14.99).

Var. 3 (Reciprocity) Four options: free basic version, and all
1-year licence: C6.99, C9.99, or C12.99.

Apart from information about participants behavior towards
one of randomly assigned proposed variant, we also collected

1At this stage, it is possible that participants could have uninstalled the
basic version, though we were unable to confirm this.

Factors Influencing the Purchase of Security
Software for Mobile Devices – Case Study

Vlasta Stavova 1, Vashek Matyas 1, Mike Just 2, Martin Ukrop 1 ∗

Abstract—We investigated whether we could nudge users to
purchase a premium version of mobile security software after
using a trial version for 2-3 months. Our three interface designs
used two persuasion methods: two decoy interfaces that attempted
to nudge users to purchasing longer duration licenses, and
one interface that used reciprocity in order to determine the
value that people associated with the security software. We had
approximately 60,000 participants for our study who completed a
questionnaire, and again we had approximately 60,000 who were
exposed to proposed variants. There were 12,000 participants
who intersected both data samples, from which we also analyzed
purchase decision patterns across our wide participant range,
including users of English, German, Slovak, and Czech language
versions. Our results indicate that factors such as gender, age,
home country, and attitudes towards privacy and data sensitivity
each had a significant impact on whether or not a premium
license was purchased.

I. INTRODUCTION

Malicious software (malware) is a persistent problem on
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– for which there are several mitigation approaches [6]. The
impact of malware is of particular concern, especially since
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passwords and other login credentials) [11]. In this paper we
focus on approaches that encourage users to purchase security
software on their smart devices, thereby building upon the
influence of response cost for the use of security software [4].

While research indicates that at least 75% of users recognize
that their desktop computers and smartphones could use
additional security software [10], user motivation to use security
software is low, which is partly driven by the belief that such
software can be costly and hinder device performance [16].
Further, when such software is used, users are challenged with
its effective management (installation, use, updates) [6].

Encouraging the use of security protections, such as antivirus
software, can be tricky, especially if users do not feel that
viruses are directed specifically at them, such as with some
denial of service attacks [1]. The problems stemming from
malware and limited protection adherence are significant. Some
have suggested more forceful deployment of security software,
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such as charging users for the right to manage their software,
whereby users who don’t pay would be subjected to mandatory,
automatic system updates [3].

We investigate several factors that could cause users to
purchase a security system (including antivirus protection)
for their mobile devices. We collaborated with an IT security
software provider ESET for access to study participants, and for
the use of their existing mobile security system (MSS) software.
We used a mixed-method approach from April to December
2015 consisting of a 2-3 month trial with a premium version
of the MSS software (include a questionnaire), after which
we ran a between-subjects study with four design conditions
where we asked participants to either purchase the premium
version, or to continue with reduced, basic MSS version. Our
designs focused on two methods of nudging: decoy purchase
options, and reciprocity. We chose to compare a premium
MSS version, which offered more security features such as
application audit, to a basic version with limited functionality
due to challenges noted by others with regard to the user
management of security software [6]. Our results include the
purchase rates across the four design conditions, as well as
the questionnaire results across a wide breadth of participants
using English, German, Slovak and Czech language versions
of the MSS. Overall we had approximately 60,000 participants
across our four conditions, 12,000 of whom also completed
our questionnaire.

In the following section, we describe the related work in
the area of user security behavior and persuasion. The next
section specifies the experiment design. Section IV reviews
the most significant results and observations, followed by the
overall conclusion.

II. RELATED WORK

Efforts to increase secure user behavior have for the most
part focused on responses to security warnings (e.g., [18]), and
we review some of this work below in relation to our designs.
There has been some work in determining factors related to
improving secure behavior [4], though little in terms of interface
design improvements, especially for malware protection.

Associating a value with security protections has often
been performed for privacy protection, with results showing
that users are willing to pay for privacy-enhanced web
solutions [13] and smartphone apps [7]. For malware pro-
tection, Kaspersky [10] investigated factors influencing the
purchase of antivirus software, noting increase purchase rates
in North America, though this study did not evaluate different
purchase interfaces and did not consider smart devices, such
as smartphones or tablets. Overall, antivirus software purchase
rates were low, with only 13% of desktop users purchasing a
full license after a trial period. In terms of device security, 51%
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of customers perceived a desktop computer to be “extremely
unsafe” and requiring additional security software, whereas
only 28% thought the same about smartphones. Kaspersky
reports [11], [12] agree on differences in tablet and smartphone
user security behavior. Tablet users protect their devices using
special security software more often that the smartphone ones.

Our recent work [14] evaluated two purchase screen designs:
one focusing on a simple text description focused on security
and thus building upon the influence of perceived severity
if not purchased [4], and the other supporting a purchase
postponement with an “Ask me later” option. The simple
description used the notion that the text structure greatly
influences its readability and adherence [17]. The experiment
ran in early 2015 with over 14,000 participants. The text change
increased the number of license purchases from 1.96% to 3.18%
(66% increase) in the first phase of our experiment, while
the “Ask later” button increased from 1.96% to 2.65% (25%
increase) in the same period.

A persuasive approach can be used to motivate users to make
a preferred choice. Persuasion (or nudging) to improve user’s
security choices was used by J. Turland et al. [15] to improve
user selection of WiFi access points. R. Cialdini [5] introduced
six basic principles of persuasion including reciprocity, which
can be implemented as a form of “Name your price” option for
purchase decisions [8]. We use reciprocity in our designs, and
to our knowledge, it has not previously been used to encourage
security software purchases.

The decoy effect is another persuasive approach in which
a decoy option is used to encourage the selection of another
(non decoy) option by a user, so that the decoy can have the
effect of causing an original option to appear more favorable.
D. Ariely [2] describes an experiment to illustrate the decoy
effect using newspaper subscription offers. The first option is
to buy the online newspaper subscription for $59. The second
option offers the subscription of a printed version for $125.
The third offer is to buy both printed and online subscription
for $125. While the second offer ($125 for printed version)
naı̈vely seems pointless (it is unfavorable for the customer),
it has an impact on the user decision. As a decoy, it nudges
customers to select the third option. When respondents were
choosing only between the first and third offer, 68% picked the
first. After the introduction of the decoy option, more than 80%
chose the third option. Adding the decoy option significantly
changed the user’s decision strategy. We are not aware of a
decoy used to encourage security software purchases.

III. EXPERIMENT DESIGN

Our main experiment ran from April to December 2015 and
included participants who installed English, German, Czech
or Slovak versions of the mobile security system (MSS). Our
experiment was undertaken in accordance with experimental
and ethical regulations of our university. People who filled out
a questionnaire participated with informed consent.

EXPERIMENT FLOW. We used a convenience sample of
participants who downloaded and installed the (free) trial
version of the company MSS on their mobile device. At the
end of the installation process, participants were invited to

complete a survey questionnaire, and were further rewarded
with a 1-month trial extension (3 months instead of 2) for
completing the survey. At the end of the trial period, each
participant was asked to purchase a license for the premium
MSS software as part of our user study, or “downgrade” to
the basic version1.

QUESTIONNAIRE. The survey consisted of 10 questions
that covered basic demographic features (age, gender, achieved
education) and questions about attitudes toward privacy, smart-
phone safeness, price, user self-evaluation (Likert scale 1–6) as
well as questions about smartphone use (e.g., storing passwords,
accessing business data, internet banking). The questionnaire
is in the Appendix section.

EXPERIMENT VARIANTS. We considered three new screen
proposals and the original, control variant from our partner
(see Figure 1). Each of the proposed variants differed from
the original by their purchase options: Var. 1 and Var. 2
implemented a decoy purchase option. Var. 3 used reciprocity,
where the user is asked to value her security. The user can
select a price she wants to pay for the product out of three
offers.

Fig. 1. The control variant.

Var. 0 (Original) Two options: free downgrade to the basic
version, or purchase of 1-year premium license (C9.99).

Var. 1 (Decoy1) Three options: free basic version, 3-month
license (C4.99) (decoy) and 1-year license (C9.99).

Var. 2 (Decoy2) Three options: free basic version, 1-year
license (C9.99) (decoy) and 2-year license (C14.99).

Var. 3 (Reciprocity) Four options: free basic version, and all
1-year licence: C6.99, C9.99, or C12.99.

Apart from information about participants behavior towards
one of randomly assigned proposed variant, we also collected

1At this stage, it is possible that participants could have uninstalled the
basic version, though we were unable to confirm this.
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system data (such as country, manufacturer, device type,
resolution) about each participant in this phase. These attributes
were collected automatically by company systems.

IV. RESULTS AND OBSERVATIONS

More than 60,000 users completed our survey questionnaire,
and a similar number participated in our user study and were
exposed to the proposed variants, with an overlap of 12,000
participants who performed both.

TABLE I
VARIANTS AND PREMIUM LICENSE PURCHASE RATE.

Variant Downgraded Bought license

Var. 0: Original 97.692% 2.308%

Var. 1: 3 moths + 1 year 97.464% 2.536%

Var. 2: 1 year + 2 years 97.453% 2.547%

Var. 3: 1 price 97.494% 2.507%

A. Influence of variants on purchasing a license

Our initial hypothesis was that persuasive principles used
in screen design can influence user security decisions. We
analyzed the final decision (a purchased license or downgraded)
of over 60,000 study participants (see Table I). To distinguish
significant differences in number of purchases, we used χ2 test
[9] at the significance level of α = 0.05. While each proposed
variant had a slightly higher conversion rate than Var. 0, the
increase was not statistically significant (χ2 = 2.202, p = 0.53,
df = 3).

We further investigated the influence of the decoy effect on
a number of 1-year license purchases.
Var. 0: 354 of 15,339 purchased 1-year: 2.308%.
Var. 1: 347 of 15,161 purchased 1-year: 2.289%.
Var. 2: 261 of 15,076 purchased 1-year: 1.731%.
The difference in a number of sold 1-year licenses in Var. 0 and
Var. 1 is not significant (χ2 = 0.065, p = 0.8, df = 1), which
was contrary to our expectation since the 3-month license in
Var. 1 was supposed to serve as a decoy that pushed participants
to the 1-year license duration. We can also observe a significant
drop between Var. 0 and Var. 2 (χ2 = 10.526, p = 0.001,
df = 1) for the 1-year license (which was a decoy in Var. 2).
We can observe a very small, insignificant improvement in the
case when a 1-year license was accompanied by a 3-month
decoy option, but 1-year license purchases went significantly
worse with the 1-year license as a decoy. Based on these
results, we conclude that in our case the decoy only nudges
users towards the required option, but it also nudges them
away from the decoy option. The difference between Var. 1
and Var. 2 (1-year license being non decoy versus decoy) is
also significant (χ2 = 11.456, p = 0.001, df = 1).

1) Comparison between longest durations (non decoy op-
tions): We also investigated influence of nudging towards the
longer duration licenses (the non decoy option) in Variants.
Var. 0: 345 of 15,339 purchased 1-year (only option): 2.249%.
Var. 1: 347 of 15,161 purchased 1-year (non decoy): 2.289%.

Var. 2: 111 of 15,076 purchased 2-year (non decoy): 0.736%.
When comparing the longest duration license options (the
1-year licenses for Var. 0 and Var. 1 are shown above) the
2-year duration in Var. 2 was purchased by 111 out of 15,076
participants (0.736%), a significant drop from Var. 0 (χ2 =
117.842, p = 0, df = 1) and Var. 1 (χ2 = 122.135, p = 0,
df = 1). We have observed a significant decrease comparing
purchases of longest licenses in Var. 0 and Var. 2 (χ2 =
117.842, p = 0, df = 1) and a very similar observation when
comparing Var. 1 and Var. 2 (χ2 = 122.135, p = 0, df =
1). Based on this results, we can’t confirm an influence of
decoy option towards the longest duration (non decoy option).
Somewhat surprisingly, the most “economical” choice in terms
of cost per license duration is the 2-year license option from
Var. 2, though it was 2nd lowest (lowest was the 3-month
option of Var. 1) in terms of license purchase. Thus, a 2-year
license may be a too long commitment for an ordinary user.

For Var. 3, there was a surprising variety, with 33% choosing
the lowest price, 54% the middle (standard) price, and 10%
the highest price. 3% purchased in other way (e.g., Google
Play).

B. Questionnaire and system data analysis

For the following analysis, we took participants who both
filled a questionnaire and were exposed to the tested screens
(12,263 participants in total after performing data cleaning). We
point out several aspects that may influence user’s likelihood to
purchase a license. These aspects are then statistically evaluated
using the χ2 test and variable correlation.

1) Gender: Men comprised the majority of our participants
(69%). As far as differences in gender are concerned, the ratio
of males purchasing the premium license (4.7%) is significantly
higher than for women (3.6%) (χ2 = 7.624, p = 0.005, df =
1). Women’s conversion rate was significantly higher in Var. 1
(3 months + 1 year) (χ2 = 5.565, p = 0.018, df = 1) over the
zero variant. No significant preference for any of the variants
was observed for men.

2) Age: We had 17.7% participants younger than 21 years,
34.2% participants were between 21 and 30 years, 19.6%
between 31 and 40, 13.3% between 41 to 50 and 15.2%
above 50. On the sample of 12,263 participants, we found a
statistically significant correlation between age and purchasing
a premium license (r = 0.183, p = 0.000, n = 12, 263). The
older a user is, the more likely she is to buy a premium license.

3) Education: To avoid misunderstanding between the
education systems of all covered countries, our questionnaire
offered only three options of achieved education level: primary,
secondary and university. We used a sample of 12,263 partici-
pants, only 6.3% participants selected the primary education.
Our further investigation found out that these were mostly
young people in the process of their secondary education. 40.9%
participants achieved the secondary education, and 52.8% the
university level. We conducted a χ2 test to detect significant
differences in a level of education among people who purchased
a license. The conversion rate is significantly lower for the
participants with only primary education (2.3%), compared to
secondary school and university participants with respective

conversion rates of 4.2% (χ2 = 6.317, p = 0.011, df = 1) and
4.7% (χ2 = 9.053, p = 0.002, df = 1).

4) Tablet/smartphone differences: For the analysis below, we
use either device system data (data collected from participants
exposed to the proposed screens) with the full sample of 60,000
study participants, or the questionnaire responses (also 60,000)
related to study participants with more than 12,000 overlap
responses. The majority of participants were smartphone users
(88%), the others used tablets (12%), based on the collected
device system data. 2.9% tablet users purchased the premium
license, which was significantly more than the 2.4% smartphone
users (χ2 = 5.363, p = 0.021, df = 1). This confirms
results from Kaspersky [11], [12] reports, who also observed
a difference in security software purchases among tablet and
smartphone users.

5) Purchase differences: We found several correlations with
premium license purchase:

• Those participants who purchased a premium license
consider the devices to be less secure against online
attacks (r = 0.049, p = 0.000, n = 12, 263) based on the
questionnaire data, confirming the importance of security
for the purchase decision.

• In terms of data privacy, we found the following. Par-
ticipants who bought the premium license have more
private data in their devices (r = −0.032, p = 0.000,
n = 12, 263), and are also more sensitive about their
privacy (r = −0.030, p = 0.001, n = 12, 263), both
based on questionnaire data.

• The longer the duration of device ownership is, the fewer
the participants who buy a premium license (r = −0.024,
p = 0.009, n = 12, 263).

• Those who did not buy a premium license, consider the
price of C9.99 too high for the mobile security solution
(r = 0.084, p = 0.000, n = 12, 263), indicating that the
magnitude of the purchase cost had an impact on the
decision to not purchase the premium version.

• Participants who buy premium license consider smart-
phones to be a less secure device than those who did not
buy the license (r = 0.049, p = 0.000, n = 12, 263).

• There is no significant difference in self-evaluation be-
tween the people who decided to purchase a license and
those who do not (t = −0.153, p = 0.878, df = 12, 261).

6) User activity: There is a correlation between activities
a user performs on a device and the willingness of buying
a license (r = 0.037, p = 0.000, n = 12, 263). As far as
particular activities are concerned, there is always a statistically
significant correlation between people who use a device for
online activities (e.g., web browsing, email, Internet banking)
and purchasing a license. The only activity that shows no
statistically significant correlation with license purchase is,
surprisingly, the use of the device for storing passwords (r =
0.009, p = 0.309, n = 12, 263).

7) Country: Finally, we had 31.2% participants from the
USA, 20.2% from Slovakia, 18.9% from Great Britain, 8.3%
from the Czech Republic and 8% from Germany, covering
more than 86% of our study participants. Since the information
about country and purchases was involved in the system data,
the data sample covers 60,000 participants. Slovakia and the

TABLE II
OVERVIEW OF FACTORS WITH INFLUENCE ON ANTIVIRUS PURCHASE.

Factors Significant influence on
purchases

Use of decoy option No

Reciprocity No

Gender Yes

Age Yes

Country Yes

Security perception Yes

Security self-evaluation No

Privacy sensitivity Yes

Private data on device Yes

Password stored on device No

Online activities Yes

Czech Republic had very similar conversion rates (3.0% and
3.1%, respectively). The USA and Great Britain also showed
similarities in conversion rates (2.3% and 2.5%, respectively). A
significantly higher conversion rate was observed for Germany
(about 12.1%). We conducted ANOVA with the Bonferroni
Post Hoc Multiple Analysis [9] which pointed out that our
sample in Germany showed a significantly higher age than
samples in other countries (F = 14.001, p = 0.000, df = 4).
Germans from our study also considered smartphones as the
least safe device (F = 157.7, p = 0.000, df = 4) (comparing
with other countries). They also use smartphones less than in
other countries (F = 81.995, p = 0.000, df = 4). No other
significant difference (based on gender, education or privacy
sensitivity) was observed. All these aspects may play a role in
the decision whether to purchase a license or not. See Table II
for an overview.

C. Study limitations

Our study concerned various approaches of nudging users
to obtain an antivirus premium license. We included 60,000
product users into the study, so the sample size is more than
sufficiently large, but we also see some limitations of our study.

Our study focused on design changes in final screen. Changes
may seem too subtle and also no other antivirus features that
may have an influence on purchasing a license such as overall
satisfaction with the product were discussed.

Our measure of security software purchases is not necessarily
indicative of secure user behavior. For example, participants
who did not purchase the software may have chosen to use an
alternative antivirus solution. In addition, there are other ways
to define security behavior, other than their use of security
software that we did not consider, e.g., web surfing behavior.

The questionnaire was distributed in English, German, Czech
and Slovak language only. Respondents were recruited only
from people using one of these antivirus language version that
may cause a bias. We used a 1-month free antivirus use as a
motivation to fill out the questionnaire, but we made a careful
data cleaning to avoid meaningless and too quick responses.
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conversion rates of 4.2% (χ2 = 6.317, p = 0.011, df = 1) and
4.7% (χ2 = 9.053, p = 0.002, df = 1).

4) Tablet/smartphone differences: For the analysis below, we
use either device system data (data collected from participants
exposed to the proposed screens) with the full sample of 60,000
study participants, or the questionnaire responses (also 60,000)
related to study participants with more than 12,000 overlap
responses. The majority of participants were smartphone users
(88%), the others used tablets (12%), based on the collected
device system data. 2.9% tablet users purchased the premium
license, which was significantly more than the 2.4% smartphone
users (χ2 = 5.363, p = 0.021, df = 1). This confirms
results from Kaspersky [11], [12] reports, who also observed
a difference in security software purchases among tablet and
smartphone users.

5) Purchase differences: We found several correlations with
premium license purchase:

• Those participants who purchased a premium license
consider the devices to be less secure against online
attacks (r = 0.049, p = 0.000, n = 12, 263) based on the
questionnaire data, confirming the importance of security
for the purchase decision.

• In terms of data privacy, we found the following. Par-
ticipants who bought the premium license have more
private data in their devices (r = −0.032, p = 0.000,
n = 12, 263), and are also more sensitive about their
privacy (r = −0.030, p = 0.001, n = 12, 263), both
based on questionnaire data.

• The longer the duration of device ownership is, the fewer
the participants who buy a premium license (r = −0.024,
p = 0.009, n = 12, 263).

• Those who did not buy a premium license, consider the
price of C9.99 too high for the mobile security solution
(r = 0.084, p = 0.000, n = 12, 263), indicating that the
magnitude of the purchase cost had an impact on the
decision to not purchase the premium version.

• Participants who buy premium license consider smart-
phones to be a less secure device than those who did not
buy the license (r = 0.049, p = 0.000, n = 12, 263).

• There is no significant difference in self-evaluation be-
tween the people who decided to purchase a license and
those who do not (t = −0.153, p = 0.878, df = 12, 261).

6) User activity: There is a correlation between activities
a user performs on a device and the willingness of buying
a license (r = 0.037, p = 0.000, n = 12, 263). As far as
particular activities are concerned, there is always a statistically
significant correlation between people who use a device for
online activities (e.g., web browsing, email, Internet banking)
and purchasing a license. The only activity that shows no
statistically significant correlation with license purchase is,
surprisingly, the use of the device for storing passwords (r =
0.009, p = 0.309, n = 12, 263).

7) Country: Finally, we had 31.2% participants from the
USA, 20.2% from Slovakia, 18.9% from Great Britain, 8.3%
from the Czech Republic and 8% from Germany, covering
more than 86% of our study participants. Since the information
about country and purchases was involved in the system data,
the data sample covers 60,000 participants. Slovakia and the

TABLE II
OVERVIEW OF FACTORS WITH INFLUENCE ON ANTIVIRUS PURCHASE.

Factors Significant influence on
purchases

Use of decoy option No

Reciprocity No

Gender Yes

Age Yes

Country Yes

Security perception Yes

Security self-evaluation No

Privacy sensitivity Yes

Private data on device Yes

Password stored on device No

Online activities Yes

Czech Republic had very similar conversion rates (3.0% and
3.1%, respectively). The USA and Great Britain also showed
similarities in conversion rates (2.3% and 2.5%, respectively). A
significantly higher conversion rate was observed for Germany
(about 12.1%). We conducted ANOVA with the Bonferroni
Post Hoc Multiple Analysis [9] which pointed out that our
sample in Germany showed a significantly higher age than
samples in other countries (F = 14.001, p = 0.000, df = 4).
Germans from our study also considered smartphones as the
least safe device (F = 157.7, p = 0.000, df = 4) (comparing
with other countries). They also use smartphones less than in
other countries (F = 81.995, p = 0.000, df = 4). No other
significant difference (based on gender, education or privacy
sensitivity) was observed. All these aspects may play a role in
the decision whether to purchase a license or not. See Table II
for an overview.

C. Study limitations

Our study concerned various approaches of nudging users
to obtain an antivirus premium license. We included 60,000
product users into the study, so the sample size is more than
sufficiently large, but we also see some limitations of our study.

Our study focused on design changes in final screen. Changes
may seem too subtle and also no other antivirus features that
may have an influence on purchasing a license such as overall
satisfaction with the product were discussed.

Our measure of security software purchases is not necessarily
indicative of secure user behavior. For example, participants
who did not purchase the software may have chosen to use an
alternative antivirus solution. In addition, there are other ways
to define security behavior, other than their use of security
software that we did not consider, e.g., web surfing behavior.

The questionnaire was distributed in English, German, Czech
and Slovak language only. Respondents were recruited only
from people using one of these antivirus language version that
may cause a bias. We used a 1-month free antivirus use as a
motivation to fill out the questionnaire, but we made a careful
data cleaning to avoid meaningless and too quick responses.

system data (such as country, manufacturer, device type,
resolution) about each participant in this phase. These attributes
were collected automatically by company systems.

IV. RESULTS AND OBSERVATIONS

More than 60,000 users completed our survey questionnaire,
and a similar number participated in our user study and were
exposed to the proposed variants, with an overlap of 12,000
participants who performed both.

TABLE I
VARIANTS AND PREMIUM LICENSE PURCHASE RATE.

Variant Downgraded Bought license

Var. 0: Original 97.692% 2.308%

Var. 1: 3 moths + 1 year 97.464% 2.536%

Var. 2: 1 year + 2 years 97.453% 2.547%

Var. 3: 1 price 97.494% 2.507%

A. Influence of variants on purchasing a license

Our initial hypothesis was that persuasive principles used
in screen design can influence user security decisions. We
analyzed the final decision (a purchased license or downgraded)
of over 60,000 study participants (see Table I). To distinguish
significant differences in number of purchases, we used χ2 test
[9] at the significance level of α = 0.05. While each proposed
variant had a slightly higher conversion rate than Var. 0, the
increase was not statistically significant (χ2 = 2.202, p = 0.53,
df = 3).

We further investigated the influence of the decoy effect on
a number of 1-year license purchases.
Var. 0: 354 of 15,339 purchased 1-year: 2.308%.
Var. 1: 347 of 15,161 purchased 1-year: 2.289%.
Var. 2: 261 of 15,076 purchased 1-year: 1.731%.
The difference in a number of sold 1-year licenses in Var. 0 and
Var. 1 is not significant (χ2 = 0.065, p = 0.8, df = 1), which
was contrary to our expectation since the 3-month license in
Var. 1 was supposed to serve as a decoy that pushed participants
to the 1-year license duration. We can also observe a significant
drop between Var. 0 and Var. 2 (χ2 = 10.526, p = 0.001,
df = 1) for the 1-year license (which was a decoy in Var. 2).
We can observe a very small, insignificant improvement in the
case when a 1-year license was accompanied by a 3-month
decoy option, but 1-year license purchases went significantly
worse with the 1-year license as a decoy. Based on these
results, we conclude that in our case the decoy only nudges
users towards the required option, but it also nudges them
away from the decoy option. The difference between Var. 1
and Var. 2 (1-year license being non decoy versus decoy) is
also significant (χ2 = 11.456, p = 0.001, df = 1).

1) Comparison between longest durations (non decoy op-
tions): We also investigated influence of nudging towards the
longer duration licenses (the non decoy option) in Variants.
Var. 0: 345 of 15,339 purchased 1-year (only option): 2.249%.
Var. 1: 347 of 15,161 purchased 1-year (non decoy): 2.289%.

Var. 2: 111 of 15,076 purchased 2-year (non decoy): 0.736%.
When comparing the longest duration license options (the
1-year licenses for Var. 0 and Var. 1 are shown above) the
2-year duration in Var. 2 was purchased by 111 out of 15,076
participants (0.736%), a significant drop from Var. 0 (χ2 =
117.842, p = 0, df = 1) and Var. 1 (χ2 = 122.135, p = 0,
df = 1). We have observed a significant decrease comparing
purchases of longest licenses in Var. 0 and Var. 2 (χ2 =
117.842, p = 0, df = 1) and a very similar observation when
comparing Var. 1 and Var. 2 (χ2 = 122.135, p = 0, df =
1). Based on this results, we can’t confirm an influence of
decoy option towards the longest duration (non decoy option).
Somewhat surprisingly, the most “economical” choice in terms
of cost per license duration is the 2-year license option from
Var. 2, though it was 2nd lowest (lowest was the 3-month
option of Var. 1) in terms of license purchase. Thus, a 2-year
license may be a too long commitment for an ordinary user.

For Var. 3, there was a surprising variety, with 33% choosing
the lowest price, 54% the middle (standard) price, and 10%
the highest price. 3% purchased in other way (e.g., Google
Play).

B. Questionnaire and system data analysis

For the following analysis, we took participants who both
filled a questionnaire and were exposed to the tested screens
(12,263 participants in total after performing data cleaning). We
point out several aspects that may influence user’s likelihood to
purchase a license. These aspects are then statistically evaluated
using the χ2 test and variable correlation.

1) Gender: Men comprised the majority of our participants
(69%). As far as differences in gender are concerned, the ratio
of males purchasing the premium license (4.7%) is significantly
higher than for women (3.6%) (χ2 = 7.624, p = 0.005, df =
1). Women’s conversion rate was significantly higher in Var. 1
(3 months + 1 year) (χ2 = 5.565, p = 0.018, df = 1) over the
zero variant. No significant preference for any of the variants
was observed for men.

2) Age: We had 17.7% participants younger than 21 years,
34.2% participants were between 21 and 30 years, 19.6%
between 31 and 40, 13.3% between 41 to 50 and 15.2%
above 50. On the sample of 12,263 participants, we found a
statistically significant correlation between age and purchasing
a premium license (r = 0.183, p = 0.000, n = 12, 263). The
older a user is, the more likely she is to buy a premium license.

3) Education: To avoid misunderstanding between the
education systems of all covered countries, our questionnaire
offered only three options of achieved education level: primary,
secondary and university. We used a sample of 12,263 partici-
pants, only 6.3% participants selected the primary education.
Our further investigation found out that these were mostly
young people in the process of their secondary education. 40.9%
participants achieved the secondary education, and 52.8% the
university level. We conducted a χ2 test to detect significant
differences in a level of education among people who purchased
a license. The conversion rate is significantly lower for the
participants with only primary education (2.3%), compared to
secondary school and university participants with respective

conversion rates of 4.2% (χ2 = 6.317, p = 0.011, df = 1) and
4.7% (χ2 = 9.053, p = 0.002, df = 1).

4) Tablet/smartphone differences: For the analysis below, we
use either device system data (data collected from participants
exposed to the proposed screens) with the full sample of 60,000
study participants, or the questionnaire responses (also 60,000)
related to study participants with more than 12,000 overlap
responses. The majority of participants were smartphone users
(88%), the others used tablets (12%), based on the collected
device system data. 2.9% tablet users purchased the premium
license, which was significantly more than the 2.4% smartphone
users (χ2 = 5.363, p = 0.021, df = 1). This confirms
results from Kaspersky [11], [12] reports, who also observed
a difference in security software purchases among tablet and
smartphone users.

5) Purchase differences: We found several correlations with
premium license purchase:

• Those participants who purchased a premium license
consider the devices to be less secure against online
attacks (r = 0.049, p = 0.000, n = 12, 263) based on the
questionnaire data, confirming the importance of security
for the purchase decision.

• In terms of data privacy, we found the following. Par-
ticipants who bought the premium license have more
private data in their devices (r = −0.032, p = 0.000,
n = 12, 263), and are also more sensitive about their
privacy (r = −0.030, p = 0.001, n = 12, 263), both
based on questionnaire data.

• The longer the duration of device ownership is, the fewer
the participants who buy a premium license (r = −0.024,
p = 0.009, n = 12, 263).

• Those who did not buy a premium license, consider the
price of C9.99 too high for the mobile security solution
(r = 0.084, p = 0.000, n = 12, 263), indicating that the
magnitude of the purchase cost had an impact on the
decision to not purchase the premium version.

• Participants who buy premium license consider smart-
phones to be a less secure device than those who did not
buy the license (r = 0.049, p = 0.000, n = 12, 263).

• There is no significant difference in self-evaluation be-
tween the people who decided to purchase a license and
those who do not (t = −0.153, p = 0.878, df = 12, 261).

6) User activity: There is a correlation between activities
a user performs on a device and the willingness of buying
a license (r = 0.037, p = 0.000, n = 12, 263). As far as
particular activities are concerned, there is always a statistically
significant correlation between people who use a device for
online activities (e.g., web browsing, email, Internet banking)
and purchasing a license. The only activity that shows no
statistically significant correlation with license purchase is,
surprisingly, the use of the device for storing passwords (r =
0.009, p = 0.309, n = 12, 263).

7) Country: Finally, we had 31.2% participants from the
USA, 20.2% from Slovakia, 18.9% from Great Britain, 8.3%
from the Czech Republic and 8% from Germany, covering
more than 86% of our study participants. Since the information
about country and purchases was involved in the system data,
the data sample covers 60,000 participants. Slovakia and the

TABLE II
OVERVIEW OF FACTORS WITH INFLUENCE ON ANTIVIRUS PURCHASE.

Factors Significant influence on
purchases

Use of decoy option No

Reciprocity No

Gender Yes

Age Yes

Country Yes

Security perception Yes

Security self-evaluation No

Privacy sensitivity Yes

Private data on device Yes

Password stored on device No

Online activities Yes

Czech Republic had very similar conversion rates (3.0% and
3.1%, respectively). The USA and Great Britain also showed
similarities in conversion rates (2.3% and 2.5%, respectively). A
significantly higher conversion rate was observed for Germany
(about 12.1%). We conducted ANOVA with the Bonferroni
Post Hoc Multiple Analysis [9] which pointed out that our
sample in Germany showed a significantly higher age than
samples in other countries (F = 14.001, p = 0.000, df = 4).
Germans from our study also considered smartphones as the
least safe device (F = 157.7, p = 0.000, df = 4) (comparing
with other countries). They also use smartphones less than in
other countries (F = 81.995, p = 0.000, df = 4). No other
significant difference (based on gender, education or privacy
sensitivity) was observed. All these aspects may play a role in
the decision whether to purchase a license or not. See Table II
for an overview.

C. Study limitations

Our study concerned various approaches of nudging users
to obtain an antivirus premium license. We included 60,000
product users into the study, so the sample size is more than
sufficiently large, but we also see some limitations of our study.

Our study focused on design changes in final screen. Changes
may seem too subtle and also no other antivirus features that
may have an influence on purchasing a license such as overall
satisfaction with the product were discussed.

Our measure of security software purchases is not necessarily
indicative of secure user behavior. For example, participants
who did not purchase the software may have chosen to use an
alternative antivirus solution. In addition, there are other ways
to define security behavior, other than their use of security
software that we did not consider, e.g., web surfing behavior.

The questionnaire was distributed in English, German, Czech
and Slovak language only. Respondents were recruited only
from people using one of these antivirus language version that
may cause a bias. We used a 1-month free antivirus use as a
motivation to fill out the questionnaire, but we made a careful
data cleaning to avoid meaningless and too quick responses.

conversion rates of 4.2% (χ2 = 6.317, p = 0.011, df = 1) and
4.7% (χ2 = 9.053, p = 0.002, df = 1).

4) Tablet/smartphone differences: For the analysis below, we
use either device system data (data collected from participants
exposed to the proposed screens) with the full sample of 60,000
study participants, or the questionnaire responses (also 60,000)
related to study participants with more than 12,000 overlap
responses. The majority of participants were smartphone users
(88%), the others used tablets (12%), based on the collected
device system data. 2.9% tablet users purchased the premium
license, which was significantly more than the 2.4% smartphone
users (χ2 = 5.363, p = 0.021, df = 1). This confirms
results from Kaspersky [11], [12] reports, who also observed
a difference in security software purchases among tablet and
smartphone users.

5) Purchase differences: We found several correlations with
premium license purchase:

• Those participants who purchased a premium license
consider the devices to be less secure against online
attacks (r = 0.049, p = 0.000, n = 12, 263) based on the
questionnaire data, confirming the importance of security
for the purchase decision.

• In terms of data privacy, we found the following. Par-
ticipants who bought the premium license have more
private data in their devices (r = −0.032, p = 0.000,
n = 12, 263), and are also more sensitive about their
privacy (r = −0.030, p = 0.001, n = 12, 263), both
based on questionnaire data.

• The longer the duration of device ownership is, the fewer
the participants who buy a premium license (r = −0.024,
p = 0.009, n = 12, 263).

• Those who did not buy a premium license, consider the
price of C9.99 too high for the mobile security solution
(r = 0.084, p = 0.000, n = 12, 263), indicating that the
magnitude of the purchase cost had an impact on the
decision to not purchase the premium version.

• Participants who buy premium license consider smart-
phones to be a less secure device than those who did not
buy the license (r = 0.049, p = 0.000, n = 12, 263).

• There is no significant difference in self-evaluation be-
tween the people who decided to purchase a license and
those who do not (t = −0.153, p = 0.878, df = 12, 261).

6) User activity: There is a correlation between activities
a user performs on a device and the willingness of buying
a license (r = 0.037, p = 0.000, n = 12, 263). As far as
particular activities are concerned, there is always a statistically
significant correlation between people who use a device for
online activities (e.g., web browsing, email, Internet banking)
and purchasing a license. The only activity that shows no
statistically significant correlation with license purchase is,
surprisingly, the use of the device for storing passwords (r =
0.009, p = 0.309, n = 12, 263).

7) Country: Finally, we had 31.2% participants from the
USA, 20.2% from Slovakia, 18.9% from Great Britain, 8.3%
from the Czech Republic and 8% from Germany, covering
more than 86% of our study participants. Since the information
about country and purchases was involved in the system data,
the data sample covers 60,000 participants. Slovakia and the

TABLE II
OVERVIEW OF FACTORS WITH INFLUENCE ON ANTIVIRUS PURCHASE.

Factors Significant influence on
purchases

Use of decoy option No

Reciprocity No

Gender Yes

Age Yes

Country Yes

Security perception Yes

Security self-evaluation No

Privacy sensitivity Yes

Private data on device Yes

Password stored on device No

Online activities Yes

Czech Republic had very similar conversion rates (3.0% and
3.1%, respectively). The USA and Great Britain also showed
similarities in conversion rates (2.3% and 2.5%, respectively). A
significantly higher conversion rate was observed for Germany
(about 12.1%). We conducted ANOVA with the Bonferroni
Post Hoc Multiple Analysis [9] which pointed out that our
sample in Germany showed a significantly higher age than
samples in other countries (F = 14.001, p = 0.000, df = 4).
Germans from our study also considered smartphones as the
least safe device (F = 157.7, p = 0.000, df = 4) (comparing
with other countries). They also use smartphones less than in
other countries (F = 81.995, p = 0.000, df = 4). No other
significant difference (based on gender, education or privacy
sensitivity) was observed. All these aspects may play a role in
the decision whether to purchase a license or not. See Table II
for an overview.

C. Study limitations

Our study concerned various approaches of nudging users
to obtain an antivirus premium license. We included 60,000
product users into the study, so the sample size is more than
sufficiently large, but we also see some limitations of our study.

Our study focused on design changes in final screen. Changes
may seem too subtle and also no other antivirus features that
may have an influence on purchasing a license such as overall
satisfaction with the product were discussed.

Our measure of security software purchases is not necessarily
indicative of secure user behavior. For example, participants
who did not purchase the software may have chosen to use an
alternative antivirus solution. In addition, there are other ways
to define security behavior, other than their use of security
software that we did not consider, e.g., web surfing behavior.

The questionnaire was distributed in English, German, Czech
and Slovak language only. Respondents were recruited only
from people using one of these antivirus language version that
may cause a bias. We used a 1-month free antivirus use as a
motivation to fill out the questionnaire, but we made a careful
data cleaning to avoid meaningless and too quick responses.
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Moreover, there could be additional facts that also influence
purchase preference such as financial status of the participant.
Unfortunately, we were not allowed to ask for such sensitive
information. Similarly, we did not investigate factors of age
and cost of devices.

V. CONCLUSION

We conducted an experiment with a trial version of a mobile
security system in cooperation with an IT security software
provider ESET. We investigated the influence of several aspects
to user’s willingness to purchase the premium license at the
end of a trial period. We used different persuasive approaches
to design three new variants of the screen that appeared to the
user at the end of the trial period.

On one hand, we observed no significant impact of screen
designs on participant’s behavior. It seems that use of decoy
options or reciprocity did not play a substantial role in
observed user security decisions. On the other hand, we found
a significant correlation of user’s gender, education, country
and age with purchasing the premium license.

Also, the type of device used plays a significant role in
the decision whether to purchase a license. Tablet owners
are significantly more likely to buy the premium license than
ordinary smartphone users. The more actively the participants
use their device, the more likely they are to obtain a license
(with the surprising exception of password storage that did not
prove to be statistically significant).

One’s individual privacy sensitivity is also a strong factor to
obtain the premium license. In terms of limitations, premium
purchases are not necessarily indicative of secure behavior, and
we have no further information about participants’ behavior
after declining a license purchase.

ESET acknowledged the results and decided not to exper-
iment with persuasion principle further at this point. They
considered namely the differences we found in user behavior
across different countries to be of (their) primary interest.

To conclude, despite the persuasive approaches deployed,
user dialog design seems to have a minor effect in comparison
to other aspects such as participant’s sensitivity to privacy, their
gender, age, education, country or device type.
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information. Similarly, we did not investigate factors of age
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to design three new variants of the screen that appeared to the
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Mathematical and Engineering Methods in Computer Science, Volume
9548 of the series Lecture Notes in Computer Science: 10th International
Doctoral Workshop, MEMICS 2015, Revised Selected Papers. Springer,
2016.

[15] J. Turland, L. Coventry, D. Jeske, P. Briggs, and A. van Moorsel. Nudging
towards security: Developing an Application for Wireless Network
Selection for Android Phones. In Proceedings of the 2015 British
HCI Conference, pages 193–201. ACM, 2015.

[16] M. Volkamer, K. Renaud, O. Kulyk, and S. Emeröz. A Socio-Technical
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VII. APPENDIX

A. Questionnaire

What is your gender? [Single choice]
• male
• female

How old are you? [Text field: 13-99]

Please indicate your highest level of education. [Single
choice]

• Primary school
• Secondary school (high school)
• University/College

How long have you been using this smartphone? [Single
choice]

• less than month
• less than 3 months
• less than 6 months
• less than a year
• less than 2 years
• longer

Do you consider yourself to be a skilled smartphone
user? [Likert scale]

Extremely skilled o o o o o o Not at all skilled

Do you use this smartphone for. . . [Multiple choice]
o visiting websites?
o e-mail?
o social networking sites (e.g. Facebook)?
o online games?
o Internet banking?
o accessing business contacts?
o accessing business data?
o storing passwords?

Do you consider the data in this smartphone private?
[Likert scale]

Extremely private o o o o o o Not at all private

In general, are you sensitive about your privacy? [Likert
scale]

Extremely sensitive o o o o o o Not at all sensitive

In general, do you consider smartphones to be safe de-
vices against online attacks, e.g. viruses, hacking, phishing,
etc.? [Likert scale]

Absolutely safe o o o o o o Not at all safe

In general, do you consider 9.99 EUR for antivirus
mobile software to be . . . [Likert scale]

Extremely high o o o o o o Not at all high
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AbstrAct

As a chain is as strong as its weakest element, 
so are the efficiency, flexibility, and robustness 
of a mobile network, which relies on a range of 
different functional elements and mechanisms. 
Indeed, the mobile network architecture needs 
particular attention when discussing the evolu-
tion of 3GPP EPS because it is the architecture 
that integrates the many different future tech-
nologies into one mobile network. This article 
discusses 3GPP EPS mobile network evolution as 
a whole, analyzing specific architecture proper-
ties that are critical in future 3GPP EPS releases. 
In particular, this article discusses the evolution 
toward a “network of functions,” network slicing, 
and software-defined mobile network control, 
management, and orchestration. Furthermore, 
the roadmap for the future evolution of 3GPP 
EPS and its technology components is detailed 
and relevant standards defining organizations are 
listed.

IntroductIon
The Third Generation Partnership Project 
(3GPP) evolved packet system (EPS) of Long 
Term Evolution (LTE) refers to the logical 
architecture composed of the radio access net-
work (RAN), called the evolved universal ter-
restrial radio access network (E-UTRAN) in the 
case of LTE, and the evolved packet core (EPC) 
as defined in [1, 2] and illustrated in Fig. 1. The 
objective of this logical architecture is to enable a 
flat IP-based network and provide a standardized 
set of network elements and network interfac-
es. Standardized elements and interfaces enable 
operators to integrate equipment and implemen-
tations from different vendors into a single sys-
tem, while ensuring interoperability. The design 
of a logical architecture satisfies requirements 
originating from use cases that are expected to 
be of particular interest for 3GPP EPS. So far, 
the aim of 3GPP EPS has been mainly the pro-
vision of mobile broadband service, for which 
the system makes very efficient use of available 
spectrum.

So far, past releases (i.e., Rel-11, Re-12, and 
Rel-13) studied and specified how to integrate 

further services such as small data services as 
well as machine type communication (MTC) 
services. Meanwhile, cloud computing technolo-
gies and cloud concepts have gained momentum 
not only from the information technology (IT) 
perspective, but also within the telecom world. 
Integrating cloud concepts into 3GPP EPS allows 
support for novel and emerging services. On the 
other hand, it requires novel architectural con-
cepts, which natively support cloud technologies. 
However, the static assignment of functionality 
to network elements and the strong functional 
dependencies within each network element make 
it difficult to support the required flexibility of 
future 3GPP EPS deployments.

The following sections detail concepts that 
could contribute to the evolution of 3GPP EPS 
in order to provide the required flexibility for 
supporting network services with diverse require-
ments, to enable diverse mobile networks deploy-
ments, and to provide a higher degree of context 
awareness. Specifically, the next section intro-
duces relevant concepts such as flexible function 
composition, network slicing, and software-de-
fined network control. After that we provide an 
overview of the standardization roadmap, and 
the article concludes in the final section.

MobIle network evolutIon
In order to support diverse services such as 
eHealth, the Internet of Things (IoT), and 
vehicular-to-everything (V2X) in future mobile 
networks, we see a need for enhancing the 
EPS toward a flexible mobile network accom-
modating novel architectural principles while 
maintaining backward compatibility. Such an 
evolved EPS architecture must support legacy 
radio technologies as well as novel radio access 
interfaces such as millimeter-wave (mmWave) or 
centimeter-wave transmission. It should accom-
modate emerging processing paradigms such as 
mobile edge computing (MEC) and cloud-RAN 
(C-RAN), while enabling flexible deployment 
patterns based on small, micro, and macrocells 
and allowing programmability to support very dif-
ferent requirements in terms of latency, robust-
ness, and throughput.

Based on this, we see two main objectives 
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that must be addressed by an evolved 3GPP EPS 
architecture.

Multi-service and context-aware adaptation 
of the mobile network, which implies that the 
mobile network needs to adopt its operation 
based on the actual service requirements and 
the related context. The context includes deploy-
ment properties, transport network properties, 
and service properties, as well as available RAN 
technologies.

Mobile network multi-tenancy, which aims to 
reduce capital and operational costs by allow-
ing infrastructure providers to make the best 
use of available resources, including spectrum 
and infrastructure. Hence, multiple tenants may 
share resources within the mobile network while 
offering diverse services.

In order to achieve these objectives, the fol-
lowing main functionalities should be supported 
and will be further detailed in the following sec-
tions.

Network of functions: Traditionally, mobile 
network functions are readily grouped into net-
work entities, each responsible for a predefined 
set of functions, and interfaces connecting these 
entities. Using a flexible “network of functions” 
allows adaptation to diverse services, and optimi-
zation using different software rather than using 
different parameterizations. Each block may be 
replaceable and could be individually instantiat-
ed for each logical network running on the same 
infrastructure. However, it must not imply a mul-
titude of interfaces, as detailed later.

Network slicing allows the same mobile net-
work infrastructure to be used by multiple differ-
ent operators, including vertical market players, 
each implementing its own logical network, for 
example, a logical network for mobile broadband 
with very high throughput, a logical network 
connecting a massive amount of sensor nodes 
(including indoors), or a logical network provid-
ing critical infrastructure connectivity for traf-
fic management or energy control. Hence, each 
network slice fulfills different requirements and 
serves very different purposes.

Software-defined mobile network control is 
required to flexibly control both a flexible net-
work of functions as well as a set of network slic-
es. This control must be programmable in order 
to adapt the network behavior to the current 
requirements. This functionality goes beyond the 
separation of the control and data planes, includ-
ing the control of RAN functionality as well as 
the mobile network control plane.

network of functIons
The objective of a mobile network architecture 
is to allow for integrating different technologies 
and enabling different use cases. Due to the part-
ly conflicting requirements, it is necessary to use 
the right functionality at the right place and time 
within the network. In order to provide this flex-
ibility, it has recently been discussed whether the 
network functions virtualization (NFV) paradigm 
should be adopted in the mobile access network 
domain, that is, enabling mobile network func-
tionality to be decomposed into smaller function 
blocks that are flexibly instantiated.

So far, the degrees of freedom for assigning 
network functionality to network entities is very 

limited. For instance, it is possible to collocate 
EPC elements, such as gateways, with a base 
station in 3GPP EPS. However, it is not possi-
ble to only place parts of the functionality of a 
gateway or mobility management entity (MME) 
with a base station. Similarly, it is possible to 
fully centralize RAN functionality using the com-
mon public radio interface (CPRI) and central 
baseband units. However, such deployments 
use non-virtualized baseband units at the cen-
tral location; hence, it is rather relocating func-
tionality that does not exploit all characteristics 
of cloud computing. It is further not possible to 
only move parts of the RAN functionality except 
in a proprietary way [3, 4].

The decomposition of the mobile network 
functionality would imply a stronger decou-
pling of logical and physical architecture than in 
3GPP EPS as illustrated in Fig. 2, that is, phys-
ical network functions (PNFs) may be executed 
on bare metal, while virtual network functions 
(VNFs) may be executed on local or remote data 
centers (referred to as edge and central cloud 
in Fig. 2). Bare metal refers in this case to the 
non-virtualized access to radio access resourc-
es, for example, through digital signal proces-
sors (DSPs), rather than on cloud computing 
platforms. Hence, depending on the use case, 
requirements, and the physical properties of the 
existing deployment, mobile network functional-
ity is executed at different entities within the net-
work. This imposes a number of challenges; for 
example, the system itself must not become more 
complex, and the introduction of new interfaces 
should be avoided as much as possible. Hence, 
the VNF assignment should exploit an effi-
cient control and orchestration plane as further 
described below. Furthermore, the coexistence 
of different use cases and services would imply 
the need to use different VNF allocations with-
in the network. This is further elaborated later 

Figure 1. The (basic) 3GPP evolved packet system.
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using the network slicing model. The challenge 
of avoiding many additional interfaces may be 
addressed by a fl exible container protocol on the 
user [5] and control planes. The mobile network 
must further integrate legacy technologies as well 
to guarantee that it can operate with existing net-
works.

The main benefit of the described architec-
ture is the possibility to exploit centralization 
gains where possible, to optimize the network 
operation to the actual network topology and 
its structural properties, and to use algorithms 
optimized for particular services, that is, optimize 
through dedicated implementations instead of 
parameters.

Table 1 lists examples where the operation 
may be optimized through different VNFs. For 
instance, it may be possible to use a fl exible air 
interface numerology and, depending on the 
network terminal, different coding strategies, 
multiple-input multiple-output (MIMO) modes, 
and framing structures, which are optimized for 
throughput, delay, or reliability. However, the 
upper layer packetization may still be the same 
for all use cases, which allows the same software 
implementation to be reused. Another example 
includes cooperative transmission, where gains 
are highly dependent on the environment; for 
example, if the system is not operating at full 
load, cooperative scheduling may perform as effi -
ciently as cooperative multipoint transmission, 
whereas at full load the gains depend highly on 
the number of interferers and channel knowl-
edge.

network slIcIng
Network slicing is centered on the concept of 
deploying multiple dedicated logical mobile net-
works with varying levels of mutual isolation on 
top of the same infrastructure. A network slice 
is a collection of mobile network functions (or 
groups of functions) and a specific set of radio 

access technologies (RATs) (or specific RAT 
configurations) necessary to operate an end-
to-end (self-contained) logical mobile network. 
This set of network functions and confi gurations 
may be combined such that slice-specific data 
and control plane functionality is tailored to the 
requirements of considerably different use cases, 
network customers, or business models. Con-
sequently, network slicing is a technology that 
enables both multi-tenancy and service-tailored 
composition of mobile networks.

Network slicing leverages the economies of 
scale to be expected when running multiple log-
ical mobile networks on top of a common infra-
structure. In this sense, network slicing is an 
evolution of network sharing, which has been a 
key business model for mobile network operators 
to reduce deployment and operational costs. In 
3GPP, the System Architecture 1 working group 
(WG SA1) conducted a study on actively shar-
ing RAN resources while maintaining sharing 
policies and providing fl exibility for on-demand 
resource sharing within shorter time periods [6]. 
Architecture and operations that enable differ-
ent mobile operators with a separate core net-
work (multi-operator core network, MOCN) to 
share the RAN are specifi ed by WG SA2 [7]. In 
general, sharing of resources can be divided into 
three categories: static [8], dynamic (e.g., spec-
trum sharing [9]), and mixed resource allocation 
(spectrum sharing and virtualized resource block 
sharing [10]). While passive and active sharing 
solutions, for example, for network elements 
or medium access control (MAC) schedulers, 
are partially used and standardized today, these 
sharing concepts are based on fi xed contractual 
agreements with mobile virtual network oper-
ators (MVNOs) on a coarse granularity basis 
(monthly/yearly) [11].

NFV, and software-defined mobile network 
control and orchestration enable a new level of 
sharing by decoupling infrastructure resources 

Figure 2. Relationship of functional assignment and physical architecture.
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from application software, and by a split of the 
control and data planes. This significantly sim-
plifies the partitioning of network infrastructure 
resources among different operators (or ten-
ants). Further, slices can be isolated from each 
other to allow for an adaptation of security mea-
sures according to service-specific requirements 
(flexible security) and for securing parallel oper-
ation of multiple services or tenants. While isola-
tion between network slices is highly important, 
it finds its limits where available resources need 
a common control (e.g., the radio scheduler): If 
the required isolation level cannot be preserved, 
a security weakness in one slice can be exploited 
to attack another slice. Strong security measures 
to maintain the isolation between multiple ser-
vices and tenants operating on a shared infra-
structure platform must be mandatory for all 
services and tenants.

Mobile core network elements rapidly evolve 
toward “cloud readiness” (i.e., deployment in 
data center environments). Consequently, each 
network slice can be composed from dedicated, 
customized instances of required network func-
tions (NFs) and network elements (NEs). Alter-
natively, slices can share function instances in 
particular cases (e.g., for storage-intensive com-
ponents like subscriber databases). In the RAN 
domain, extended sharing concepts facilitate the 
exploitation and management of radio resources 
offered by the owner of the network infrastruc-
ture to tenants. In this multi-tenant ecosystem, 
classic tenants such as mobile network operators 
(MNOs) and mobile virtual network operators 
(MVNOs) coexist with vertical businesses, for 
example, utility companies, automotive and man-
ufacturing companies, and over-the-top (OTT) 
service providers such as YouTube and Netflix. 
These tenants relate to network slicing in the 
sense that a tenant may instantiate and make use 
of one or more slices. Figure 3 shows how the 
different NFs may be instantiated on different 
network elements depending on the network 
slice (service), that is, physical NFs would be 
deployed on non-virtualized hardware, different 
levels of edge cloud instances would provide vir-
tualized resources (e.g., closer to the access point 
or exploiting points of presence) in addition to 
a central cloud. It further shows the virtualiza-
tion layer, which is responsible for multiplexing 
requests from different slices operating on virtu-
alized resources toward physical resources.

Beyond multi-tenancy, network slicing addi-
tionally serves as a means to deploy multiple ser-
vice-tailored mobile network instances within a 
single MNO, each addressing a particular use case 
with a specific set of requirements (e.g., mobile 
broadband or IoT). In that context, the aforemen-
tioned “network of functions” concept enables the 
joint optimization of mobile access and core net-
work functions. Each network slice is composed of 
functions according to service needs; for example, 
low-latency services require the allocation of most 
network functions at the edge.

orchestrAtIon And MAnAgeMent
As mentioned before, an essential component 
of the mobile network is the efficient orchestra-
tion and management of mobile network func-
tions through a low-complexity interface. In 

that context, software-defined network (SDN) 
functionality has recently gained momentum as 
a new approach to performing network opera-
tions. With traditional SDN, control functions 
are decoupled from the data plane through a 
well defined interface and are implemented in 
software. This simplifies networking, provides a 
higher degree of flexibility and enhanced scal-
ability, while reducing cost. Indeed, by simply 
modifying the software of the control functions, 
SDN allows the behavior of the network to be 
flexibly changed, considering specific services and 
applications.

Following the paradigm of SDN, the con-
trol of the mobile network architecture adopts 
the software-defined mobile network control 
(SDMC) concept focusing on wireless-specific 
functions. Our SDMC approach resembles SDN 
by splitting wireless functionality into those func-
tions that are being controlled and remain rela-
tively stable, and those functions that control the 
overall network and are executed at the control-
ler. However, our SDMC concept is specifically 
devised to control mobile network functionality, 
and it is not limited to data plane functions, but 
includes control plane functions of the mobile 
network, both of which can be placed arbitrarily 
in the edge cloud or the central cloud, as shown 
in Fig. 2.

Table 1. Examples for functional optimization.

Network functions Relevant parameters

Cell discovery Highly depends on carrier frequency (e.g., sub-6 GHz or mmWave), 
MIMO technologies (e.g., beamforming).

Mobility
Mobility may not be required by some services (metering), or only 
very locally (enterprises), in groups (trains), or at very high speed 
(cars).

Carrier aggregation
Carrier aggregation may not be needed in each scenario as it also 
impacts battery consumption; it could further include very distinct 
spectrum.

Multi-connectivity

Multi-connectivity could include different network layers (micro/
macro), different technologies (WiFi/LTE), and different spectrum 
(sub-6 GHz/mmWave). It may further be implemented at very dif-
ferent layers (e.g., among others) depending on deployments.

Connectivity model
The actual connectivity may be based on bearers (high throughput) 
or connectionless (IoT). In the connectionless case, many non-ac-
cess stratum (NAS) functions are not needed.

Coding
Coding techniques may vary depending on the use case, for exam-
ple, block codes for short (sensor) transmissions or turbo codes for 
high throughput.

Multi-cell cooperation Depending on the current load, deployment, and channels, tighter 
cooperation (joint Tx/Rx) or looser cooperation (ICIC) is possible.

Spectrum access
Depending on the use case requirements and available spectrum, 
possibly different spectrum access strategies may be required (e.g., 
licensed, unlicensed, license-assisted).

Authentication, authorization, 
accounting (AAA)

Depending on the applicable access control and accounting/
charging policies, AAA functionality is different and may be placed/
instantiated in different locations.

Parental control
Depending on the user context (children) and the requested ser-
vice, the parental control function becomes part of the service chain 
for according service flows.
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To enable the SDMC paradigm within 3GPP 
EPS, where wireless functionality is controlled 
centrally, we collocate the SDMC within the 
3GPP network management system. This takes 
advantage of the legacy performance monitor-
ing, forming a logical global RAN information 
base that can be used by the SDMC to control 
various network functions. The control of wire-
less networks comprises, among others, chan-
nel selection, scheduling, modulation and coding 
scheme selection, and power control. Figure 4 
illustrates the SDMC architecture showing the 
main functional features and operations. With 
a software-defi ned approach, all these functions 
could be performed by a programmable soft-
ware defined mobile controller, which provides 
very important benefits for the operation of the 
mobile network.

However, it is essential to enhance the cur-
rent 3GPP Type 2 interfaces (ItfN) between the 
network management system and the network 
equipment to allow the SDMC to provide net-
work programmability and support for multi-ten-
ancy. Those enhancements should reflect SDN 
capabilities such as network abstraction and con-
trol providing sufficient network management 
flexibility. Interfacing the SDMC with the net-
work management system in such a manner can 
also enable multi-tenancy support and network 
programmability taking advantage of the 3GPP 
Type 5 interface. This allows receiving network 
sharing requests from MVNOs [12] and offering 
a means of network resource acquisition to OTT 
providers and verticals via the SDMC north-
bound application programming interface (API). 
In addition, the northbound interface offers the 
capability of flexible provision of the so-called 
SDMC Apps. To accommodate the related ser-
vice requirements of multi-tenancy and SDMC 
Apps, the infrastructure provider network man-

ager needs to interact with 3GPP policies, that is, 
the policy and charging rules function (PCRF), 
via a new network interface called ItfPolicy, to 
enable fl exible policy provision for multiple ten-
ants and network innovation.

The key advantages resulting from the pro-
posed approach include the following.

Flexibility: One of the problems that net-
work operators are facing today is that while 
wireless equipment is quite expensive, this is 
very rigid and does not adapt to their needs. By 
using SDMC, operators would be able to fi t the 
equipment to their needs through simply repro-
gramming the controller and thus reducing costs, 
while being able to scale up and down virtual 
functions, also enhancing reliability. 

Unified Management: Adopting logically 
centralized control unifies heterogeneous net-
work technologies and provides effi cient network 
control of heterogeneously deployed networks. 
In particular, the network control must consid-
er evolving traffic demands, enhanced mobility 
management, and dynamic radio characteristics.

Simplified Operation of the Wireless Net-
work: With SDMC, network operators only need 
to control a set of logically centralized entities 
that run the entire network, which, depending 
on actual latency requirements, possibly includes 
heterogeneous radio technologies.

Enabling Network Innovation: By modify-
ing the controller functions (i.e., SDMC Apps), 
many new services that were not included in 
the initial architecture design can be enabled by 
modifying the network behavior to introduce ser-
vice-specific enhancements within a few hours 
instead of weeks [13].

Programmability: By adapting the functions 
such as scheduling or channel selection to the 
specifi c needs of the applications or the scenario, 
significant performance gains can be achieved. 

Figure 3. Network slicing concept.

Ne
tw

or
k 

sli
ce

 3

Ne
tw

or
k 

sli
ce

 2

Ne
tw

or
k 

sli
ce

 1

Compute

Ph
ys

ica
l

re
so

ur
ce

s

Storage

Networking

Compute

Storage

Networking

Compute

Storage

Networking

Tenant 1

Tenant 2

Compute

Dedicated
special

hardware

Physical
NF

Edge
cloud

Edge
cloud

Central
cloud

Vi
rtu

ali
ze

d
re

so
ur

ce
s

Storage

Networking

Compute

Storage

Networking

Compute

Storage

Networking

Virtualization layer

SDM control and orchestration

NF 1

NF 2

NF 4

NF 3

NF 5

Adopting a logically cen-

tralized control unifi es 

heterogeneous network 

technologies and pro-

vides effi cient network 

control of heteroge-

neously deployed net-

works. In particular, the 

network control must 

consider evolving traffi c 

demands, enhanced 

mobility management, 

and dynamic radio char-

acteristics.



Mobile Network Architecture Evolution toward 5G
INFOCOMMUNICATIONS JOURNAL

MARCH 2017 • VOLUME IX • NUMBER 1 29IEEE Communications Magazine • May 2016 89

For instance, the controller has a global view 
of the network, which allows for optimizing the 
resource allocation and scheduling across multi-
ple BSs.

Inter-Slice Resource Control: Following the 
network slice concept described above, infra-
structure domain-hosted SDMC allows the infra-
structure provider to assign unutilized resources 
to support third party services. Hence, the SDMC 
can allocate a network slice with a specifi ed net-
work capacity, a particular split of the control/
data plane, and a selection of VNFs.

stAndArdIZAtIon roAdMAP
The International Telecommunication Union 
Radiocommunication Standardization Sector 
(ITU-R) is developing a longer-term vision of 
mobile networks and their evolution toward 2020 
and beyond. It provides a framework and over-
all objectives of the future developments of 5G 
systems (referred to as IMT-2020) which involve 
several steps:
• In early 2012, ITU-R embarked on a pro-

gram to develop “IMT for 2020 and 
beyond,” setting the stage for fifth gener-
ation (5G) research activities, which are 
emerging around the world.

• In 2015, ITU-R fi nalized its vision of the 5G 
mobile broadband connected society, which 
will be instrumental in setting the agenda 
for the World Radiocommunication Con-
ference 2019, where deliberations on addi-
tional spectrum will take place in support of 
the future growth of IMT.

• In the 2016–2017 timeframe, ITU-R will 
define in detail the performance require-
ments, evaluation criteria, and methodolo-
gy for the assessment of a new IMT radio 
interface.

• It is anticipated that the timeframe for pro-
posals will be focused on 2018.

• In 2018–2020 the evaluation by independent 
external evaluation groups and defi nition of 
the new radio interfaces to be included in 
IMT-2020 will take place.
Similar to previous mobile network genera-

tions, 3GPP is expected to also be the leading 
standardization body for 5G, and the correspond-
ing roadmap is shown in Fig. 5. 3GPP has start-
ed to work on 5G in both the SA and RAN 
working groups. The current 3GPP Release 13 
and the coming 3GPP Release 14 will provide 
enhancements to LTE-Advanced under the 
name “LTE-Advanced Pro.” This will become 
the baseline technology for the evolution from 
LTE-Advanced to 5G. In parallel, 5G scenarios 
and requirements will be studied, which likely 
demand a revolutionary new architecture pro-
viding greater fl exibility, as stated in the previous 
section. This work is expected to be completed 
by mid-2017.

SA1 has been working on a “Study on New 
Services and Markets Technology Enablers” 
(SMARTER) since April 2015. As a result, four 
additional study items have been created that 
include three vertical industries and one hori-
zontal group. The verticals are enhanced mobile 
broadband (eMBB), critical communications 
(CriC), and massive IoT (mIoT); the horizontal 
study is on network operation (NEO). The latter 
deals with, among other issues, network slicing, 
interworking, and migration, as well as fi xed-mo-
bile convergence (FMC). In March 2016, another 
study item for 5G vehicular-to-anything (V2X) 
communication was agreed. SA1 plans to fi nalize 
its studies in June 2016 and then start normative 
work in 3GPP Release 15.

SA2 targets to finish its “Study on Architec-

Figure 4. SDMC architecture and operations.
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ture for Next Generation System” in September 
2016. An important topic in this study will be 
the interface between the LTE-Advanced RAN 
and a future 5G core network (CN). SA2 has 
agreed to follow the Next Generation Mobile 
Network (NGMN) alliance, in particular Option 
3 detailed in [12]. The new 5G CN will be able 
to support a new 5G RAT as well as an evolved 
LTE-Advanced and other RATs such as IEEE 
802.11. This enables 5G network terminals to 
move between 5G and the evolved LTE-Ad-
vanced without any interworking between the 5G 
and 4G CNs, and thus provides a sound migra-
tion path from the LTE-based RAN to 5G.

The RAN working groups are targeting the 
fi rst true 5G features to appear in 3GPP Release 
15 (i.e., in the second half of 2018). This implies 
that 3GPP will complete its initial 5G specifi ca-
tions right before the Olympic Winter Games 
2018, which will take place in Korea. The focus 
in this 5G “Phase 1” will mostly be on enabling 
new spectrum in high frequencies above 6 GHz. 
More features for implementing architectural 
enhancements will follow in 5G “Phase 2” with 
3GPP Release 16 (i.e., by the end of 2019) in 
time for their submission to the IMT-2020 as well 
as the Olympic Summer Games 2020 in Japan.

Despite these planned architectural enhance-
ments, further efforts are needed by 3GPP and 
other standardization bodies to accomplish the 
migration from 3GPP EPS toward a new 5G 
architecture. A completely new type of inter-
face has to be designed and standardized when 
the “network of functions” is going to replace 
today’s “network of entities,” as pointed out ear-
lier. Furthermore, the use of network slicing for 
multi-tenancy and multi-service described above 
requires a flexible execution environment that 
is capable of supporting the diversity of network 
functions in parallel. The application of SDN 
concepts promising this fl exibility to mobile radio 
networks is, however, still in an experimental 
phase, although the C-RAN concept, RAN virtu-
alization, and their expected centralization gains 
have been discussed for several years.

The mobile network architecture evolution 
as discussed in this article impacts many differ-
ent network components. Hence, in addition to 
3GPP, other standards development organiza-

tions (SDOs) will participate in the definition 
of the future mobile network architecture. Most 
notably, the following SDOs will be involved in 
addition to 3GPP:

•The European Telecommunications Stan-
dards Institute (ETSI) NFV industry specifi cation 
group (ISG) has created a framework for virtual-
ization of network functions. This framework has 
been applied successfully to VNFs, mostly in the 
CN. In the RAN, where hardware still plays an 
important role, implementation of NFV concepts 
is more difficult [14]; for example, the C-RAN 
concept with a fully centralized and virtualized 
RAN was among the first use cases, already dis-
cussed in 2012 in ETSI NFV. However, as of 
today, there are no large-scale commercial imple-
mentations. In order to gain more impact, the 
ETSI framework must be extended to be appli-
cable not only to virtualized hardware but also to 
non-virtualized, bare metal hardware [14].

•The ETSI MEC ISG is looking at how to 
provide IT and cloud computing capabilities 
within the RAN in close proximity to mobile 
subscribers, allowing content, services, and 
applications to be accelerated, and increasing 
responsiveness from the edge.

•The Open Networking Foundation (ONF) 
is the leading force in the development of open 
standards for the adoption of the SDN con-
cept. However, in order to provide the benefits 
described above, the SDN protocol functional-
ities developed by ONF (e.g., OpenFlow and 
OF-Confi g) need to be extended to cope with 5G 
requirements and toward 3GPP EPS.

•The Internet Engineering Task Force 
(IETF) is also considering the use of Internet 
protocols (e.g., IPv6 and IP Multicast) in 5G net-
works, although the work required does not have 
a clear scope yet. There are proposals for using 
IETF developed protocols such as locator/ID 
separation protocol (LISP), host identity proto-
col (HIP), and information-centric networking 
(ICN) to address shortcomings of the current 4G 
CN for the support of additional 5G functional-
ities (e.g., reducing network latency or support-
ing new mobility models). IETF is also working 
on the development of an architecture for ser-
vice function chaining that includes the necessary 
protocols or protocol extensions for the nodes 

Figure 5. 3GPP LTE standardization roadmap toward 5G.
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that are involved in the implementation of ser-
vice functions, as well as mechanisms for steering 
traffi c through service functions.

conclusIons And further chAllenges
This article discusses the evolutionary 3GPP EPS 
mobile network architecture, and the need to pro-
vide a flexible architecture that integrates differ-
ent technologies and enables diverse use cases. 
We introduce and explain various concepts such 
as the transition from a predefi ned set of functions 
grouped into network entities to a fl exible network 
of functions, the network slicing concept, and soft-
ware defined mobile network control, orchestra-
tion, and management. In addition, the relevance 
of different standards defining organizations has 
been outlined and their roadmap has been detailed.

It is in our opinion that it is highly important 
to consider the future evolution of 3GPP EPS 
not only as the introduction of a novel air inter-
face but as the evolution of one mobile network 
architecture toward a “system of systems” where 
many different use cases, technologies, and 
deployments are integrated, and the operation of 
each system is tailored to its actual purpose.
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The third edition of Cloudification of the Internet of Things 2017 (CIoT’17) is a conference focusing on the 
challenges of the Internets of Things while considering the whole end-to-end architecture based on 5G and Cloud 
solutions. In fact, the 5G network will absorb the billions of flows generated by things while considering the 
requested QoS and the cohabitation of M2M, M2H and H2M flows. Then, the flows will be processed in data 
centers and SaaS (applications) can exploit the generated knowledge.    
The main objective of CIoT’17 is to address all the challenges of IoT systems from the sensors/machines to the 
end-users attached to the Cloud while considering the 5G network connecting both sides: IoT and Cloud 
domains. The conference covers all research and novel papers tackling but not limited to:   

Instructions for submission 
The authors are invited to submit high-quality original 
technical papers for presentation at the conference and 
publication in the CIoT’17 Proceedings. All final 
submissions should be written in English with a maximum 
paper length of eight printed pages (in two-Column IEEE 
Conference Format) including figures. Papers exceeding 8 
pages will not be accepted at EDAS. Standard IEEE 
conference templates for LaTeX formats are found at here: 
http://www.ieee.org/conferences_events/conferences/publi
shing/templates.html 
At least one author of each accepted presentation must 
register to the conference and present the paper. All 
papers must be submitted in electronic form through the 
EDAS web site at https://edas.info/N23586 by the deadline.  
 
A special issue in Annals of Telecommunications will 
be published with the best papers. Annals of 
Telecommunications is published by Springer, and 
indexed in ISI and Scopus Databases. 

• 5G cellular networks (3GPP, ETSI, IEEE, etc.) 
• Slicing solutions 
• Cloud/ Fog solutions 
• Software Defined Network (SDN) for IoT/5G/Cloud 
• Network Function Virtualization (NFV) for 

IoT/5G/Cloud 
• Architecture and protocols for IoT/5G/Cloud 
• Green communication for IoT/5G/Cloud 
• Centralized and distributed systems for IoT/5G/Cloud 
• Management system for IoT/5G/Cloud 
• Security for IoT/5G/Cloud 
• Routing/MAC for IoT/5G/Cloud 
• Big data for IoT/5G/Cloud 
• Testbed and experimental platforms for IoT/5G/Cloud 
• etc. 
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• Blondia Chris (University of Antwerp, Belgium) 
• Nadib Aitsaadi (ESIEE Paris, France) 
• Harry Perros (NCSU, USA) 
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• Marc-Oliver Pahl (TUM, Germany) 
• Alberto Schaeffer-Filho (UFRGS, Brazil) 
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• Raouf Boutaba (University of Waterloo, 

Canada) 
• Hary Perros (NCSU, USA) 
• Yutaka Takahashi (Kyoto University, Japan) 
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Communications and Sensors
5G systems & millimeter wave propagation
Cognitive Radio & Spectral Sharing
Communications Security
First Responder/Military Communications 
Green Communication 
Internet of Things 
Long Range Low Power Networks 
Micro/Pico/Femtocell Devices and Systems 
MIMO Antenna Systems for Communications   
Modulation & Signal Processing Technologies
On-Body and Short Range Communications 
Radio over Fiber & Optical/Wireless Convergence 
Sensor Networks and Technologies
Software-Defined Radio & Multiple Access 
Space-Time Coding and Systems 

Antennas, Propagation, and Scattering
Smart Antennas, Beamforming and MIMO
Wave Propagation and Channel Modeling
Wave Scattering and RCS
NanoEM, Plasmonics, and Applications
Metamaterials, FSS and EBG
EM Field Theory and Numerical Techniques
EM Interference & Compatibility, SI
Spectrum Management and Monitoring
ELF, RF, µWave, mmW and THz Measurements 

Signal Processing (SP) and Imaging
Microwave Imaging and Tomography
Acoustic/Sonar Imaging and Techniques
Radar SP and Imaging, SAR, ATR 
MIMO SP for Radar
Ground and Foliage Penetration Systems
Signal Acquisition and Sensor Management
DF, Emitter Location, Elint, Array Processing 
Target Detection, Identification and Tracking
Data Fusion
Time Domain and UWB SP

Summary Submission:                            
May 20, 2017
Acceptance Notification:   
July 5, 2017 
Full Paper Submission:                  
September 4, 2017

RF/MW Devices and Circuits, RFICs
Solid-State Devices, RFICs  
µWave, mmW and Sub-mmW Circuits/Technologies 
Nano and THz Devices/Technologies
Microwave Photonics
Passive Components and Circuits
Filters and Multiplexers
Ferroelectrics, RF MEMS, MOEMS, and NEMS
Active Devices and Circuits
RF Power Amplifiers and Devices
Tunable and Reconfigurable Circuits/Systems 
Analog/Digital/Mixed RF Circuits 
Circuit Theory, Modeling and Applications
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Emerging Technologies
Thermal Management for Devices

Microwave Systems, Radar, Acoustics 
Aeronautical and Space Applications 
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Automotive/Transportation Radar & Communications
Environmentally Sensitive (“Green”) Design
UWB and Multispectral Technologies & Systems
Emerging System Architectures
Modelling Techniques for RF Systems
Radar Techniques, Systems and Applications
Sonar Systems and Applications
Wireless Power Transfer & Energy Harvesting
Terahertz Systems
 
Biomedical Engineering 
Advances in MRI: Technology, Systems and Applications
Medical RF, MW & MMW Applications and Devices
Medical Imaging and Image Processing
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Organizing Committee
Conference Chair:
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COMCAS 2017 continues the tradition of providing an international, multidisciplinary forum for the exchange of ideas, 
research results, and industry experience in the areas of microwave/RF/mm-wave engineering, communications, antennas, 
solid state circuits, electronic devices, engineering in medicine, radar, sonar and electronic systems. 

The technical program includes invited talks by international experts and contributed papers and will be complemented by 
a large industrial exhibition.

IEEE COMCAS 2017
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Papers are solicited in a wide range of topics:
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Call for papers for the 

18th International Conference on System Design Languages of the SDL Forum Society 
(SDL Forum 2017) 

Model-driven Engineering for Future Internet 
October 9-11, 2017 
Budapest, Hungary 

http://www.sdl2017.hte.hu/call-for-papers 
 

The SDL Forum is held every 2 years and is one of the most important open events in the calendar for anyone from the academia or 
industry involved in system design languages and modelling technologies. It is a prime conference event for the discussion of the 
evolution and use of these techniques. The most recent innovations, trends, experiences and concerns in the field are discussed and 
presented. It is a forum to address system and software modelling, specification, and analysis of distributed systems, embedded 
systems, communication systems, and real-time systems. 

The SDL Forum Society that runs the Forum is a non-profit organization established by language users and tool providers to promote 
the Specification and Description Language (SDL), Message Sequence Charts (MSC) and related system design languages (including 
but not limited to UML, ASN.1, TTCN, SysML and URN), to provide and disseminate information on the development and use of the 
languages, to support education on the languages and to plan and organize the "SDL Forum" series and events to promote the 
languages. 

Objectives 

In the last few years, we have witnessed a new level of convergence in the networked digital ecosystem. A large variety of embedded 
devices are becoming connected. The ever growing number of heterogenous devices connected demands highly available, scalable, 
secure and mobile services from the telecommunications and computer networks side. The complexity of network services on the other 
side is increasing at the same time. There are several emerging standards in this field, followed by numerous implementations. This 
results in a time pressure on both standard implementations and the product development cycles. The specification, design, validation, 
configuration, deployment and maintenance of such products are complex tasks. Thus, high quality modeling of these new systems 
with system design languages is essential.  

The SDL Forum addresses issues related to the modelling and analysis of reactive systems, distributed systems and real-time and 
complex systems such as telecommunications, automotive, and aerospace applications. The conference programme will include: 
presentations from invited speakers, tutorials, presentation of research papers, presentation of industrial experiences, tool 
demonstrations and posters. It will present excellent networking opportunities. 

The intended audience includes users of modelling techniques in industrial, research and standardization contexts, as well as tool 
vendors and language researchers. 

Topics 

The aim of the Forum is to anticipate and influence future trends and to focus on issues that are important to its expected delegates. 
Authors are therefore invited to submit papers on topics related to System Design Languages including the following non-exclusive list 
of topics: 

• Model-driven engineering for Future Internet: Internet of Things (IoT), including IoT services, intelligent and co-
operative transport systems (ITS, c-ITS), 5th generation wireless networks, cloud environments, network services, 
software defined networks (SDN), and their language support 

• Evolution of development languages: domain-specific language profiles, modular language design, language extensions, 
semantics and evaluation, real-time aspects and performance, methodology for application, education and promotion 

• Model-driven development: systems engineering and model transformation, use case methods, system architecture 
exploration, analysis and simulation of models, reuse approaches, systematic and automated testing, and model-based 
testing (MBT)!

• Industrial application reports: industrial usage reports, standardization activities, tool support and frameworks, domain-
specific applicability (such as automotive, aerospace, offshore, control) 

 
Submission policy 

Submissions should be previously unpublished, written in English, no longer than 16 pages for full papers and 8 pages for short papers 
(including the illustrations and bibliography) and using the LNCS style as described 
on http://www.springer.com/computer/lncs?SGWID=0-164-6-793341-0. Papers accepted or under review for other events are ineligible 
for submission to SDL2017. Electronic submission in pdf-format, using EasyChair is mandatory, submission 
page: http://easychair.org/conferences/?conf=sdlforum2017. Submissions in the following categories are solicited: 

• Full papers describing original, unpublished results (max. 16 pages in LNCS style) 
• Short papers, describing work in progress (max. 8 pages in LNCS style) 
• Posters and exhibits (submit poster and/or 400 word abstract) 

 
The SDL Forum Program Committee will evaluate the technical contribution of each submission as well as its accessibility to the 
audience. Papers will be judged on significance, originality, substance, correctness, and clarity. As in previous editions, the SDL2017 
proceedings will be published in the Springer LNCS series. Camera-ready versions of accepted papers have to adhere to 
the LNCS_format. LaTeX2e is recommended, preferably even at the initial submission stage to avoid later conversions. 

Accepted papers must be presented at SDL2017 by one of the authors.  

Important Dates 

Abstract!submission! May!28,!2017!
Paper!submission! June!4,!2017!
Notification!of!acceptance! July!2,!2017!
Poster!and!tool!demonstration!proposal! July!16,!2017!
CameraAready!version! July16,!2017!
SDL!Forum! October!9A11,!2017!

!
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Format of the manuscripts

Original manuscripts and final versions of papers
should be submitted in IEEE format according to the
formatting instructions available on 

http://www.ieee.org/publications_standards/
publications/authors/authors_journals.html#sect2,

“Template and Instructions on How to Create Your
Paper”.

Length of the manuscripts

The length of papers in the aforementioned format
should be 6-8 journal pages. 
Wherever appropriate, include 1-2 figures or tables
per journal page. 

Paper structure

Papers should follow the standard structure, consist-
ing of Introduction (the part of paper numbered by
“1”), and Conclusion (the last numbered part) and
several Sections in between. 
The Introduction should introduce the topic, tell why
the subject of the paper is important, summarize the
state of the art with references to existing works
and underline the main innovative results of the pa-
per. The Introduction should conclude with outlining
the structure of the paper.

Accompanying parts

Papers should be accompanied by an Abstract and a
few index terms (Keywords). For the final version of ac-
cepted papers, please send the short cvs and photos
of the authors as well. 

Authors

In the title of the paper, authors are listed in the or-
der given in the submitted manuscript. Their full affili-
ations and e-mail addresses will be given in a foot-
note on the first page as shown in the template. No
degrees or other titles of the authors are given. Mem-
berships of IEEE, HTE and other professional socie-
ties will be indicated so please supply this information.
When submitting the manuscript, one of the authors
should be indicated as corresponding author provid-
ing his/her postal address, fax number and telephone
number for eventual correspondence and communi-
cation with the Editorial Board.

References

References should be listed at the end of the paper
in the IEEE format, see below:

a) Last name of author or authors and first name or
initials, or name of organization 

b) Title of article in quotation marks 
c) Title of periodical in full and set in italics 
d) Volume, number, and, if available, part 
e) First and last pages of article 
f) Date of issue 

[11] Boggs, S.A. and Fujimoto, N., “Techniques and
instrumentation for measurement of transients in
gas-insulated switchgear,” IEEE Transactions on
Electrical Installation, vol. ET-19, no. 2, pp.87–92,
April 1984.

Format of a book reference:

[26] Peck, R.B., Hanson, W.E., and Thornburn, 
T.H., Foundation Engineering, 2nd ed. New York:
McGraw-Hill, 1972, pp.230–292.

All references should be referred by the correspond-
ing numbers in the text.

Figures

Figures should be black-and-white, clear, and drawn
by the authors. Do not use figures or pictures down-
loaded from the Internet. Figures and pictures should
be submitted also as separate files. Captions are ob-
ligatory. Within the text, references should be made
by figure numbers, e.g. “see Fig. 2.” 
When using figures from other printed materials, ex-
act references and note on copyright should be in-
cluded. Obtaining the copyright is the responsibility
of authors.

Contact address

Authors are requested to send their manuscripts via
electronic mail or on an electronic medium such as a
CD by mail to the Editor-in-Chief:

Csaba A. Szabo
Department of Networked Systems and Services
Budapest University of Technology and Economics
2 Magyar Tudosok krt.
Budapest, 1117 Hungary
szabo@hit.bme.hu
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SCIENTIFIC ASSOCIATION FOR INFOCOMMUNICATIONS

Who we are
Founded in 1949, the Scientific Association for Info-
communications (formerly known as Scientific Society 
for Telecommunications) is a voluntary and autono-
mous professional society of engineers and econo-
mists, researchers and businessmen, managers and 
educational, regulatory and other professionals work-
ing in the fields of telecommunications, broadcast-
ing, electronics, information and media technologies 
in Hungary.

Besides its 1000 individual members, the Scientific 
Association for Infocommunications (in Hungarian:  
HÍRKÖZLÉSI ÉS INFORMATIKAI TUDOMÁNYOS EGYESÜLET, HTE) 
has more than 60 corporate members as well. Among 
them there are large companies and small-and-medi-
um enterprises with industrial, trade, service-providing, 
research and development activities, as well as educa-
tional institutions and research centers.

HTE is a Sister Society of the Institute of Electrical and
Electronics Engineers, Inc. (IEEE) and the IEEE Communi-
cations Society.

What we do
HTE has a broad range of activities that aim to pro-
mote the convergence of information and communi-
cation technologies and the deployment of synergic
applications and services, to broaden the knowledge
and skills of our members, to facilitate the exchange
of ideas and experiences, as well as to integrate and

harmonize the professional opinions and standpoints
derived from various group interests and market dy-
namics.

To achieve these goals, we…

•	 contribute to the analysis of technical, economic, 
and social questions related to our field of compe-
tence, and forward the synthesized opinion of our 
experts to scientific, legislative, industrial and edu-
cational organizations and institutions;

•	 follow the national and international trends and 
results related to our field of competence, foster 
the professional and business relations between 
foreign and Hungarian companies and institutes;

•	 organize an extensive range of lectures, seminars, 
debates, conferences, exhibitions, company pres-
entations, and club events in order to transfer and 
deploy scientific, technical and economic knowl-
edge and skills;

•	 promote professional secondary and higher edu-
cation and take active part in the development of 
professional education, teaching and training;

•	 establish and maintain relations with other domes-
tic and foreign fellow associations, IEEE sister soci-
eties;

•	 award prizes for outstanding scientific, education-
al, managerial, commercial and/or societal activities 
and achievements in the fields of infocommunica-
tion.

Contact information
President: GÁBOR MAGYAR, PhD • elnok@hte.hu

Secretary-General: ISTVÁN BARTOLITS • bartolits@nmhh.hu
Operations Director: PÉTER NAGY • nagy.peter@hte.hu

International Affairs: ROLLAND VIDA, PhD • vida@tmit.bme.hu

Address: H-1051 Budapest, Bajcsy-Zsilinszky str. 12, HUNGARY, Room: 502
Phone: +36 1 353 1027
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