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Abstract— Manuscript deals with introduction of model for 

automatic selection of the scene with the best position of the 
object of interest in a multi-camera live broadcasts. The novel 
metric for evaluation of object appearance in multi-camera 
scenes was proposed and designed following the deep analysis of 
relevant broadcasting technologies and object tracking methods. 
Evaluation of object appearance in scene comprises not only 
from the location and size of the object of interest in the actual 
frame but also from streaming transmission parameters and the 
subjective rating from the broadcast recipients. The proposed 
metrics serve as the basis for the establishment of a system for 
selecting the best scene with switching in the real-time. Model has 
been experimentally deployed in two alternative implementations 
using common and mobile devices. Results were compared with 
human based broadcast direction. Based on this comparison, the 
ability to respond to changes in the scene and also to capture the 
object of interest in the stream was observed. The resulting 
application of model should be adapted in different fields such as 
broadcast of conferences, sport events or security systems. 

Keywords— Broadcast, Multi-camera, Scene selection, Object 
tracking 

I.  INTRODUCTION 
In recent years there has been a tremendous expansion of 

video technologies in terms of internet traffic. The amount of 
this traffic has grown exponentially and led to the formation of 
a new technologies dealing with the video processing, 
distribution and even recognition.  Research presented in this 
paper is addressing the interconnection of the outputs from the 
late developments in streaming and computer vision to the 
area of multi-camera systems with automatic director. 
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Tracking the object of interest in a scene from multiple 
cameras has become principal focus of the many researches, 
especially those dealing with security systems. Multi-camera 
broadcasts, however, exist also in other areas of life. Tracking 
of an object in video with subsequent shot evaluation is 
generally not the focal point of researches. Due to this reason, 
the ambition of this paper is to introduce a solution, which is 
to replace the manual switching of the output image in 
multi-camera streaming, i.e. provide the new approach to 
personalized broadcast, where each viewer receives a directed 
broadcast in real-time based on prior preferences and defined 
object of interest in the scene. Goal is to create an automatized 
model for streaming of exactly one video source, based on 
periodic evaluation of multiple video sources. Such source is 
to have the highest evaluation at given moment following the 
proposed metric. Idea of metric used for evaluation lies in 
rating of video sources based on actual position, size and other 
selected parameters of shot. Prior to design and 
implementation, the analysis of current streaming technologies 
is carried out as a theoretical basis for proposal of streaming 
management mechanisms and also another analysis of current 
detection of tracking algorithms resulting in a proposal of 
mechanism enabling evaluation of sources. 

II. MULTI-CAMERA STREAM AND OBJECT TRACKING 

A. Multi-cameras Systems 
Views from individual cameras utilised in multi-camera 

system may overlap and continuously cover specific part of 
space or can be isolated without any overlapping, providing 
there is a greater distance between cameras. 

Multi-camera system with overlapping views may be 
utilized to estimate the height of the tracked object in 3D 
space [1] or in creation of a global map of covered area, while 
providing the location of tracked objects on a map. In case of 
this configuration, the object is often detected concurrently by 
several cameras. For that reason, utilization of methods for 
definition of common areas in image and common points of 
interest is appropriate [2]. Field of view (FOV) lines are 
constructed based on fields of view [3], these lines are 
common for several views. Tracking of objects in case of 
multi-camera system with non-overlapping views from 
cameras is troublesome mainly due to separation in space and 
time during tracking of the object. In this case, the distance in 
time and space cannot be used as relevant information 
between particular nodes of system, unlike tracking 
approaches that utilize one camera. Example of utilization of 
methods for object tracking in multi-camera systems is 
selection of tracked person across the viewing areas, case of 
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security systems [4]. Another field of utilization is 
highlighting the position of objects, e.g. players, ball, puck or 
other gear utilized at sports events. 

Multi-camera surveillance systems commonly indicate the 
tracked object in a form of highlighted geometrical primitives 
surrounding the object across the outputs from all cameras or 
mark the position of object in global view on the map of 
monitored space. Due to this, the viewer has to monitor the 
output from all cameras and seek the highlighted square, circle 
or points of tracked object, i.e. coordinates and position in 
global map. Object in global map represents particular point, 
not the entire video. Useful solution is hence to stream the 
content from individual cameras of system, while utilizing 
streaming technologies and show only the view from one 
camera. One that detects the tracked object in scene and 
provides its best location. 

B. Streaming Technology 
Streaming technologies ensure the transfer of multimedia 

content over the computer network, in both audio and video 
along additional content, from the provider to the recipient [5].  

Many advantages emerge when we compare streaming 
multimedia formats to standard ones [6], the most significant 
are the following: possibility to control the bit rate of content, 
content protection against unauthorized use, possibility to 
select or filter the recipients of content and easy content 
management. Bearing in mind just stated and particularly due 
to the availability, these technologies are widely utilized in 
education systems, i.e. e-learning, and also in 
videoconferencing solutions [7]. Not only receiving of content 
but also broadcast directly from mobile devices is possible 
thanks to advanced development in the area of mobile devices 
[8]. 

Currently prevails a certain form of inconsistencies when it 
comes to usage of codecs and streaming formats in different 
browsers. H.264/AVC is an advanced codec developed by 
groups ITU-T VCEG and ISO/IEC MPEG. Codec consists of 
two layers: video coding layer (VCL) and network abstraction 
layer (NAL) [9]. VCL represents the video content itself and 
NAL is handling the structure of data, it is also carrier of 
information necessary for transfer. Such data is used by 
transport layer and storage media. [10]. 

Inherent component of streaming technologies are 
streaming protocols that ensure the transfer of packets with 
multimedia content. Streaming video server provides 
distribution of multimedia content into multiple packets and 
also initializes transfer to the end customer. Variant of client-
server model is a content delivery network (CDN) model. 
Main streaming server, in the solutions based on CDN, 
initially sends multimedia content to a group of content 
delivery servers that are strategically deployed at the edge of a 
network. Another emerging model of service delivery related 
to streaming is distribution over P2P networks [11]. 

C. Objeckt Tracking in Stream 
Following section is related to tracking itself or tracing the 

object in the sequence of images, i.e. in the video, considering 
one camera system. Analysis carried out for one camera 

system is to be beneficial in the process of proposing the 
evaluation metrics of multi-camera system. Resulting from 
this is the real model proposed in this paper. 

Image detection methods use image segmentation, this 
technique divides the image into the area referred to as the 
foreground, where the tracked object is to be found. Second 
part is called background, this part is not relevant for further 
processing. The resulting foreground is consisted of so called 
image elements and based on predefined pattern the relevant 
element is detected. Foreground may be extracted based on 
certain parameters such as colour, shape or texture. 

In terms of tracking the object in the video it is important 
to carry out object detection on the selected series of frames, 
separated by time, of the particular video. The location with 
respect to the captured view is calculated for each processed 
frame that contains the detected object. Series of location data 
subsequently define the nature of the object's movement, 
either in the form of a sequence of points with coordinates or 
in the form of a function. 

Detection of moving objects in the video can be 
accomplished through the filtering out the background. 
Filtering of the background based on the chromaticity or 
gradient may be implemented on the level of the pixel, region 
or the entire image. Methods for tracking of deviations in the 
individual video frames face various issues that occur during 
capturing of a real environment, these are: gradual or sudden 
changes in lighting, low level of colour uniqueness of tracked 
object from the background, unwanted shadow of the object, 
change in the background of the object being tracked or the 
constant movement of the object when detection initializes. 
All just stated factors affect the recognition success rate. 
Hence it is only appropriate to use so-called learning 
algorithms to continuously monitor changes in the tracked 
object and also complement the model pattern used for object 
detection. 

Common tracking system consists of three components: 
object representation, dynamic model and search mechanism. 
Object itself may be represented by either a holistic descriptor 
such as colour histogram and related brightness value of a 
pixel, or by local descriptor such as local histogram and 
chromaticity. Dynamic model is used to simplify the 
computational complexity in tracking of the object. Search 
mechanism is used to optimize the tracking of the real object 
and can utilize both deterministic and stochastic methods. 
Essential component in tracking methods is a motion model 
that can express, for example, translational movement, 
transformation based on similarities and the affinity 
transformation [12]. 

The existing methods used in object tracking in real-time 
include: incremental visual tracking (IVT) [13], variance ratio 
tracker (VRT) [14], fragments-based tracker (FragT) [15], 
online boosting tracker (BoostT) [16], semi-supervised tracker 
(SemiT) [17], extended semi-supervised tracker (BeSemiT) 
[18], Tracker (L1T) [19], multiple instance learning tracker 
(MIL) [20], visual tracking decomposition algorithm (VTD) 
[21] and track-learning-detection method (TLD). Reliability 
and functionality of these algorithms can be verified, for 
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example, by measuring the success while keeping up the 
detection of the monitored object and by shift of central 
position detection. In this paper two algorithms were selected, 
reporting the best results for use in the proposed system: TDL 
and CMT algorithms. 

TLD (Tracking-Learning-Detection) algorithm was 
developed for tracking and detection of objects in a video in a 
real-time. The object of interest is defined following the 
initialization of the square in one frame, such frame serves as 
a template. TLD simultaneously tracks the object, determines 
its features from the following frames and detects and verifies 
the occurrence of an object in the image. The result itself is 
tracking of the object in real-time. Accuracy and reliability is 
constantly improving as the duration of the tracking is getting 
longer, cause of this is learning of new features of tracked 
object, e.g. change of position, size, rotation, or luminosity 
[22]. 

Tracking algorithm used in the TLD is based on phase of 
recursive tracking in forward and reverse direction (Fig. 1), 
Canada-Lucas algorithm is executed in both directions and 
median is calculated as a final step. Detection in the TLD uses 
sparse filtering, file classifier and the nearest neighbour 
classifiers. TLD learning is performed in the form of P-N 
learning, extracted data is classified, while obtaining the its 
structure in the form of object path, positive (P) constraints are 
applied, with subsequent implementation of negative (N) 
constraints, then new data is generated and updated in the 
object classifier. P-type image segments represent objects with 
a high probability of correlation, when compared with the 
template, and vice versa, image segments of N-type represent 
objects with low probability of correlation [23]. 

 
Fig. 1. Experimental testing of Tracking-Learning-Detection algorithm for 

tracking the microphone in the video stream. 

CMT algorithm - Consensus-based matching and tracking 
is based on the keypoints method in combination with a 
matching-and-tracking framework (Fig. 2). CMT algorithm 
and his pythom implementation (pyCMT) expects input to be 
a sequence of frames and initialization region as pattern for 
detection in the very first frame. The goal of this algorithm is 
to renew the position of the pattern in each following frame 
and thus obtain the position of the tracked object. The output 
is the information of tracked object's position. Operation of 

CMT algorithm includes three essential steps: comparison of 
the correlation and keypoints tracking, voting and approval. 
To localize the object in each frame, the voting on position of 
central point from each keypoint is acquired. In order to detect 
the other points, the system based on approval of correlation in 
the voting is used.  Changes in size, location and rotation of 
detection region are visible as the transformation of votes 
follows the specific position of keypoints. Utilization of the 
fast keypoint detectors and binary descriptors introduces 
suitable domain for the application of the algorithm in terms 
of video processing in a real-time [24]. 

 
Fig. 2. Experimantal realization of tracking the head, microphone and hand 

based on CMT algorithm. 

III. DESIGN OF MODEL FOR OPTIMAL SHOT SELECTION 
The principal goal is to propose a metric that is to combine 

rating based on parameters with regard to the presence of the 
object in the shot as gained by the tracking algorithm, having 
the parameters of picture and voice. As a result, each node of 
multi-camera system is to be evaluated every second, based on 
this in each second the source of video stream is estimated and 
provides the best view and quality on the object of interest. 
Subsequently such shot becomes the primary and the only 
broadcasted view. 

A. Metric for evaluation of video sequence 
The principal metric in the proposed model will evaluate 

video sequence of each video source connected to the 
multi-camera system. Based on this metric the system will be 
able to determine which shot is best designed to visually track 
the object of interest in real-time. The metric (𝑀𝑀𝑛𝑛

𝑡𝑡 ) for 
evaluation of video sequence has been designed as the sum of 
the five components of the metrics, which are multiplied by a 
constants defined in the input vector (Equation 1). 

𝑀𝑀𝑛𝑛
𝑡𝑡 = ( 𝑐𝑐𝑝𝑝 × 𝑀𝑀𝑀𝑀𝑛𝑛

𝑡𝑡 + 𝑐𝑐𝑣𝑣 × 𝑀𝑀𝑀𝑀𝑛𝑛 
𝑡𝑡 ) × 𝑀𝑀𝑀𝑀𝑛𝑛

𝑡𝑡 + 𝑐𝑐ℎ × 𝑀𝑀ℎ𝑛𝑛
𝑡𝑡 + 𝑐𝑐𝑞𝑞 × 𝑀𝑀𝑀𝑀𝑛𝑛

𝑡𝑡            (1) 
 

 Depending on the type of broadcast in which the proposed 
model is to be deployed, the utilization of c constants allows 
adjustment of weights of individual metric components, or 
exclusion of selected components from the evaluation. 

 Positional component of metrics (𝑀𝑀𝑀𝑀𝑛𝑛
𝑡𝑡 ), used for the 

evaluation of video sequence, is based on data as extracted 
from tracking algorithm deployed in every stream of multi-
camera broadcasts. A significant effect on metrics component 
are the x and y coordinates, representing the occurrence of the 
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object's central point contained within the input vector for a 
particular source of the stream. The positional component 
itself has been designed to act as the optimal composition of 
the golden ratio, i.e. the centre of the tracked object of interest 
should be located as close as possible to the nearest golden 
section of the shot (Fig. 3).  

 In this case, it is also possible to seek a composition where 
the object of interest is approaching the best location with 
respect to the termination of Fibonacci spiral in the four 
different shots. In this case, zones are designed to keep the 
most highly rated areas closests to the intersections of the 
golden rations of shot (see Equations 2). 

 
Fig. 3. Zonal division of scene based on golden ratio with positional 

component of metric calculation. 
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𝒕𝒕 = 𝟐𝟐  ⇔   𝑥𝑥 < 𝑊𝑊𝑠𝑠 

5   𝑂𝑂𝑂𝑂   𝑥𝑥 > 𝑊𝑊𝑠𝑠 − 𝑊𝑊𝑠𝑠
5         

𝑴𝑴𝑴𝑴𝒏𝒏
𝒕𝒕 = 𝟒𝟒 ⇔

    (𝑥𝑥 − 𝑊𝑊𝑠𝑠
(1 + 𝜑𝜑))

2
+ (𝑦𝑦 − 𝐻𝐻𝑠𝑠

(1 + 𝜑𝜑)
2

< (𝑊𝑊𝑠𝑠
10)

2
 

𝑂𝑂𝑂𝑂 (𝑥𝑥 − 𝑊𝑊𝑠𝑠
(1 + 𝜑𝜑))

2
+ (𝑦𝑦 − 𝜑𝜑 × 𝐻𝐻𝑠𝑠

(1 + 𝜑𝜑))
2

< (𝑊𝑊𝑠𝑠
10)

2
 

𝑂𝑂𝑂𝑂 (𝑥𝑥 − 𝜑𝜑 × 𝑊𝑊𝑠𝑠
(1 + 𝜑𝜑))

2
+ (𝑦𝑦 − 𝐻𝐻𝑠𝑠

(1 + 𝜑𝜑))
2

< (𝑊𝑊𝑠𝑠
10)

2
 

           𝑂𝑂𝑂𝑂 (𝑥𝑥 − 𝜑𝜑 × 𝑊𝑊𝑠𝑠
(1 + 𝜑𝜑))

2
+ (𝑦𝑦 − 𝜑𝜑 × 𝐻𝐻𝑠𝑠

(1 + 𝜑𝜑))
2

< (𝑊𝑊𝑠𝑠
10)

2
            

 𝑴𝑴𝑴𝑴𝒏𝒏
𝒕𝒕 = 𝟑𝟑 ⇔ 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒                                                                      (2) 

 Dimensional component (𝑀𝑀𝑀𝑀𝑛𝑛 
𝑡𝑡 ) (Equation 3) of the 

proposed metrics is based on the parameters as derived by 
tracking algorithm for estimation of the actual height h and 
width w of tracked object in the shot with dimensions W and 
H. In this situation, the evaluation of this component is to be 
increased with increasing size of the reference object. 

𝑀𝑀𝑀𝑀𝑛𝑛 
𝑡𝑡 = √ 𝑤𝑤2 + ℎ2

𝑊𝑊𝑠𝑠
2 + 𝐻𝐻𝑠𝑠

2                                                  (3) 

 Component concerning the reliability (𝑀𝑀𝑀𝑀𝑛𝑛
𝑡𝑡 ) (Equation 4) 

of the object detection is directly dependent on the input data. 
This data represents reliability of detection d of tracking 
algorithm at time t contained within the input vector. 
Consequently, the component is to be in the form of 
percentage correlation, indicating the match of detected object 
in the image at time t to the pattern used for tracking. 

𝑀𝑀𝑀𝑀𝑛𝑛
𝑡𝑡 = 𝑑𝑑                                                           (4) 

 The proposed metric also includes a component enabling 
the control of the resulting metric through the subjective 
evaluation (𝑀𝑀ℎ𝑛𝑛

𝑡𝑡 ) by the recipients of stream from multi-
camera broadcasts. In case of specific broadcast, each 
recipient would be able to evaluate each stream source at time 
t by a percentage value, i.e. change own evaluation 
dynamically throughout the broadcast. In order to guarantee 
the relevant processing of the evaluation of individual stream 
sources it is essential to introduce the calculation of evaluation 
based on Bayesian estimation – bearing in mind the stream is 
dependent on the number of recipients who are able to 
evaluate it, not only on the average evaluation (Equation 5). 

𝑀𝑀ℎ𝑛𝑛
𝑡𝑡 = (∑ 𝑟𝑟𝑘𝑘

𝑘𝑘=𝑗𝑗
𝑘𝑘=1 ) + (𝑐𝑐𝑚𝑚𝑚𝑚𝑚𝑚 × 𝑟𝑟𝑎𝑎𝑎𝑎)

𝑗𝑗 + 𝑐𝑐𝑚𝑚𝑚𝑚𝑚𝑚
                                  (5) 

 Following the analysis of evaluation methods of video 
quality, the calculation of objective video quality component 
of metric (𝑀𝑀𝑀𝑀𝑛𝑛

𝑡𝑡 ) (Equation 6) dependent on three fundamental 
parameters of picture was designed. These image parameters 
are the following: resolution of video stream (width W and 
height H), the actual transmission bandwidth 𝐵𝐵𝑡𝑡 (bit-rate) and 
frame rate 𝐹𝐹𝑡𝑡 compared to optimal bandwidth 𝐵𝐵𝑜𝑜𝑜𝑜 and optimal 
frame rate 𝐹𝐹𝑜𝑜𝑜𝑜. 

𝑀𝑀𝑀𝑀𝑛𝑛
𝑡𝑡 =

√𝐵𝐵𝑜𝑜𝑜𝑜
2 − (𝐵𝐵𝑜𝑜𝑜𝑜 − 𝐵𝐵𝑡𝑡)2

2 × (√𝑊𝑊𝑠𝑠
2 + 𝐻𝐻𝑠𝑠

2) × 10−3
∗ 

√𝐹𝐹𝑜𝑜𝑜𝑜
2 − (𝐹𝐹𝑜𝑜𝑜𝑜 − 𝐹𝐹𝑡𝑡)2

𝐹𝐹𝑜𝑜𝑜𝑜
                (6) 

 

B. Processing the results of evaluation 
 Processing requires individual results of partial evaluation 
metrics of image to be stored in the matrix (Equation 7) 
containing other sub-metrics for all sources of stream n at time 
t: 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡 = (
𝑀𝑀𝑀𝑀1

𝑡𝑡 𝑀𝑀𝑀𝑀1 
𝑡𝑡 𝑀𝑀𝑀𝑀1

𝑡𝑡 𝑀𝑀ℎ1
𝑡𝑡 𝑀𝑀𝑀𝑀1

𝑡𝑡

𝑀𝑀𝑀𝑀2
𝑡𝑡

⋮
𝑀𝑀𝑀𝑀2 

𝑡𝑡

⋮
𝑀𝑀𝑀𝑀2

𝑡𝑡

⋮
𝑀𝑀ℎ2

𝑡𝑡

⋮
𝑀𝑀𝑀𝑀2

𝑡𝑡

⋮
𝑀𝑀𝑀𝑀𝑛𝑛

𝑡𝑡 𝑀𝑀𝑀𝑀𝑛𝑛 
𝑡𝑡 𝑀𝑀𝑀𝑀𝑛𝑛

𝑡𝑡 𝑀𝑀ℎ𝑛𝑛
𝑡𝑡 𝑀𝑀𝑀𝑀𝑛𝑛

𝑡𝑡

)                   (7) 

  

 Subsequently, the results of overall metrics 𝑅𝑅𝑡𝑡 for each 
source at time t assemble the image metrics vector (Equation 
8) of results for the entire multi-camera system in time t: 

𝑅𝑅𝑡𝑡 = (𝑀𝑀1
𝑡𝑡 𝑀𝑀2

𝑡𝑡 … 𝑀𝑀𝑛𝑛
𝑡𝑡 )                                         (8) 

 The final step is to select the stream source in real-time 
following the calculations of chosen metrics. Such source 
provides, in the specific broadcast the highest result of the 
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overall evaluation. Basis of selection is to calculate the 
maximum (Equation 9) of vector R, i.e. maxima of resulting 
numerical evaluations of all currently connected broadcasting 
sources: 

𝑚𝑚𝑚𝑚𝑚𝑚
0<𝑘𝑘≤𝑛𝑛

𝑀𝑀𝑘𝑘
𝑡𝑡                                                     (9) 

  Each image capturing device generates a certain latency 
until the image gets to the output. In the terms of multi-camera 
heterogeneous system, e.g. consisted from standard SDI 
cameras, mobile phone with enabled 3G transfer, sports 
camera with Wi-Fi connectivity or IP camera via fixed line, 
the delay between video input and the output has to be on the 
same level. The ambition is to ensure that the object of interest 
in the image at time t is present in the same global position for 
all the input video sources during processing. This can be done 
indirectly by processing the audio track of stream, where the 
part of audio track from reference source with the lowest 
latency is selected at regular intervals and compared with 
other sources. The system would therefore be able re-evaluate 
how many ms is the shift from detected audio sequence of 
specific source (Fig. 4).  

 
Fig. 4. Synchornization of delay via audio track of multiple streams 

IV. IMPLEMENTATION OF MODEL 
Building a system following the proposed model is 

possible on multiple levels according to the character of use. 
Implementation diagram of the system, based on the model 
using the external video sources, is depicted in Fig. 5. Note 
that distribution mechanism is employed prior to the 
evaluation. 

Individual sources of live broadcasts from different angles 
are transmitted through the streaming distribution device, i.e. 
streaming server. The transferred stream of each video source, 
acquired from the distribution mechanism, is received and 
then processed by the tracking algorithm. Input is in the form 
of single instance per each video source. Results of tracing are 
sent, in a real-time, by each instance of object tracking 
mechanism. Evaluation is performed by the calculation 
mechanism, which receives the initial parameters of metrics as 
the input, these are: constants for subjective assessment, 
vector containing the constants of compression ratio and 
optimal frame rate, and vector encompassing the constants of 
the individual components of the global metrics. At the same 
time, the vector comprising of scene parameters and stream 
quality is provided to the calculation mechanism. Such vector 
is based on the encoding used in distribution mechanism or 
input encoder of video source. Evaluation mechanism of 
recipient associated with the content playback mechanism 
collects the ratings from recipients and provides them as the 
input to the calculation mechanism. Calculation mechanism 

continuously collects the input parameters. Output of this 
mechanism, a vector of ratings from all the input sources, is 
sent directly to the control mechanism. The control 
mechanism determines the best rating and source to be set as 
the output of the current broadcast, both is done in real-time. 
Control itself is thus connected directly to the content 
playback mechanism, where the distribution mechanism 
provides only the stream with the best rating to the recipient. 

 
Fig. 5. Implementation scheme with stream distribution mechanism 

Several system implementations were carried out as a part 
of this project, all were following the proposed model for the 
automatic selection of the optimal shot while utilizing specific 
streaming and computer vision technologies. One of such 
system configuration was the implementation encompassing 
the mobile devices with build-in camera, experimentally 
linked to the evaluation mechanisms located behind the 
streaming server (Fig. 6). 

In this configuration, two Android mobile devices, one 
iOS mobile device and sports GoPro camera were used as the 
sources of the image. Image extracted from Android devices 
was received directly by WSE streaming server, in this case by 
means of created RTMP encoder. iOS devices utilized Wowza 
GoCoder and stream from GoPro camera was distributed via 
FFmpeg to WSE server. As a result, all the image sources 
were distributed through streaming server. Subsequently, each 
distributed RTMP stream was processed by FFmpeg in 
separate instances of pyCMT tracking algorithm. Individual 
pyCMT instances passed on results of the position and size of 
the tracked object for further calculation of the final metrics, 
along with the WSE server stream and calculation of 
recipients rating parameters. The final metrics values were 
send, containing the information of maxima and identifier of 
best evaluated via vmix API. Then the output stream was 
passed to the output in the virtual mix, which received each 
stream separately from WSE server. Subsequently, the output 
stream encoded the required format through FMLE and 
forwarded it to a recipient's FlowPlayer player and to a control 
output. 



Multi-Camera Broadcasting Model with Automation  
of Optimal Scene Switching

 
 

 
Fig. 6. System configuration with using pyCMT mechanism 

Several experiments were carried out in the simulation 
environment. The moving object of interest was captured 
simultaneously using multiple cameras, both in different 
environments and different image dynamics. Then, the 
feedback, whether the object of interest in sequence t is 
visible, was retrieved from the recipients. Subjective 
evaluation of each sequence was done to provide the 
evaluation of the composition quality of the tracked object and 
also its distinctiveness when compared to the expectations of 
the viewer. Comparison included the manual director as is 
present in the standard system of video mix, this provided the 
information about the video stream selected as the output in 
time t. In case of same real-time video sequence, the table for 
comparison was continuously filled with the results as 
gathered from both, the automatic director based on the 
proposed model and manual director in standard video mix. 
Results included in the table create a map of the object 
visibility in the video sequence from both perspectives - 
comparison of the selection of output image and evaluation of 
composition. This allows us to express the correlation of 
automatic director to manual director, i.e. when it runs faster 
or, vice versa, when the lag is present. 

Proposed model was experimentally tested on extensive 
sequences of live broadcasts throughout each development and 
optimization phase of relevant metrics. Experimental 
multi-camera broadcast was selected as a sample of the model 
variability. This included combination of standard cameras 
and mobile devices build-in cameras. Pattern for the 
initialization box used for tracking of the object was set to 
copy the figure of a lecturer in front of blackboard (Fig. 7). 

 
Fig. 7. Experiment of tracking the lecturer in 4-camera stream 

 Simultaneously, the video streams assigned to a streaming 
mix were processed and combination of parameters from the 
evaluation mechanism and another combination of qualitative 
parameters allowed final evaluation metrics to provide the 
information of current source. Such source was set, at time t, 
as the output by streaming mix (Fig. 8). 

 
Fig. 8. Experiment of choosing the best rated stream based on tracking 

 The results of the final evaluation of individual sources for 
the selected broadcast sequence is depicted on the graph, see 
fig 9. 

 
Fig. 9. Results of 4-camera stream evaluation by proposed automatic system 

 Comparison of the results served for the evaluation of 
object composition in the selected sequence of a broadcast, 
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both automatized system using proposed model (blue) and 
manual director (red) were deployed (see Fig. 10).  

 This experiment shows that automatic selection of the best 
view does not match the manual director, dissimilarity rate is 
estimated to be two thirds. Object of interest (lecturer) was in 
the case of automatic selection visible throughout the entire 
broadcast of segment. Manual director achieved error rate of 
2% - it means the object was not in the shot in 2% of duration 
of the broadcast segment. The automatic system scored worst 
composition rating then manual direction in 36% of duration 
of broadcast segment. However in 54% of duration of 
broadcast segment the composition of object of interest (figure 
of lecturer) with automatic system has better rating then 
manual direction. In this experiment, the model succeeded 
especially in case of object arrival and disappearance from the 
image, response time was in the case of proposed model faster 
when compared to the manual mode. 

 
Fig. 10. Comparison of evaluation of composition between proposed model 

(blue) and manual direction (red) in 4-camera stream experiment 

 The overall model for the selection of the best image in a 
multi-camera system proposed in this paper is adaptable for 
usage in different types of broadcasts. The primary objective 
was to develop a model for the selection of optimal shot that 
would be useful for heterogeneous multi-camera system, e.g. 
broadcasting of the events from multiple angles using different 
types of devices such as classic camera, mobile phone, sports 
camera, drone, IP camera, etc. (Fig. 11) 

 
Fig. 11. Example of use case of proposed model 

CONCLUSION 
In this paper, the innovative model for automatic selection 

of the most suitable shot regarding the object of interest in the 
multi-camera system was proposed. Depth analysis of the 
current streaming and computer vision technology lead to a 
proposal of evaluation metrics for individual broadcast 
sources. The proposed evaluation metric was adapted to a 
different types of uses through changing the value of weights 
of individual metric components. Overall, the evaluation of 
multi-camera system sources is derived from several factors: 
the current position and size of the reference object in the shot, 
the parameters of the video broadcast and audio track, lastly 
also the objective and subjective evaluation by viewers. 
Described evaluation metrics became the basis for the 
establishment of a system for the selection of the most suitable 
shot and related switching of the output streaming source in a 
real-time. The created model was experimentally verified in a 
number of alternative implementations using standard and 
mobile devices. The results compared with the standard 
manual director showed the advantages of model in the form 
of faster response time to changes in a shot and a tendency to 
capture the object of interest in the image when being closest 
to the ideal composition. Experimental testing has shown the 
ability of adaptation the model for different types of 
applications, such as broadcast sporting events, security 
systems, industrial monitoring or conference broadcasts. 
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Android APK on-the-fly tampering
Zdeněk Řı́ha, Dušan Klinec, Vashek Matyáš

Abstract—The Android operating system is widely deployed
and relied upon by both providers and users of various ap-
plications. These applications get frequently downloaded from
other sources than just Google Play. This makes Android and
its application treatment a popular target for attackers. We
first present an automated offline attack injecting a previously
prepared code to a previously unseen Android application instal-
lation file (APK) in an automatic manner. Moreover, we present a
novel transparent on-the-fly extension of our attack when a proxy
server performs code injection during a new APK download.

Index Terms—Android security, application security, applica-
tion download, code injection, malware contamination

I. INTRODUCTION

The Android mobile operating system has penetrated 88%
of the smartphone operating system market by 2016 [5]. The
bare operating system as delivered by phone manufacturers
typically provides just a basic functionality. Therefore, it
is more-or-less expected that most users install additional
applications either to enhance smartphone features or just for
fun. The official way to obtain Android applications is to use
the Google Play service. Android phones use the pre-installed
application (client) that directly connects to Google Play
servers. Alternative sources of applications are also supported,
but this feature is disabled by default for security reasons.

Still, many users activate the feature allowing installation
of applications from other (often unknown) sources to be
able to install applications with alternative distribution models,
not present on the Google Play Store (e.g., tourist guide
applications are often distributed locally on-site in places
without Internet access).

Various and numerous applications are banned from the
distribution in Google Play (e.g., advanced security scanners
software requiring root privileges, copyright infringement ma-
terials, advertising blocking applications or even privacy tools
aimed at stopping other applications from collecting data on
users).

We demonstrate two methods of automatically injecting
attacker’s code (e.g., backdoor) into the APK files transpar-
ently to the user. See the high-level architecture of the typical
attacker’s setup in Figure 1. The user would see the APK
download phase progress as usual, but receive a modified file.
Since “free” installation of applications from ad hoc sources is
a crucial feature for Android smartphones, we raise this issue
to both the user and developer communities.

Motivations of the attackers to inject a malware into An-
droid applications can vary. The malware can have the form
of a spyware, leaking the location of the user, SMS messages
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Fig. 1. The high-level architecture of our attacker’s setup. The infrastructure
for the Internet access (typically a WiFi access point) is under the control of
an attacker who can manipulate unprotected communication.

and other sensitive user data, etc.; botnet client, transforming
the mobile phone into a zombie, or anything else that can lead
to economic or other profit (e.g., Bitcoin mining).

APK file integrity is protected with a digital signature.
The list of hashes for practically all the files in a package
is digitally signed and stored as a PKCS#7/CMS signature
file (including the X.509 certificate of the signer). The digital
signature is verified during the installation process and if
the verification fails then the installation is aborted. This
mechanism is able to detect integrity issues within the APK file
(e.g., missing files, extra files or modified files) and addresses
download errors (e.g., a truncated APK file).

Experience from other application domains (most notably,
but not exclusively, the SSL/TLS) shows that users have
serious issues when having to make decisions about Public
Key Infrastructure (PKI) tasks and questions [6], [15]. Android
is based on a very simplified PKI.

For the APK files, the signer certificate is self-signed and is
generated by a developer without any aid of a Certification
Authority (CA). When a new application (a new package
name) is installed, any certificate is accepted. The signer’s
certificate is only important in some particular situations – the
signer must be the same when upgrading an application, to
allow applications to run in the same process and to share
code or data between applications through permissions.

In our scenario, we assume that the user is downloading and
installing a new application. Therefore, it is easily possible to
modify the content of an APK file and afterwards to sign it
with a different private key of attacker’s choice.

As no CA is involved, the values of the name fields in
the (public key) certificate can be arbitrarily chosen by the
attacker. To sign the application, we use the same jarsigner
utility (part of the Java Development Kit) that developers
use. We generated a new private key and certificate for our
experiment described below.
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