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Attribute-Based Encryption Optimized for
Cloud Computing

Máté Horváth

Abstract—In this work, we aim to make attribute-based en-
cryption (ABE) more suitable for access control to data stored
in the cloud. For this purpose, we concentrate on giving to
the encryptor full control over the access rights, providing
feasible key management even in case of multiple independent
authorities, and enabling viable user revocation, which is essential
in practice. Our main result is an extension of the decentralized
CP-ABE scheme of Lewko and Waters [8] with identity-based
user revocation. Our revocation system is made feasible by
removing the computational burden of a revocation event from
the cloud service provider, at the expense of some permanent, yet
acceptable overhead of the encryption and decryption algorithms
run by the users. Thus, the computation overhead is distributed
over a potentially large number of users, instead of putting it
on a single party (e.g., a proxy server), which would easily lead
to a performance bottleneck. The formal security proof of our
scheme is given in the generic bilinear group and random oracle
models.

Index Terms—storage in clouds, access control, attribute-based
encryption, user revocation, multi-authority.

I. INTRODUCTION

Recent trends show a shift from using companies’ own data
centres to outsourcing data storage to cloud service providers.
Besides cost savings, flexibility is the main driving force
for outsourcing data storage, although in the other hand it
raises the issue of security, which leads us to the necessity
of encryption. Traditional cryptosystems were designed to
confidentially encode data to a target recipient (e.g. from Alice
to Bob) and this seems to restrict the range of opportunities
and flexibility offered by the cloud environment. Imagine the
following scenario: some companies are cooperating on a
cryptography project and from each, employees are working
together on some tasks. Suppose that Alice wants to share
some data of a subtask with those who are working on it, and
with the managers of the project from the different companies.
We see that encrypting this data with traditional techniques,
causes that recipients must be determined formerly, moreover
either they have to share the same private key or several
encrypted versions (with different keys) must be stored. These
undermine the possible security, efficiency and the flexibility
which the cloud should provide.

Attribute-based encryption (ABE) proposed by Sahai and
Waters [16] is intended for one-to-many encryption in which
ciphertexts are encrypted for those who are able to fulfil
certain requirements. The most suitable variant for fine-grained
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access control in the cloud is called ciphertext-policy (CP)
ABE, in which ciphertexts are associated with access policies,
determined by the encryptor and attributes describe the user,
accordingly attributes are embedded in the users’ secret keys.
A ciphertext can be decrypted by someone if and only if, his
attributes satisfy the access structure given in the ciphertext,
thus data sharing is possible without prior knowledge of who
will be the receiver preserving the flexibility of the cloud even
after encryption.

Returning to the previous example, using CP-ABE Alice
can encrypt with an access policy expressed by the following
Boolean formula: “CRYPTOPROJECT” AND (“SUBTASK Y”
OR “MANAGER”). Uploading the ciphertext to the cloud, it
can be easily accessed by the employees of each company,
but the data can be recovered only by those who own a set of
attributes in their secret keys which satisfies the access policy
(e.g. “CRYPTOPROJECT”, “SUBTASK Y”).

In spite of the promising properties, the adoption of CP-
ABE requires further refinement. A crucial property of ABE
systems is that they resist collusion attacks. In most cases (e.g.
[2], [19]) it is achieved by binding together the attribute secret
keys of a specific user with a random number so that only those
attributes can be used for decryption which contains the same
random value as the others. As a result private keys must be
issued by one central authority (CA) that would need to be in
a position to verify all the attributes or credentials it issued for
each user in the system. However even our example shows that
attributes or credentials issued across different trust domains
are essential and these have to be verified inside the different
organisations (e.g. “MANAGER” attribute ). To overcome this
problem, we are going to make use of the results of Lewko
and Waters [8] about decentralising CP-ABE.

The other relevant issue is user revocation. In everyday
use, a tool for changing a user’s rights is essential as un-
expected events may occur and affect these. An occasion
when someone has to be revoked can be dismissal or the
revealing of malicious activity. Revocation is especially hard
problem in ABE, since different users may hold the same
functional secret keys related with the same attribute set (aside
from randomization). We emphasise that user revocation is
applied in exceptional cases like the above-mentioned, as all
other cases can be handled simpler, with the proper use of
attributes (e.g. an attribute can include its planned validity like
“CRYPTOPROJECT2015”).

Simultaneous solutions for these two problems could en-
hance flexible access control in cloud-based secure data stor-
age. Such “optimized” CP-ABE could hide symmetric keys,
which are used to efficiently encode large amounts of data, and
reveal them only for authorized users, who can be identified
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through expressive access policies (for details see Figure 1).
Related Work.: The concept of ABE was first proposed

by Sahai and Waters [16] as a generalization of identity-
based encryption. Bethencourt et al. [2] worked out the first
ciphertext-policy ABE scheme in which the encryptor must
decide who should or should not have access to the data
that she encrypts (ciphertexts are associated with policies, and
users’ keys are associated with sets of descriptive attributes).
This concept was further improved by Waters in [19].

The problem of building ABE systems with multiple au-
thorities was first considered by Chase [5] with a solution
that introduced the concept of using a global identifier (GID)
for tying users’ keys together. Her system relied on a central
authority and was limited to expressing a strict AND policy
over a pre-determined set of authorities. Decentralized ABE of
Lewko and Waters [8] does not require any central authority
and any party can become an authority while there is no
requirement for any global coordination (different authorities
need not even be aware of each other) other than the creation
of an initial set of common reference parameters. With this
it avoids placing absolute trust in a single designated entity,
which must remain active and uncorrupted throughout the
lifetime of the system. Several other multi-authority schemes
(e.g. [14], [18]) were shaped to the needs of cloud computing,
although these lack for efficient user revocation.

Attribute revocation with the help of expiring attributes
was proposed by Bethencourt et al. [2]. For single authority
schemes Sahai et al. [15] introduced methods for secure
delegation of tasks to third parties and user revocation through
piecewise key generation. Ruj et al. [14], Wang et al. [18] and
Yang et al. [20] show traditional attribute revocation (in multi-
authority setting) causing serious computational overhead,
because of the need for key re-generation and ciphertext re-
encryption. A different approach is identity-based revocation,
two types of which were applied to the scheme of Waters [19].
Liang et al. [11] gives the right of controlling the revoked set
to a “system manager” while Li et al. [10], follow [7], from the
field of broadcast encryption systems and give the revocation
right directly to the encryptor. This later was further developed
by Li et al. [9] achieving full security with the help of dual
system encryption. For this approach, but in key-policy ABE,
Qian and Dong [13] showed fully secure solution.

To the best of our knowledge no multi-authority system is
integrated with identity-based user revocation and our work is
the first in this direction.

Contribution.: Based on [8] and [7] we propose a scheme
that adds identity-based user revocation feature to distributed
CP-ABE. With this extension, we achieve a scheme with mul-
tiple, independent attribute authorities, in which revocation of
specific users (e.g. with IDi) from the system with all of their
attributes is possible without updates of attribute public and
secret keys (neither periodically, nor after revocation event).
We avoid re-encryption of all ciphertexts the access structures
of which contain a subset of attributes of the revoked user.
The revocation right can be given directly to the encryptor,
just like the right to define the access structure which fits to
the cloud computing scenario.

A preliminary version of this work appeared in [6]. In this

paper, we make substantial extensions to the contributions
presented in [6], including a new, detailed security analysis
of our proposed scheme, with a rigorous proof in the generic
bilinear group and random oracle models, as well as proposal
for an application approach in the cloud storage scenario and
detailed explanations and reflections on related works.

Organization.: In Section II we introduce the later used
theoretical background. In Section III the details of our scheme
can be found together with efficiency and security analysis.
Directions for further research are proposed in the last section.

II. BACKGROUND

We first briefly introduce bilinear maps, and provide the
relevant background on access structures and secret sharing
schemes. Then we give the algorithms of Ciphertext Policy
Attribute-Based Encryption with identity-based user revoca-
tion.

A. Bilinear maps

We present the most important facts related to groups with
efficiently computable bilinear maps.

Let G0 and G1 be two multiplicative cyclic groups of prime
order p. Let g be a generator of G0 and e be a bilinear map
(pairing), e : G0 ×G0 → G1, with the following properties:

1) Bilinearity: ∀u, v ∈ G1 and a, b ∈ Zp, we have
e(ua, vb) = e(u, v)ab

2) Non-degeneracy: e(g, g) �= 1.

We say that G0 is a bilinear group if the group operation
in G0 and the bilinear map e : G0 × G0 → G1 are both
efficiently computable. Notice that the map e is symmetric
since e(ga, gb) = e(g, g)ab = e(gb, ga).

B. Access Structures and Secret Sharing

The requirements of decryption in an ABE scheme can be
expressed using access structures (for formal definition see
[1]), which determines all the authorised sets of attributes
that allow decryption. Most ABE schemes (like ours) are
restricted to monotone access structures, meaning that any
superset of an authorized set is authorized as well. We note that
(inefficiently) general access structures also can be realized
using our techniques by having the not of each attribute as
separate attribute.

To enforce the access structure, determined by the encryptor,
we are going to make essential use of Linear Secret Sharing
Schemes (LSSS). Here we adopt the definitions from those
given in [1].

Definition 1 (Linear Secret Sharing Scheme [1]): A secret-
sharing scheme Π over a set of attributes U is called linear
(over Zp) if

1) the shares for each attribute form a vector over Zp,
2) there exists a matrix A with � rows and n columns called

the share-generating matrix for Π. For all x = 1, . . . , �,
the xth row of A is labelled by an attribute ρ(x), where ρ
is a function from {1, . . . , �} to U . When we consider the
column vector v = (s; r2, . . . , rn), where s ∈ Zp is the
secret to be shared, and r2, . . . , rn ∈ Zp are randomly
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chosen, then Av = λ is the vector of � shares of the
secret s according to Π. The share (Av)x = λx belongs
to attribute ρ(x).

In [1] it is shown that every linear secret sharing-scheme
according to the above definition also enjoys the linear re-
construction property, defined as follows. Suppose that Π
is an LSSS for the access structure A. Let S ∈ A be
any authorized set, and let I ⊂ {1, 2, . . . , �} be defined as
I = {i|ρ(i) ∈ S}. Then, there exist constants {ωi ∈ Zp}i∈I

such that, if {λi} are valid shares of any secret s according to
Π, then

∑
i∈I ωiλi = s. Furthermore, it is also shown in [1]

that these constants {ωi} can be found in time polynomial in
the size of the share-generating matrix A and for unauthorized
sets, no such {ωi} constants exist.

We use the convention that (1, 0, 0, . . . , 0) is the “target”
vector for any linear secret sharing scheme. For any satisfying
set of rows I in A, we will have that the target vector is in
the span of I , but for any unauthorized set, it is not.

Using standard techniques (see [8] - Appendix G) one
can convert any monotonic boolean formula into an LSSS
representation. An access tree of � nodes will result in an
LSSS matrix of � rows.

C. Revocation Scheme for Multi-Authority CP-ABE

A multi-authority Ciphertext-Policy Attribute-Based En-
cryption system with identity-based user revocation is com-
prised of the following algorithms:
Global Setup(λ) → GP

The global setup algorithm takes in the security parameter λ
and outputs global parameters GP for the system.

Central Authority Setup(GP ) → (SK∗, PK∗)
The central authority (CA) runs this algorithm with GP as
input to produce its own secret key and public key pair,
SK∗, PK∗.

Identity KeyGen(GP,RL,GID, SK∗) → K∗
GID

The central authority runs this algorithm upon a user request
for identity secret key. It checks whether the request is valid
and if yes (i.e. the user’s global identifier, denoted by GID,
is not part of the RL revocation list: GID /∈ RL), generates
K∗

GID using the global parameters and the secret key of the
CA.

Authority Setup(GP ) → (PK,SK)
Each attribute authority runs the authority setup algorithm
with GP as input to produce its own secret key and public
key pair, SK,PK.

KeyGen(GP, SK,GID, i) → Ki,GID

The attribute key generation algorithm takes in an identity
GID, the global parameters, an attribute i belonging to
some authority, and the secret key SK for this authority.
It produces a key Ki,GID for this attribute-identity pair.

Encrypt(GP,M, (A, ρ), {PK}, PK∗, RL) → CT
The encryption algorithm takes in a message M, an access
matrix (A, ρ), the set of public keys for relevant authorities,
the public key of the central authority, the revoked user list
and the global parameters. It outputs a ciphertext CT .

Decrypt(GP,CT, (A, ρ), {Ki,GID},K∗
GID, RL) → M

The decryption algorithm takes in the global parameters, the

revoked user list, the ciphertext, identity key and a collection
of keys corresponding to attribute, identity pairs all with the
same fixed identity GID. It outputs either the message M
when the collection of attributes i satisfies the access matrix
corresponding to the ciphertext. Otherwise, decryption fails.

III. OUR RESULTS

To build our model we will use the prime order group con-
struction of Lewko and Waters [8], because of its favourable
property of having independent attribute authorities. In order
to achieve identity-based revocation we supplement the dis-
tributed system with a Central Authority. However it seems
to contradict with the original aim of distributing the key
generation right, this additional authority would generate only
secret keys for global identifiers (GID ∈ Zp) of users and the
attribute key generation remains distributed. Our Central Au-
thority does not possess any information that alone would give
advantage during decryption, in contrast to single authority
schemes, where the authority is able to decrypt all ciphertexts.
Regarding this, we can say that our system remains distributed,
in spite of launching a Central Authority.

Approach to the Cloud Storage Scenario: We give a
high-level description about a possible application of the
algorithms that we proposed in Subsection II-C (for graphical
depiction see Figure 1). Because of efficiency reasons it is
practical to encrypt data using a symmetric cipher, always with
fresh random number as key. Access control is achieved by
encrypting the symmetric key using CP-ABE and attaching
the encrypted key to the ciphertext that is stored by the cloud
service provider (CSP). Decryption is possible for users, who
can obtain the symmetric key, or with other words those,
who possess the necessary attributes and were not revoked.
Attribute Authorities are run locally on trusted servers of
organisations, that are using the system, while the Central
Authority is run by the CSP, which also maintains (archives,
publishes) the RL revocation list, based on the revocation
requests from authorised parties of the organisations. The ABE
encryption always uses the fresh RL and ABE decryption is
run with the RL at the encryption time of the ciphertext, which
are obtained from the CSP. This approach automatically leads
to lazy re-encryption of ciphertext, as fresh symmetric key and
RL are used whenever data is edited.

a) Our Technique.: We face with the challenges of
identity-based revocation. To realize the targeted features,
we use some ideas from public key broadcast encryption
systems [7]. A recent1 work of Cao and Liu [4] points out
an inherent drawback of the [7] scheme, namely that for
malicious users it is worth to exchange their decryption keys in
order to maximize their interests. However we utilize similar
techniques as [7], our system is not vulnerable to this kind of
misuse, because unlike in broadcast encryption, where having
a non-revoked secret key is the only requirement for decryp-
tion, in ABE, users are also required to fulfil requirements
related to their attributes. Thus such collusion could have

1 [4] appeared on ePrint some months later than our work.
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an inherent drawback of the [7] scheme, namely that for
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1 [4] appeared on ePrint some months later than our work.
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through expressive access policies (for details see Figure 1).
Related Work.: The concept of ABE was first proposed

by Sahai and Waters [16] as a generalization of identity-
based encryption. Bethencourt et al. [2] worked out the first
ciphertext-policy ABE scheme in which the encryptor must
decide who should or should not have access to the data
that she encrypts (ciphertexts are associated with policies, and
users’ keys are associated with sets of descriptive attributes).
This concept was further improved by Waters in [19].

The problem of building ABE systems with multiple au-
thorities was first considered by Chase [5] with a solution
that introduced the concept of using a global identifier (GID)
for tying users’ keys together. Her system relied on a central
authority and was limited to expressing a strict AND policy
over a pre-determined set of authorities. Decentralized ABE of
Lewko and Waters [8] does not require any central authority
and any party can become an authority while there is no
requirement for any global coordination (different authorities
need not even be aware of each other) other than the creation
of an initial set of common reference parameters. With this
it avoids placing absolute trust in a single designated entity,
which must remain active and uncorrupted throughout the
lifetime of the system. Several other multi-authority schemes
(e.g. [14], [18]) were shaped to the needs of cloud computing,
although these lack for efficient user revocation.

Attribute revocation with the help of expiring attributes
was proposed by Bethencourt et al. [2]. For single authority
schemes Sahai et al. [15] introduced methods for secure
delegation of tasks to third parties and user revocation through
piecewise key generation. Ruj et al. [14], Wang et al. [18] and
Yang et al. [20] show traditional attribute revocation (in multi-
authority setting) causing serious computational overhead,
because of the need for key re-generation and ciphertext re-
encryption. A different approach is identity-based revocation,
two types of which were applied to the scheme of Waters [19].
Liang et al. [11] gives the right of controlling the revoked set
to a “system manager” while Li et al. [10], follow [7], from the
field of broadcast encryption systems and give the revocation
right directly to the encryptor. This later was further developed
by Li et al. [9] achieving full security with the help of dual
system encryption. For this approach, but in key-policy ABE,
Qian and Dong [13] showed fully secure solution.

To the best of our knowledge no multi-authority system is
integrated with identity-based user revocation and our work is
the first in this direction.

Contribution.: Based on [8] and [7] we propose a scheme
that adds identity-based user revocation feature to distributed
CP-ABE. With this extension, we achieve a scheme with mul-
tiple, independent attribute authorities, in which revocation of
specific users (e.g. with IDi) from the system with all of their
attributes is possible without updates of attribute public and
secret keys (neither periodically, nor after revocation event).
We avoid re-encryption of all ciphertexts the access structures
of which contain a subset of attributes of the revoked user.
The revocation right can be given directly to the encryptor,
just like the right to define the access structure which fits to
the cloud computing scenario.

A preliminary version of this work appeared in [6]. In this

paper, we make substantial extensions to the contributions
presented in [6], including a new, detailed security analysis
of our proposed scheme, with a rigorous proof in the generic
bilinear group and random oracle models, as well as proposal
for an application approach in the cloud storage scenario and
detailed explanations and reflections on related works.

Organization.: In Section II we introduce the later used
theoretical background. In Section III the details of our scheme
can be found together with efficiency and security analysis.
Directions for further research are proposed in the last section.

II. BACKGROUND

We first briefly introduce bilinear maps, and provide the
relevant background on access structures and secret sharing
schemes. Then we give the algorithms of Ciphertext Policy
Attribute-Based Encryption with identity-based user revoca-
tion.

A. Bilinear maps

We present the most important facts related to groups with
efficiently computable bilinear maps.

Let G0 and G1 be two multiplicative cyclic groups of prime
order p. Let g be a generator of G0 and e be a bilinear map
(pairing), e : G0 ×G0 → G1, with the following properties:

1) Bilinearity: ∀u, v ∈ G1 and a, b ∈ Zp, we have
e(ua, vb) = e(u, v)ab

2) Non-degeneracy: e(g, g) �= 1.

We say that G0 is a bilinear group if the group operation
in G0 and the bilinear map e : G0 × G0 → G1 are both
efficiently computable. Notice that the map e is symmetric
since e(ga, gb) = e(g, g)ab = e(gb, ga).

B. Access Structures and Secret Sharing

The requirements of decryption in an ABE scheme can be
expressed using access structures (for formal definition see
[1]), which determines all the authorised sets of attributes
that allow decryption. Most ABE schemes (like ours) are
restricted to monotone access structures, meaning that any
superset of an authorized set is authorized as well. We note that
(inefficiently) general access structures also can be realized
using our techniques by having the not of each attribute as
separate attribute.

To enforce the access structure, determined by the encryptor,
we are going to make essential use of Linear Secret Sharing
Schemes (LSSS). Here we adopt the definitions from those
given in [1].

Definition 1 (Linear Secret Sharing Scheme [1]): A secret-
sharing scheme Π over a set of attributes U is called linear
(over Zp) if

1) the shares for each attribute form a vector over Zp,
2) there exists a matrix A with � rows and n columns called

the share-generating matrix for Π. For all x = 1, . . . , �,
the xth row of A is labelled by an attribute ρ(x), where ρ
is a function from {1, . . . , �} to U . When we consider the
column vector v = (s; r2, . . . , rn), where s ∈ Zp is the
secret to be shared, and r2, . . . , rn ∈ Zp are randomly
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Let G0 and G1 be two multiplicative cyclic groups of prime
order p. Let g be a generator of G0 and e be a bilinear map
(pairing), e : G0 ×G0 → G1, with the following properties:

1) Bilinearity: ∀u, v ∈ G1 and a, b ∈ Zp, we have
e(ua, vb) = e(u, v)ab

2) Non-degeneracy: e(g, g) �= 1.

We say that G0 is a bilinear group if the group operation
in G0 and the bilinear map e : G0 × G0 → G1 are both
efficiently computable. Notice that the map e is symmetric
since e(ga, gb) = e(g, g)ab = e(gb, ga).

B. Access Structures and Secret Sharing

The requirements of decryption in an ABE scheme can be
expressed using access structures (for formal definition see
[1]), which determines all the authorised sets of attributes
that allow decryption. Most ABE schemes (like ours) are
restricted to monotone access structures, meaning that any
superset of an authorized set is authorized as well. We note that
(inefficiently) general access structures also can be realized
using our techniques by having the not of each attribute as
separate attribute.

To enforce the access structure, determined by the encryptor,
we are going to make essential use of Linear Secret Sharing
Schemes (LSSS). Here we adopt the definitions from those
given in [1].

Definition 1 (Linear Secret Sharing Scheme [1]): A secret-
sharing scheme Π over a set of attributes U is called linear
(over Zp) if

1) the shares for each attribute form a vector over Zp,
2) there exists a matrix A with � rows and n columns called

the share-generating matrix for Π. For all x = 1, . . . , �,
the xth row of A is labelled by an attribute ρ(x), where ρ
is a function from {1, . . . , �} to U . When we consider the
column vector v = (s; r2, . . . , rn), where s ∈ Zp is the
secret to be shared, and r2, . . . , rn ∈ Zp are randomly
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chosen, then Av = λ is the vector of � shares of the
secret s according to Π. The share (Av)x = λx belongs
to attribute ρ(x).

In [1] it is shown that every linear secret sharing-scheme
according to the above definition also enjoys the linear re-
construction property, defined as follows. Suppose that Π
is an LSSS for the access structure A. Let S ∈ A be
any authorized set, and let I ⊂ {1, 2, . . . , �} be defined as
I = {i|ρ(i) ∈ S}. Then, there exist constants {ωi ∈ Zp}i∈I

such that, if {λi} are valid shares of any secret s according to
Π, then

∑
i∈I ωiλi = s. Furthermore, it is also shown in [1]

that these constants {ωi} can be found in time polynomial in
the size of the share-generating matrix A and for unauthorized
sets, no such {ωi} constants exist.

We use the convention that (1, 0, 0, . . . , 0) is the “target”
vector for any linear secret sharing scheme. For any satisfying
set of rows I in A, we will have that the target vector is in
the span of I , but for any unauthorized set, it is not.

Using standard techniques (see [8] - Appendix G) one
can convert any monotonic boolean formula into an LSSS
representation. An access tree of � nodes will result in an
LSSS matrix of � rows.

C. Revocation Scheme for Multi-Authority CP-ABE

A multi-authority Ciphertext-Policy Attribute-Based En-
cryption system with identity-based user revocation is com-
prised of the following algorithms:
Global Setup(λ) → GP

The global setup algorithm takes in the security parameter λ
and outputs global parameters GP for the system.

Central Authority Setup(GP ) → (SK∗, PK∗)
The central authority (CA) runs this algorithm with GP as
input to produce its own secret key and public key pair,
SK∗, PK∗.

Identity KeyGen(GP,RL,GID, SK∗) → K∗
GID

The central authority runs this algorithm upon a user request
for identity secret key. It checks whether the request is valid
and if yes (i.e. the user’s global identifier, denoted by GID,
is not part of the RL revocation list: GID /∈ RL), generates
K∗

GID using the global parameters and the secret key of the
CA.

Authority Setup(GP ) → (PK,SK)
Each attribute authority runs the authority setup algorithm
with GP as input to produce its own secret key and public
key pair, SK,PK.

KeyGen(GP, SK,GID, i) → Ki,GID

The attribute key generation algorithm takes in an identity
GID, the global parameters, an attribute i belonging to
some authority, and the secret key SK for this authority.
It produces a key Ki,GID for this attribute-identity pair.

Encrypt(GP,M, (A, ρ), {PK}, PK∗, RL) → CT
The encryption algorithm takes in a message M, an access
matrix (A, ρ), the set of public keys for relevant authorities,
the public key of the central authority, the revoked user list
and the global parameters. It outputs a ciphertext CT .

Decrypt(GP,CT, (A, ρ), {Ki,GID},K∗
GID, RL) → M

The decryption algorithm takes in the global parameters, the

revoked user list, the ciphertext, identity key and a collection
of keys corresponding to attribute, identity pairs all with the
same fixed identity GID. It outputs either the message M
when the collection of attributes i satisfies the access matrix
corresponding to the ciphertext. Otherwise, decryption fails.

III. OUR RESULTS

To build our model we will use the prime order group con-
struction of Lewko and Waters [8], because of its favourable
property of having independent attribute authorities. In order
to achieve identity-based revocation we supplement the dis-
tributed system with a Central Authority. However it seems
to contradict with the original aim of distributing the key
generation right, this additional authority would generate only
secret keys for global identifiers (GID ∈ Zp) of users and the
attribute key generation remains distributed. Our Central Au-
thority does not possess any information that alone would give
advantage during decryption, in contrast to single authority
schemes, where the authority is able to decrypt all ciphertexts.
Regarding this, we can say that our system remains distributed,
in spite of launching a Central Authority.

Approach to the Cloud Storage Scenario: We give a
high-level description about a possible application of the
algorithms that we proposed in Subsection II-C (for graphical
depiction see Figure 1). Because of efficiency reasons it is
practical to encrypt data using a symmetric cipher, always with
fresh random number as key. Access control is achieved by
encrypting the symmetric key using CP-ABE and attaching
the encrypted key to the ciphertext that is stored by the cloud
service provider (CSP). Decryption is possible for users, who
can obtain the symmetric key, or with other words those,
who possess the necessary attributes and were not revoked.
Attribute Authorities are run locally on trusted servers of
organisations, that are using the system, while the Central
Authority is run by the CSP, which also maintains (archives,
publishes) the RL revocation list, based on the revocation
requests from authorised parties of the organisations. The ABE
encryption always uses the fresh RL and ABE decryption is
run with the RL at the encryption time of the ciphertext, which
are obtained from the CSP. This approach automatically leads
to lazy re-encryption of ciphertext, as fresh symmetric key and
RL are used whenever data is edited.

a) Our Technique.: We face with the challenges of
identity-based revocation. To realize the targeted features,
we use some ideas from public key broadcast encryption
systems [7]. A recent1 work of Cao and Liu [4] points out
an inherent drawback of the [7] scheme, namely that for
malicious users it is worth to exchange their decryption keys in
order to maximize their interests. However we utilize similar
techniques as [7], our system is not vulnerable to this kind of
misuse, because unlike in broadcast encryption, where having
a non-revoked secret key is the only requirement for decryp-
tion, in ABE, users are also required to fulfil requirements
related to their attributes. Thus such collusion could have

1 [4] appeared on ePrint some months later than our work.
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chosen, then Av = λ is the vector of � shares of the
secret s according to Π. The share (Av)x = λx belongs
to attribute ρ(x).

In [1] it is shown that every linear secret sharing-scheme
according to the above definition also enjoys the linear re-
construction property, defined as follows. Suppose that Π
is an LSSS for the access structure A. Let S ∈ A be
any authorized set, and let I ⊂ {1, 2, . . . , �} be defined as
I = {i|ρ(i) ∈ S}. Then, there exist constants {ωi ∈ Zp}i∈I

such that, if {λi} are valid shares of any secret s according to
Π, then

∑
i∈I ωiλi = s. Furthermore, it is also shown in [1]

that these constants {ωi} can be found in time polynomial in
the size of the share-generating matrix A and for unauthorized
sets, no such {ωi} constants exist.

We use the convention that (1, 0, 0, . . . , 0) is the “target”
vector for any linear secret sharing scheme. For any satisfying
set of rows I in A, we will have that the target vector is in
the span of I , but for any unauthorized set, it is not.

Using standard techniques (see [8] - Appendix G) one
can convert any monotonic boolean formula into an LSSS
representation. An access tree of � nodes will result in an
LSSS matrix of � rows.

C. Revocation Scheme for Multi-Authority CP-ABE

A multi-authority Ciphertext-Policy Attribute-Based En-
cryption system with identity-based user revocation is com-
prised of the following algorithms:
Global Setup(λ) → GP

The global setup algorithm takes in the security parameter λ
and outputs global parameters GP for the system.

Central Authority Setup(GP ) → (SK∗, PK∗)
The central authority (CA) runs this algorithm with GP as
input to produce its own secret key and public key pair,
SK∗, PK∗.

Identity KeyGen(GP,RL,GID, SK∗) → K∗
GID

The central authority runs this algorithm upon a user request
for identity secret key. It checks whether the request is valid
and if yes (i.e. the user’s global identifier, denoted by GID,
is not part of the RL revocation list: GID /∈ RL), generates
K∗

GID using the global parameters and the secret key of the
CA.

Authority Setup(GP ) → (PK,SK)
Each attribute authority runs the authority setup algorithm
with GP as input to produce its own secret key and public
key pair, SK,PK.

KeyGen(GP, SK,GID, i) → Ki,GID

The attribute key generation algorithm takes in an identity
GID, the global parameters, an attribute i belonging to
some authority, and the secret key SK for this authority.
It produces a key Ki,GID for this attribute-identity pair.

Encrypt(GP,M, (A, ρ), {PK}, PK∗, RL) → CT
The encryption algorithm takes in a message M, an access
matrix (A, ρ), the set of public keys for relevant authorities,
the public key of the central authority, the revoked user list
and the global parameters. It outputs a ciphertext CT .

Decrypt(GP,CT, (A, ρ), {Ki,GID},K∗
GID, RL) → M

The decryption algorithm takes in the global parameters, the

revoked user list, the ciphertext, identity key and a collection
of keys corresponding to attribute, identity pairs all with the
same fixed identity GID. It outputs either the message M
when the collection of attributes i satisfies the access matrix
corresponding to the ciphertext. Otherwise, decryption fails.

III. OUR RESULTS

To build our model we will use the prime order group con-
struction of Lewko and Waters [8], because of its favourable
property of having independent attribute authorities. In order
to achieve identity-based revocation we supplement the dis-
tributed system with a Central Authority. However it seems
to contradict with the original aim of distributing the key
generation right, this additional authority would generate only
secret keys for global identifiers (GID ∈ Zp) of users and the
attribute key generation remains distributed. Our Central Au-
thority does not possess any information that alone would give
advantage during decryption, in contrast to single authority
schemes, where the authority is able to decrypt all ciphertexts.
Regarding this, we can say that our system remains distributed,
in spite of launching a Central Authority.

Approach to the Cloud Storage Scenario: We give a
high-level description about a possible application of the
algorithms that we proposed in Subsection II-C (for graphical
depiction see Figure 1). Because of efficiency reasons it is
practical to encrypt data using a symmetric cipher, always with
fresh random number as key. Access control is achieved by
encrypting the symmetric key using CP-ABE and attaching
the encrypted key to the ciphertext that is stored by the cloud
service provider (CSP). Decryption is possible for users, who
can obtain the symmetric key, or with other words those,
who possess the necessary attributes and were not revoked.
Attribute Authorities are run locally on trusted servers of
organisations, that are using the system, while the Central
Authority is run by the CSP, which also maintains (archives,
publishes) the RL revocation list, based on the revocation
requests from authorised parties of the organisations. The ABE
encryption always uses the fresh RL and ABE decryption is
run with the RL at the encryption time of the ciphertext, which
are obtained from the CSP. This approach automatically leads
to lazy re-encryption of ciphertext, as fresh symmetric key and
RL are used whenever data is edited.

a) Our Technique.: We face with the challenges of
identity-based revocation. To realize the targeted features,
we use some ideas from public key broadcast encryption
systems [7]. A recent1 work of Cao and Liu [4] points out
an inherent drawback of the [7] scheme, namely that for
malicious users it is worth to exchange their decryption keys in
order to maximize their interests. However we utilize similar
techniques as [7], our system is not vulnerable to this kind of
misuse, because unlike in broadcast encryption, where having
a non-revoked secret key is the only requirement for decryp-
tion, in ABE, users are also required to fulfil requirements
related to their attributes. Thus such collusion could have

1 [4] appeared on ePrint some months later than our work.
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chosen, then Av = λ is the vector of � shares of the
secret s according to Π. The share (Av)x = λx belongs
to attribute ρ(x).

In [1] it is shown that every linear secret sharing-scheme
according to the above definition also enjoys the linear re-
construction property, defined as follows. Suppose that Π
is an LSSS for the access structure A. Let S ∈ A be
any authorized set, and let I ⊂ {1, 2, . . . , �} be defined as
I = {i|ρ(i) ∈ S}. Then, there exist constants {ωi ∈ Zp}i∈I

such that, if {λi} are valid shares of any secret s according to
Π, then

∑
i∈I ωiλi = s. Furthermore, it is also shown in [1]

that these constants {ωi} can be found in time polynomial in
the size of the share-generating matrix A and for unauthorized
sets, no such {ωi} constants exist.

We use the convention that (1, 0, 0, . . . , 0) is the “target”
vector for any linear secret sharing scheme. For any satisfying
set of rows I in A, we will have that the target vector is in
the span of I , but for any unauthorized set, it is not.

Using standard techniques (see [8] - Appendix G) one
can convert any monotonic boolean formula into an LSSS
representation. An access tree of � nodes will result in an
LSSS matrix of � rows.

C. Revocation Scheme for Multi-Authority CP-ABE

A multi-authority Ciphertext-Policy Attribute-Based En-
cryption system with identity-based user revocation is com-
prised of the following algorithms:
Global Setup(λ) → GP

The global setup algorithm takes in the security parameter λ
and outputs global parameters GP for the system.

Central Authority Setup(GP ) → (SK∗, PK∗)
The central authority (CA) runs this algorithm with GP as
input to produce its own secret key and public key pair,
SK∗, PK∗.

Identity KeyGen(GP,RL,GID, SK∗) → K∗
GID

The central authority runs this algorithm upon a user request
for identity secret key. It checks whether the request is valid
and if yes (i.e. the user’s global identifier, denoted by GID,
is not part of the RL revocation list: GID /∈ RL), generates
K∗

GID using the global parameters and the secret key of the
CA.

Authority Setup(GP ) → (PK,SK)
Each attribute authority runs the authority setup algorithm
with GP as input to produce its own secret key and public
key pair, SK,PK.

KeyGen(GP, SK,GID, i) → Ki,GID

The attribute key generation algorithm takes in an identity
GID, the global parameters, an attribute i belonging to
some authority, and the secret key SK for this authority.
It produces a key Ki,GID for this attribute-identity pair.

Encrypt(GP,M, (A, ρ), {PK}, PK∗, RL) → CT
The encryption algorithm takes in a message M, an access
matrix (A, ρ), the set of public keys for relevant authorities,
the public key of the central authority, the revoked user list
and the global parameters. It outputs a ciphertext CT .

Decrypt(GP,CT, (A, ρ), {Ki,GID},K∗
GID, RL) → M

The decryption algorithm takes in the global parameters, the

revoked user list, the ciphertext, identity key and a collection
of keys corresponding to attribute, identity pairs all with the
same fixed identity GID. It outputs either the message M
when the collection of attributes i satisfies the access matrix
corresponding to the ciphertext. Otherwise, decryption fails.

III. OUR RESULTS

To build our model we will use the prime order group con-
struction of Lewko and Waters [8], because of its favourable
property of having independent attribute authorities. In order
to achieve identity-based revocation we supplement the dis-
tributed system with a Central Authority. However it seems
to contradict with the original aim of distributing the key
generation right, this additional authority would generate only
secret keys for global identifiers (GID ∈ Zp) of users and the
attribute key generation remains distributed. Our Central Au-
thority does not possess any information that alone would give
advantage during decryption, in contrast to single authority
schemes, where the authority is able to decrypt all ciphertexts.
Regarding this, we can say that our system remains distributed,
in spite of launching a Central Authority.

Approach to the Cloud Storage Scenario: We give a
high-level description about a possible application of the
algorithms that we proposed in Subsection II-C (for graphical
depiction see Figure 1). Because of efficiency reasons it is
practical to encrypt data using a symmetric cipher, always with
fresh random number as key. Access control is achieved by
encrypting the symmetric key using CP-ABE and attaching
the encrypted key to the ciphertext that is stored by the cloud
service provider (CSP). Decryption is possible for users, who
can obtain the symmetric key, or with other words those,
who possess the necessary attributes and were not revoked.
Attribute Authorities are run locally on trusted servers of
organisations, that are using the system, while the Central
Authority is run by the CSP, which also maintains (archives,
publishes) the RL revocation list, based on the revocation
requests from authorised parties of the organisations. The ABE
encryption always uses the fresh RL and ABE decryption is
run with the RL at the encryption time of the ciphertext, which
are obtained from the CSP. This approach automatically leads
to lazy re-encryption of ciphertext, as fresh symmetric key and
RL are used whenever data is edited.

a) Our Technique.: We face with the challenges of
identity-based revocation. To realize the targeted features,
we use some ideas from public key broadcast encryption
systems [7]. A recent1 work of Cao and Liu [4] points out
an inherent drawback of the [7] scheme, namely that for
malicious users it is worth to exchange their decryption keys in
order to maximize their interests. However we utilize similar
techniques as [7], our system is not vulnerable to this kind of
misuse, because unlike in broadcast encryption, where having
a non-revoked secret key is the only requirement for decryp-
tion, in ABE, users are also required to fulfil requirements
related to their attributes. Thus such collusion could have
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chosen, then Av = λ is the vector of � shares of the
secret s according to Π. The share (Av)x = λx belongs
to attribute ρ(x).

In [1] it is shown that every linear secret sharing-scheme
according to the above definition also enjoys the linear re-
construction property, defined as follows. Suppose that Π
is an LSSS for the access structure A. Let S ∈ A be
any authorized set, and let I ⊂ {1, 2, . . . , �} be defined as
I = {i|ρ(i) ∈ S}. Then, there exist constants {ωi ∈ Zp}i∈I

such that, if {λi} are valid shares of any secret s according to
Π, then

∑
i∈I ωiλi = s. Furthermore, it is also shown in [1]

that these constants {ωi} can be found in time polynomial in
the size of the share-generating matrix A and for unauthorized
sets, no such {ωi} constants exist.

We use the convention that (1, 0, 0, . . . , 0) is the “target”
vector for any linear secret sharing scheme. For any satisfying
set of rows I in A, we will have that the target vector is in
the span of I , but for any unauthorized set, it is not.

Using standard techniques (see [8] - Appendix G) one
can convert any monotonic boolean formula into an LSSS
representation. An access tree of � nodes will result in an
LSSS matrix of � rows.

C. Revocation Scheme for Multi-Authority CP-ABE

A multi-authority Ciphertext-Policy Attribute-Based En-
cryption system with identity-based user revocation is com-
prised of the following algorithms:
Global Setup(λ) → GP

The global setup algorithm takes in the security parameter λ
and outputs global parameters GP for the system.

Central Authority Setup(GP ) → (SK∗, PK∗)
The central authority (CA) runs this algorithm with GP as
input to produce its own secret key and public key pair,
SK∗, PK∗.

Identity KeyGen(GP,RL,GID, SK∗) → K∗
GID

The central authority runs this algorithm upon a user request
for identity secret key. It checks whether the request is valid
and if yes (i.e. the user’s global identifier, denoted by GID,
is not part of the RL revocation list: GID /∈ RL), generates
K∗

GID using the global parameters and the secret key of the
CA.

Authority Setup(GP ) → (PK,SK)
Each attribute authority runs the authority setup algorithm
with GP as input to produce its own secret key and public
key pair, SK,PK.

KeyGen(GP, SK,GID, i) → Ki,GID

The attribute key generation algorithm takes in an identity
GID, the global parameters, an attribute i belonging to
some authority, and the secret key SK for this authority.
It produces a key Ki,GID for this attribute-identity pair.

Encrypt(GP,M, (A, ρ), {PK}, PK∗, RL) → CT
The encryption algorithm takes in a message M, an access
matrix (A, ρ), the set of public keys for relevant authorities,
the public key of the central authority, the revoked user list
and the global parameters. It outputs a ciphertext CT .

Decrypt(GP,CT, (A, ρ), {Ki,GID},K∗
GID, RL) → M

The decryption algorithm takes in the global parameters, the

revoked user list, the ciphertext, identity key and a collection
of keys corresponding to attribute, identity pairs all with the
same fixed identity GID. It outputs either the message M
when the collection of attributes i satisfies the access matrix
corresponding to the ciphertext. Otherwise, decryption fails.

III. OUR RESULTS

To build our model we will use the prime order group con-
struction of Lewko and Waters [8], because of its favourable
property of having independent attribute authorities. In order
to achieve identity-based revocation we supplement the dis-
tributed system with a Central Authority. However it seems
to contradict with the original aim of distributing the key
generation right, this additional authority would generate only
secret keys for global identifiers (GID ∈ Zp) of users and the
attribute key generation remains distributed. Our Central Au-
thority does not possess any information that alone would give
advantage during decryption, in contrast to single authority
schemes, where the authority is able to decrypt all ciphertexts.
Regarding this, we can say that our system remains distributed,
in spite of launching a Central Authority.

Approach to the Cloud Storage Scenario: We give a
high-level description about a possible application of the
algorithms that we proposed in Subsection II-C (for graphical
depiction see Figure 1). Because of efficiency reasons it is
practical to encrypt data using a symmetric cipher, always with
fresh random number as key. Access control is achieved by
encrypting the symmetric key using CP-ABE and attaching
the encrypted key to the ciphertext that is stored by the cloud
service provider (CSP). Decryption is possible for users, who
can obtain the symmetric key, or with other words those,
who possess the necessary attributes and were not revoked.
Attribute Authorities are run locally on trusted servers of
organisations, that are using the system, while the Central
Authority is run by the CSP, which also maintains (archives,
publishes) the RL revocation list, based on the revocation
requests from authorised parties of the organisations. The ABE
encryption always uses the fresh RL and ABE decryption is
run with the RL at the encryption time of the ciphertext, which
are obtained from the CSP. This approach automatically leads
to lazy re-encryption of ciphertext, as fresh symmetric key and
RL are used whenever data is edited.

a) Our Technique.: We face with the challenges of
identity-based revocation. To realize the targeted features,
we use some ideas from public key broadcast encryption
systems [7]. A recent1 work of Cao and Liu [4] points out
an inherent drawback of the [7] scheme, namely that for
malicious users it is worth to exchange their decryption keys in
order to maximize their interests. However we utilize similar
techniques as [7], our system is not vulnerable to this kind of
misuse, because unlike in broadcast encryption, where having
a non-revoked secret key is the only requirement for decryp-
tion, in ABE, users are also required to fulfil requirements
related to their attributes. Thus such collusion could have
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Central Authority Setup(GP ) → (SK∗, PK∗)
The algorithm chooses random exponents a, b ∈ Zp, keeps
them as secret key SK∗ = {a, b} and publishes PK∗ =
{ga, g1/b}.

Identity KeyGen(GP,RL,GID, SK∗) → K∗
GID

Upon the request of a user it first checks whether the
user is on the list of revoked users (RL) or it has been
queried before, if yes refuses the request, otherwise computes
H(GID) and generates the global identity secret key:

K∗
GID = H(GID)(GID+a)b.

Authority Setup(GP ) → (PK,SK)
For each attribute i belonging to the authority (these in-
dices i are not reused between authorities), the authority
chooses two random exponents αi, yi ∈ Zp and publishes
PK = {e(g, g)αi , gyi ∀i} as its public key. It keeps SK =
{αi, yi ∀i} as its secret key.

KeyGen(GP, SK,GID, i) → Ki,GID

To create a key for a GID, for attribute i belonging to an
authority, the authority computes:

Ki,GID = gαiH(GID)yi

Encrypt(GP,M, (A, ρ), {PK}, PK∗, RL) → CT
The encryption algorithm takes in a message M, an n × �
access matrix A with ρ mapping its rows to attributes, the
global parameters, the public keys of the relevant authorities,
the user identity public key and the most recent list of revoked
users.
It chooses random s, s∗ ∈ Zp and a random vector v ∈ Z�

p

with s as its first entry. Let λx denote Ax · v, where Ax is
row x of A. It also chooses a random vector w ∈ Z�

p with
s∗ as its first entry. Let ωx denote Ax · w.
For each row Ax of A, it chooses a random rx ∈ Zp and
supposed that the number of revoked users is |RL| = r it
chooses sk such that s∗ =

∑r
k=1 sk. The CT ciphertext is

computed as

C0 = M · e(g, g)s,
C1,x = e(g, g)λxe(g, g)αρ(x)rx ,

C2,x = grx , C3,x = gyρ(x)rxgωx ,

C∗
1,k =

(
gagGID∗

k

)−sk
, C∗

2,k = gsk/b

for all x = 1, . . . , n and k = 1, . . . , r.
Decrypt(GP,CT, (A, ρ), {Ki,GID},K∗

GID, RL) → M
We assume the ciphertext is encrypted under an access
matrix (A, ρ). If the decryptor is not on the list of revoked
users (RL) and has the secret keys K∗

GID for his GID
and {Ki,GID} for a subset of rows Ax of A, such that
(1, 0, . . . , 0) is in the span of these rows, then the decryptor
proceeds as follows. First chooses constants cx ∈ Zp such
that

∑
x cxAx = (1, 0, . . . , 0) and denoting r = |RL|

computes:

A

B
=

∏
x

(
C1,x·e(H(GID),C3,x)
e(Kρ(x),GID,C2,x)

)cx

r∏
k=1

(
e(K∗

GID, C∗
2,k)e(C

∗
1,k, H(GID))

)1/(GID−GID∗
k)

which equals to e(g, g)s, so the message can be obtained as
M = C0/e(g, g)

s.

To see the soundness of the Decryption algorithm observe
that after substituting the corresponding values we get the
following:

A =
∏
x

(
e(g, g)λx+ωx logg H(GID)

)cx

= e(g, g)
∑

x λxcx · e(H(GID), g)
∑

x ωxcx

= e(g, g)s+s∗ logg H(GID)

B =
r∏

k=1

(
e(g, g)(GID−GID∗

k)sk logg H(GID)
)1/(GID−GID∗

k)

= e(g, g)−
∑r

k=1 sk logg H(GID) = e(g, g)s
∗ logg H(GID)

Remark 1. We note that an almost equivalent result can be
achieved, with some different modifications on the decentral-
ized scheme (splitting C1,x into two parts, using e(g, g)βs for
encryption, where β is the secret of the CA, and publishing
gs) and fitting these to the method of [10]. However in this
way additional modifications are still needed to prevent the
CA from being able to decrypt any ciphertext by computing
e(gβ , gs).
Remark 2. Supposing that we have a honest but curious CSP,
which does not collude with the users, it is also possible to
achieve indirect revocation (similarly to [11], [15]), with sim-
ple modifications on our scheme. With other words, the CSP
could fully supervise user revocation based on the revocation
requests from parties, authorised for this. We only need to
modify the Encrypt algorithm to compute C,C0, C1,x, C2,x as
originally and C ′

3,x = gyρ(x)rx ∀x = 1, . . . , n. These values
would form CT ′ that is sent to the CSP, where the collusion
resistant CT with the revocation information is computed
and published. CT has the same form as earlier, the only
difference is that the blinding vector w is chosen by the
CSP, so ωx, C

∗
1,k, C

∗
2,k (as previously) and C3,x = C ′

3,x · gωx

are computed also by the CSP. The main advantage of this
approach is that immediate and efficient (partial) re-encryption
can be achieved as only w, sk, ωx, C

∗
1,k, C

∗
2,k and C3,x need

to be recomputed after a revocation event.
Remark 3. Alternatively, it is also possible to give revocation
right directly to the encryptor by simply publishing a user list
instead of RL. In this case RL would be defined by the user,
separately for each ciphertext, and attached to CT .

B. Efficiency

Traditional, attribute-based user revocation (e.g. [14], [18],
[20]) affects attributes, thus the revocation of a user may cause
the update of all the users’ attribute secret keys who had
common attribute with the revoked user (a general attribute
can affect big proportion of the users) and the re-encryption
of all ciphertext the access structure of which contain any
of the revoked user’s attributes (most of these could not be
decrypted by the revoked user).

In our scheme, a revocation event does not have any effect
on the attributes as it is based on identity. Although it is a
trade-off and in the other hand there is some computational
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only a restricted benefit2 as the set of ciphertexts that can be
decrypted is also restricted by the used attribute secret keys
(which cannot be mixed between different users).3

We use secret sharing in the exponent. Suppose an encryp-
tion algorithm needs to create an encryption with a revocation
set RL = GID∗

1 , . . . , GID∗
r of r identities. The algorithm

will create an exponent s∗ ∈ Zp and split it into r random
shares s1, . . . , sr such that

∑r
k=1 sk = s∗. It will then create

a ciphertext such that any revoked user with GID∗
k will not

be able to incorporate the kth share and thus not decrypt the
message.

This approach presents the following challenges. First, we
need to make crucial that the decryptor needs to do the GID
comparisons even if his attributes satisfy the access structure
of the ciphertext. Second we need to make sure that a user with
revoked identity GID∗

k cannot do anything useful with share
k. Third, we need to worry about collusion attacks between
multiple revoked users.

To address the first one we are going to take advantage
of the technique of [8] that is used to prevent collusion
attacks. Here the secret s, used for the encryption, is divided
into shares, which are further blinded with shares of zero.
This structure allows for the decryption algorithm to both
reconstruct the main secret and to “unblind” it in parallel. If
a user with a particular identifier GID satisfies the access
structure, he can reconstruct s in the exponent by raising
the group elements to the proper exponents. This operation
will simultaneously reconstruct the share of 0 and thus the
e(H(GID), g) blinding terms will cancel out. When we would
like to make this algorithm necessary, but not enough for
decryption it is straightforward to spoil the “unblinding” of
the secret by changing the shares of zero in the exponent to
shares of an other random number, s∗ ∈ Zp. Thus we can
require an other computation, namely the comparison of the

2Of course, when users reveal their secret keys, we cannot hope for security
in any encryption method, but assuming honest users, it is their interest to
keep the secrets. As long as the attributes of (still non-revoked) colluding users
do not cover all the access policies, our scheme will not reveal all ciphertexts
for the malicious group.

3We also note that the flaw of [7]’s security proof, mentioned by [4] does
not affect our results, as we use different proof technique.

decryptor’s and the revoked users’ GIDs. If correspondence
is found, the algorithm stops, otherwise reveals the blinding,
enabling decryption.

The second challenge is addressed by the following method.
A user with GID �= GID∗

k can obtain two linearly inde-
pendent equations (in the exponent) involving the share sk,
which he will use to solve for the share sk. However, if
GID = GID∗

k, the obtained equations are going to be linearly
dependent and the user will not be able to solve the system.

In the third case, the attack we need to worry about is where
a user with GID∗

k processes ciphertext share l, while another
user with GID∗

l processes share k, and then they combine
their results. To prevent collusion, we use H(GID) as the base
of the identity secret key, such that in decryption each user
recovers shares sk ·logg H(GID) in the exponent, disallowing
the combination of shares from different users.

A. Our Construction

To make the following notions more understandable, in
Table I we summarize the new keys and variables (compared
to [8]) which we introduce in our construction. Based on the

Table I
THE SUMMARY OF OUR NEW NOTATIONS

Notation Meaning Role

PK∗ {ga, g1/b} public key of the Central Authority
SK∗ {a, b} secret key of the Central Authority
K∗

GID H(GID)(GID+a)b global identity secret key of a user

C∗
1,k

(
gagGID∗

k

)−sk
revoked user identification in CT

C∗
2,k gsk/b kth secret share in the CT

RL {GID∗
1 , . . . , GID∗

r} list of r revoked users

above principles, the proposed algorithms are the following:
Global Setup(λ) → GP
In the global setup, a bilinear group G0 of prime order p
is chosen. The global public parameters, GP , are p and a
generator g of G0, and a function H mapping global identities
GID ∈ Zp to elements of G0 (this is modelled as a random
oracle in the security proof).

Figure 1. A possible usage of the proposed multi-authority CP-ABE scheme for access control in a cloud storage scenario.
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only a restricted benefit2 as the set of ciphertexts that can be
decrypted is also restricted by the used attribute secret keys
(which cannot be mixed between different users).3

We use secret sharing in the exponent. Suppose an encryp-
tion algorithm needs to create an encryption with a revocation
set RL = GID∗

1 , . . . , GID∗
r of r identities. The algorithm

will create an exponent s∗ ∈ Zp and split it into r random
shares s1, . . . , sr such that

∑r
k=1 sk = s∗. It will then create

a ciphertext such that any revoked user with GID∗
k will not

be able to incorporate the kth share and thus not decrypt the
message.

This approach presents the following challenges. First, we
need to make crucial that the decryptor needs to do the GID
comparisons even if his attributes satisfy the access structure
of the ciphertext. Second we need to make sure that a user with
revoked identity GID∗

k cannot do anything useful with share
k. Third, we need to worry about collusion attacks between
multiple revoked users.

To address the first one we are going to take advantage
of the technique of [8] that is used to prevent collusion
attacks. Here the secret s, used for the encryption, is divided
into shares, which are further blinded with shares of zero.
This structure allows for the decryption algorithm to both
reconstruct the main secret and to “unblind” it in parallel. If
a user with a particular identifier GID satisfies the access
structure, he can reconstruct s in the exponent by raising
the group elements to the proper exponents. This operation
will simultaneously reconstruct the share of 0 and thus the
e(H(GID), g) blinding terms will cancel out. When we would
like to make this algorithm necessary, but not enough for
decryption it is straightforward to spoil the “unblinding” of
the secret by changing the shares of zero in the exponent to
shares of an other random number, s∗ ∈ Zp. Thus we can
require an other computation, namely the comparison of the

2Of course, when users reveal their secret keys, we cannot hope for security
in any encryption method, but assuming honest users, it is their interest to
keep the secrets. As long as the attributes of (still non-revoked) colluding users
do not cover all the access policies, our scheme will not reveal all ciphertexts
for the malicious group.

3We also note that the flaw of [7]’s security proof, mentioned by [4] does
not affect our results, as we use different proof technique.

decryptor’s and the revoked users’ GIDs. If correspondence
is found, the algorithm stops, otherwise reveals the blinding,
enabling decryption.

The second challenge is addressed by the following method.
A user with GID �= GID∗

k can obtain two linearly inde-
pendent equations (in the exponent) involving the share sk,
which he will use to solve for the share sk. However, if
GID = GID∗

k, the obtained equations are going to be linearly
dependent and the user will not be able to solve the system.

In the third case, the attack we need to worry about is where
a user with GID∗

k processes ciphertext share l, while another
user with GID∗

l processes share k, and then they combine
their results. To prevent collusion, we use H(GID) as the base
of the identity secret key, such that in decryption each user
recovers shares sk ·logg H(GID) in the exponent, disallowing
the combination of shares from different users.

A. Our Construction

To make the following notions more understandable, in
Table I we summarize the new keys and variables (compared
to [8]) which we introduce in our construction. Based on the

Table I
THE SUMMARY OF OUR NEW NOTATIONS

Notation Meaning Role

PK∗ {ga, g1/b} public key of the Central Authority
SK∗ {a, b} secret key of the Central Authority
K∗

GID H(GID)(GID+a)b global identity secret key of a user

C∗
1,k

(
gagGID∗

k

)−sk
revoked user identification in CT

C∗
2,k gsk/b kth secret share in the CT

RL {GID∗
1 , . . . , GID∗

r} list of r revoked users

above principles, the proposed algorithms are the following:
Global Setup(λ) → GP
In the global setup, a bilinear group G0 of prime order p
is chosen. The global public parameters, GP , are p and a
generator g of G0, and a function H mapping global identities
GID ∈ Zp to elements of G0 (this is modelled as a random
oracle in the security proof).

2Of course, when users reveal their secret keys, we cannot hope for secu-
rity in any encryption method, but assuming honest users, it is their interest 
to keep the secrets. As long as the attributes of (still non-revoked) colluding 
users do not cover all the access policies, our scheme will not reveal all ci-
phertexts for the malicious group.

3We also note that the flaw of [7]’s security proof, mentioned by [4] does 
not affect our results, as we use different proof technique.

INFOCOMMUNICATIONS JOURNAL, ISSUE 2, 2015 4

Encryptor

AES
Encrypt

RandGen

CP-ABE
Encrypt

Data

C

Ck

Symmetric
Key

Data

Decryptor

AES
Decrypt

CP-ABE
Decrypt

Attribute Secret Keys

 Ck  

 C 

Symmetric Key

Revoced User List
Attribute Public Keys

Access Structure

Attribute Authority #1
Auth. Setup

...
KeyGen

Attribute Authority #2
Auth. Setup

KeyGen
Attribute Authority #n

Auth. Setup

KeyGen

CA

Revoked User List

Identity KeyGen

Cloud Service Provider

ID secret Key

Figure 1. A possible usage of the proposed multi-authority CP-ABE scheme for access control in a cloud storage scenario.

only a restricted benefit2 as the set of ciphertexts that can be
decrypted is also restricted by the used attribute secret keys
(which cannot be mixed between different users).3

We use secret sharing in the exponent. Suppose an encryp-
tion algorithm needs to create an encryption with a revocation
set RL = GID∗

1 , . . . , GID∗
r of r identities. The algorithm

will create an exponent s∗ ∈ Zp and split it into r random
shares s1, . . . , sr such that

∑r
k=1 sk = s∗. It will then create

a ciphertext such that any revoked user with GID∗
k will not

be able to incorporate the kth share and thus not decrypt the
message.

This approach presents the following challenges. First, we
need to make crucial that the decryptor needs to do the GID
comparisons even if his attributes satisfy the access structure
of the ciphertext. Second we need to make sure that a user with
revoked identity GID∗

k cannot do anything useful with share
k. Third, we need to worry about collusion attacks between
multiple revoked users.

To address the first one we are going to take advantage
of the technique of [8] that is used to prevent collusion
attacks. Here the secret s, used for the encryption, is divided
into shares, which are further blinded with shares of zero.
This structure allows for the decryption algorithm to both
reconstruct the main secret and to “unblind” it in parallel. If
a user with a particular identifier GID satisfies the access
structure, he can reconstruct s in the exponent by raising
the group elements to the proper exponents. This operation
will simultaneously reconstruct the share of 0 and thus the
e(H(GID), g) blinding terms will cancel out. When we would
like to make this algorithm necessary, but not enough for
decryption it is straightforward to spoil the “unblinding” of
the secret by changing the shares of zero in the exponent to
shares of an other random number, s∗ ∈ Zp. Thus we can
require an other computation, namely the comparison of the

2Of course, when users reveal their secret keys, we cannot hope for security
in any encryption method, but assuming honest users, it is their interest to
keep the secrets. As long as the attributes of (still non-revoked) colluding users
do not cover all the access policies, our scheme will not reveal all ciphertexts
for the malicious group.

3We also note that the flaw of [7]’s security proof, mentioned by [4] does
not affect our results, as we use different proof technique.

decryptor’s and the revoked users’ GIDs. If correspondence
is found, the algorithm stops, otherwise reveals the blinding,
enabling decryption.

The second challenge is addressed by the following method.
A user with GID �= GID∗

k can obtain two linearly inde-
pendent equations (in the exponent) involving the share sk,
which he will use to solve for the share sk. However, if
GID = GID∗

k, the obtained equations are going to be linearly
dependent and the user will not be able to solve the system.

In the third case, the attack we need to worry about is where
a user with GID∗

k processes ciphertext share l, while another
user with GID∗

l processes share k, and then they combine
their results. To prevent collusion, we use H(GID) as the base
of the identity secret key, such that in decryption each user
recovers shares sk ·logg H(GID) in the exponent, disallowing
the combination of shares from different users.

A. Our Construction

To make the following notions more understandable, in
Table I we summarize the new keys and variables (compared
to [8]) which we introduce in our construction. Based on the

Table I
THE SUMMARY OF OUR NEW NOTATIONS

Notation Meaning Role

PK∗ {ga, g1/b} public key of the Central Authority
SK∗ {a, b} secret key of the Central Authority
K∗

GID H(GID)(GID+a)b global identity secret key of a user

C∗
1,k

(
gagGID∗

k

)−sk
revoked user identification in CT

C∗
2,k gsk/b kth secret share in the CT

RL {GID∗
1 , . . . , GID∗

r} list of r revoked users

above principles, the proposed algorithms are the following:
Global Setup(λ) → GP
In the global setup, a bilinear group G0 of prime order p
is chosen. The global public parameters, GP , are p and a
generator g of G0, and a function H mapping global identities
GID ∈ Zp to elements of G0 (this is modelled as a random
oracle in the security proof).
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only a restricted benefit2 as the set of ciphertexts that can be
decrypted is also restricted by the used attribute secret keys
(which cannot be mixed between different users).3

We use secret sharing in the exponent. Suppose an encryp-
tion algorithm needs to create an encryption with a revocation
set RL = GID∗

1 , . . . , GID∗
r of r identities. The algorithm

will create an exponent s∗ ∈ Zp and split it into r random
shares s1, . . . , sr such that

∑r
k=1 sk = s∗. It will then create

a ciphertext such that any revoked user with GID∗
k will not

be able to incorporate the kth share and thus not decrypt the
message.

This approach presents the following challenges. First, we
need to make crucial that the decryptor needs to do the GID
comparisons even if his attributes satisfy the access structure
of the ciphertext. Second we need to make sure that a user with
revoked identity GID∗

k cannot do anything useful with share
k. Third, we need to worry about collusion attacks between
multiple revoked users.

To address the first one we are going to take advantage
of the technique of [8] that is used to prevent collusion
attacks. Here the secret s, used for the encryption, is divided
into shares, which are further blinded with shares of zero.
This structure allows for the decryption algorithm to both
reconstruct the main secret and to “unblind” it in parallel. If
a user with a particular identifier GID satisfies the access
structure, he can reconstruct s in the exponent by raising
the group elements to the proper exponents. This operation
will simultaneously reconstruct the share of 0 and thus the
e(H(GID), g) blinding terms will cancel out. When we would
like to make this algorithm necessary, but not enough for
decryption it is straightforward to spoil the “unblinding” of
the secret by changing the shares of zero in the exponent to
shares of an other random number, s∗ ∈ Zp. Thus we can
require an other computation, namely the comparison of the

2Of course, when users reveal their secret keys, we cannot hope for security
in any encryption method, but assuming honest users, it is their interest to
keep the secrets. As long as the attributes of (still non-revoked) colluding users
do not cover all the access policies, our scheme will not reveal all ciphertexts
for the malicious group.

3We also note that the flaw of [7]’s security proof, mentioned by [4] does
not affect our results, as we use different proof technique.

decryptor’s and the revoked users’ GIDs. If correspondence
is found, the algorithm stops, otherwise reveals the blinding,
enabling decryption.

The second challenge is addressed by the following method.
A user with GID �= GID∗

k can obtain two linearly inde-
pendent equations (in the exponent) involving the share sk,
which he will use to solve for the share sk. However, if
GID = GID∗

k, the obtained equations are going to be linearly
dependent and the user will not be able to solve the system.

In the third case, the attack we need to worry about is where
a user with GID∗

k processes ciphertext share l, while another
user with GID∗

l processes share k, and then they combine
their results. To prevent collusion, we use H(GID) as the base
of the identity secret key, such that in decryption each user
recovers shares sk ·logg H(GID) in the exponent, disallowing
the combination of shares from different users.

A. Our Construction

To make the following notions more understandable, in
Table I we summarize the new keys and variables (compared
to [8]) which we introduce in our construction. Based on the

Table I
THE SUMMARY OF OUR NEW NOTATIONS

Notation Meaning Role

PK∗ {ga, g1/b} public key of the Central Authority
SK∗ {a, b} secret key of the Central Authority
K∗

GID H(GID)(GID+a)b global identity secret key of a user

C∗
1,k

(
gagGID∗

k

)−sk
revoked user identification in CT

C∗
2,k gsk/b kth secret share in the CT

RL {GID∗
1 , . . . , GID∗

r} list of r revoked users

above principles, the proposed algorithms are the following:
Global Setup(λ) → GP
In the global setup, a bilinear group G0 of prime order p
is chosen. The global public parameters, GP , are p and a
generator g of G0, and a function H mapping global identities
GID ∈ Zp to elements of G0 (this is modelled as a random
oracle in the security proof).
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only a restricted benefit2 as the set of ciphertexts that can be
decrypted is also restricted by the used attribute secret keys
(which cannot be mixed between different users).3

We use secret sharing in the exponent. Suppose an encryp-
tion algorithm needs to create an encryption with a revocation
set RL = GID∗

1 , . . . , GID∗
r of r identities. The algorithm

will create an exponent s∗ ∈ Zp and split it into r random
shares s1, . . . , sr such that

∑r
k=1 sk = s∗. It will then create

a ciphertext such that any revoked user with GID∗
k will not

be able to incorporate the kth share and thus not decrypt the
message.

This approach presents the following challenges. First, we
need to make crucial that the decryptor needs to do the GID
comparisons even if his attributes satisfy the access structure
of the ciphertext. Second we need to make sure that a user with
revoked identity GID∗

k cannot do anything useful with share
k. Third, we need to worry about collusion attacks between
multiple revoked users.

To address the first one we are going to take advantage
of the technique of [8] that is used to prevent collusion
attacks. Here the secret s, used for the encryption, is divided
into shares, which are further blinded with shares of zero.
This structure allows for the decryption algorithm to both
reconstruct the main secret and to “unblind” it in parallel. If
a user with a particular identifier GID satisfies the access
structure, he can reconstruct s in the exponent by raising
the group elements to the proper exponents. This operation
will simultaneously reconstruct the share of 0 and thus the
e(H(GID), g) blinding terms will cancel out. When we would
like to make this algorithm necessary, but not enough for
decryption it is straightforward to spoil the “unblinding” of
the secret by changing the shares of zero in the exponent to
shares of an other random number, s∗ ∈ Zp. Thus we can
require an other computation, namely the comparison of the

2Of course, when users reveal their secret keys, we cannot hope for security
in any encryption method, but assuming honest users, it is their interest to
keep the secrets. As long as the attributes of (still non-revoked) colluding users
do not cover all the access policies, our scheme will not reveal all ciphertexts
for the malicious group.

3We also note that the flaw of [7]’s security proof, mentioned by [4] does
not affect our results, as we use different proof technique.

decryptor’s and the revoked users’ GIDs. If correspondence
is found, the algorithm stops, otherwise reveals the blinding,
enabling decryption.

The second challenge is addressed by the following method.
A user with GID �= GID∗

k can obtain two linearly inde-
pendent equations (in the exponent) involving the share sk,
which he will use to solve for the share sk. However, if
GID = GID∗

k, the obtained equations are going to be linearly
dependent and the user will not be able to solve the system.

In the third case, the attack we need to worry about is where
a user with GID∗

k processes ciphertext share l, while another
user with GID∗

l processes share k, and then they combine
their results. To prevent collusion, we use H(GID) as the base
of the identity secret key, such that in decryption each user
recovers shares sk ·logg H(GID) in the exponent, disallowing
the combination of shares from different users.

A. Our Construction

To make the following notions more understandable, in
Table I we summarize the new keys and variables (compared
to [8]) which we introduce in our construction. Based on the

Table I
THE SUMMARY OF OUR NEW NOTATIONS

Notation Meaning Role

PK∗ {ga, g1/b} public key of the Central Authority
SK∗ {a, b} secret key of the Central Authority
K∗

GID H(GID)(GID+a)b global identity secret key of a user

C∗
1,k

(
gagGID∗

k

)−sk
revoked user identification in CT

C∗
2,k gsk/b kth secret share in the CT

RL {GID∗
1 , . . . , GID∗

r} list of r revoked users

above principles, the proposed algorithms are the following:
Global Setup(λ) → GP
In the global setup, a bilinear group G0 of prime order p
is chosen. The global public parameters, GP , are p and a
generator g of G0, and a function H mapping global identities
GID ∈ Zp to elements of G0 (this is modelled as a random
oracle in the security proof).
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only a restricted benefit2 as the set of ciphertexts that can be
decrypted is also restricted by the used attribute secret keys
(which cannot be mixed between different users).3

We use secret sharing in the exponent. Suppose an encryp-
tion algorithm needs to create an encryption with a revocation
set RL = GID∗

1 , . . . , GID∗
r of r identities. The algorithm

will create an exponent s∗ ∈ Zp and split it into r random
shares s1, . . . , sr such that

∑r
k=1 sk = s∗. It will then create

a ciphertext such that any revoked user with GID∗
k will not

be able to incorporate the kth share and thus not decrypt the
message.

This approach presents the following challenges. First, we
need to make crucial that the decryptor needs to do the GID
comparisons even if his attributes satisfy the access structure
of the ciphertext. Second we need to make sure that a user with
revoked identity GID∗

k cannot do anything useful with share
k. Third, we need to worry about collusion attacks between
multiple revoked users.

To address the first one we are going to take advantage
of the technique of [8] that is used to prevent collusion
attacks. Here the secret s, used for the encryption, is divided
into shares, which are further blinded with shares of zero.
This structure allows for the decryption algorithm to both
reconstruct the main secret and to “unblind” it in parallel. If
a user with a particular identifier GID satisfies the access
structure, he can reconstruct s in the exponent by raising
the group elements to the proper exponents. This operation
will simultaneously reconstruct the share of 0 and thus the
e(H(GID), g) blinding terms will cancel out. When we would
like to make this algorithm necessary, but not enough for
decryption it is straightforward to spoil the “unblinding” of
the secret by changing the shares of zero in the exponent to
shares of an other random number, s∗ ∈ Zp. Thus we can
require an other computation, namely the comparison of the

2Of course, when users reveal their secret keys, we cannot hope for security
in any encryption method, but assuming honest users, it is their interest to
keep the secrets. As long as the attributes of (still non-revoked) colluding users
do not cover all the access policies, our scheme will not reveal all ciphertexts
for the malicious group.

3We also note that the flaw of [7]’s security proof, mentioned by [4] does
not affect our results, as we use different proof technique.

decryptor’s and the revoked users’ GIDs. If correspondence
is found, the algorithm stops, otherwise reveals the blinding,
enabling decryption.

The second challenge is addressed by the following method.
A user with GID �= GID∗

k can obtain two linearly inde-
pendent equations (in the exponent) involving the share sk,
which he will use to solve for the share sk. However, if
GID = GID∗

k, the obtained equations are going to be linearly
dependent and the user will not be able to solve the system.

In the third case, the attack we need to worry about is where
a user with GID∗

k processes ciphertext share l, while another
user with GID∗

l processes share k, and then they combine
their results. To prevent collusion, we use H(GID) as the base
of the identity secret key, such that in decryption each user
recovers shares sk ·logg H(GID) in the exponent, disallowing
the combination of shares from different users.

A. Our Construction

To make the following notions more understandable, in
Table I we summarize the new keys and variables (compared
to [8]) which we introduce in our construction. Based on the

Table I
THE SUMMARY OF OUR NEW NOTATIONS

Notation Meaning Role

PK∗ {ga, g1/b} public key of the Central Authority
SK∗ {a, b} secret key of the Central Authority
K∗

GID H(GID)(GID+a)b global identity secret key of a user

C∗
1,k

(
gagGID∗

k

)−sk
revoked user identification in CT

C∗
2,k gsk/b kth secret share in the CT

RL {GID∗
1 , . . . , GID∗

r} list of r revoked users

above principles, the proposed algorithms are the following:
Global Setup(λ) → GP
In the global setup, a bilinear group G0 of prime order p
is chosen. The global public parameters, GP , are p and a
generator g of G0, and a function H mapping global identities
GID ∈ Zp to elements of G0 (this is modelled as a random
oracle in the security proof).
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Central Authority Setup(GP ) → (SK∗, PK∗)
The algorithm chooses random exponents a, b ∈ Zp, keeps
them as secret key SK∗ = {a, b} and publishes PK∗ =
{ga, g1/b}.

Identity KeyGen(GP,RL,GID, SK∗) → K∗
GID

Upon the request of a user it first checks whether the
user is on the list of revoked users (RL) or it has been
queried before, if yes refuses the request, otherwise computes
H(GID) and generates the global identity secret key:

K∗
GID = H(GID)(GID+a)b.

Authority Setup(GP ) → (PK,SK)
For each attribute i belonging to the authority (these in-
dices i are not reused between authorities), the authority
chooses two random exponents αi, yi ∈ Zp and publishes
PK = {e(g, g)αi , gyi ∀i} as its public key. It keeps SK =
{αi, yi ∀i} as its secret key.

KeyGen(GP, SK,GID, i) → Ki,GID

To create a key for a GID, for attribute i belonging to an
authority, the authority computes:

Ki,GID = gαiH(GID)yi

Encrypt(GP,M, (A, ρ), {PK}, PK∗, RL) → CT
The encryption algorithm takes in a message M, an n × �
access matrix A with ρ mapping its rows to attributes, the
global parameters, the public keys of the relevant authorities,
the user identity public key and the most recent list of revoked
users.
It chooses random s, s∗ ∈ Zp and a random vector v ∈ Z�

p

with s as its first entry. Let λx denote Ax · v, where Ax is
row x of A. It also chooses a random vector w ∈ Z�

p with
s∗ as its first entry. Let ωx denote Ax · w.
For each row Ax of A, it chooses a random rx ∈ Zp and
supposed that the number of revoked users is |RL| = r it
chooses sk such that s∗ =

∑r
k=1 sk. The CT ciphertext is

computed as

C0 = M · e(g, g)s,
C1,x = e(g, g)λxe(g, g)αρ(x)rx ,

C2,x = grx , C3,x = gyρ(x)rxgωx ,

C∗
1,k =

(
gagGID∗

k

)−sk
, C∗

2,k = gsk/b

for all x = 1, . . . , n and k = 1, . . . , r.
Decrypt(GP,CT, (A, ρ), {Ki,GID},K∗

GID, RL) → M
We assume the ciphertext is encrypted under an access
matrix (A, ρ). If the decryptor is not on the list of revoked
users (RL) and has the secret keys K∗

GID for his GID
and {Ki,GID} for a subset of rows Ax of A, such that
(1, 0, . . . , 0) is in the span of these rows, then the decryptor
proceeds as follows. First chooses constants cx ∈ Zp such
that

∑
x cxAx = (1, 0, . . . , 0) and denoting r = |RL|

computes:

A

B
=

∏
x

(
C1,x·e(H(GID),C3,x)
e(Kρ(x),GID,C2,x)

)cx

r∏
k=1

(
e(K∗

GID, C∗
2,k)e(C

∗
1,k, H(GID))

)1/(GID−GID∗
k)

which equals to e(g, g)s, so the message can be obtained as
M = C0/e(g, g)

s.

To see the soundness of the Decryption algorithm observe
that after substituting the corresponding values we get the
following:

A =
∏
x

(
e(g, g)λx+ωx logg H(GID)

)cx

= e(g, g)
∑

x λxcx · e(H(GID), g)
∑

x ωxcx

= e(g, g)s+s∗ logg H(GID)

B =
r∏

k=1

(
e(g, g)(GID−GID∗

k)sk logg H(GID)
)1/(GID−GID∗

k)

= e(g, g)−
∑r

k=1 sk logg H(GID) = e(g, g)s
∗ logg H(GID)

Remark 1. We note that an almost equivalent result can be
achieved, with some different modifications on the decentral-
ized scheme (splitting C1,x into two parts, using e(g, g)βs for
encryption, where β is the secret of the CA, and publishing
gs) and fitting these to the method of [10]. However in this
way additional modifications are still needed to prevent the
CA from being able to decrypt any ciphertext by computing
e(gβ , gs).
Remark 2. Supposing that we have a honest but curious CSP,
which does not collude with the users, it is also possible to
achieve indirect revocation (similarly to [11], [15]), with sim-
ple modifications on our scheme. With other words, the CSP
could fully supervise user revocation based on the revocation
requests from parties, authorised for this. We only need to
modify the Encrypt algorithm to compute C,C0, C1,x, C2,x as
originally and C ′

3,x = gyρ(x)rx ∀x = 1, . . . , n. These values
would form CT ′ that is sent to the CSP, where the collusion
resistant CT with the revocation information is computed
and published. CT has the same form as earlier, the only
difference is that the blinding vector w is chosen by the
CSP, so ωx, C

∗
1,k, C

∗
2,k (as previously) and C3,x = C ′

3,x · gωx

are computed also by the CSP. The main advantage of this
approach is that immediate and efficient (partial) re-encryption
can be achieved as only w, sk, ωx, C

∗
1,k, C

∗
2,k and C3,x need

to be recomputed after a revocation event.
Remark 3. Alternatively, it is also possible to give revocation
right directly to the encryptor by simply publishing a user list
instead of RL. In this case RL would be defined by the user,
separately for each ciphertext, and attached to CT .

B. Efficiency

Traditional, attribute-based user revocation (e.g. [14], [18],
[20]) affects attributes, thus the revocation of a user may cause
the update of all the users’ attribute secret keys who had
common attribute with the revoked user (a general attribute
can affect big proportion of the users) and the re-encryption
of all ciphertext the access structure of which contain any
of the revoked user’s attributes (most of these could not be
decrypted by the revoked user).

In our scheme, a revocation event does not have any effect
on the attributes as it is based on identity. Although it is a
trade-off and in the other hand there is some computational
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only a restricted benefit2 as the set of ciphertexts that can be
decrypted is also restricted by the used attribute secret keys
(which cannot be mixed between different users).3

We use secret sharing in the exponent. Suppose an encryp-
tion algorithm needs to create an encryption with a revocation
set RL = GID∗

1 , . . . , GID∗
r of r identities. The algorithm

will create an exponent s∗ ∈ Zp and split it into r random
shares s1, . . . , sr such that

∑r
k=1 sk = s∗. It will then create

a ciphertext such that any revoked user with GID∗
k will not

be able to incorporate the kth share and thus not decrypt the
message.

This approach presents the following challenges. First, we
need to make crucial that the decryptor needs to do the GID
comparisons even if his attributes satisfy the access structure
of the ciphertext. Second we need to make sure that a user with
revoked identity GID∗

k cannot do anything useful with share
k. Third, we need to worry about collusion attacks between
multiple revoked users.

To address the first one we are going to take advantage
of the technique of [8] that is used to prevent collusion
attacks. Here the secret s, used for the encryption, is divided
into shares, which are further blinded with shares of zero.
This structure allows for the decryption algorithm to both
reconstruct the main secret and to “unblind” it in parallel. If
a user with a particular identifier GID satisfies the access
structure, he can reconstruct s in the exponent by raising
the group elements to the proper exponents. This operation
will simultaneously reconstruct the share of 0 and thus the
e(H(GID), g) blinding terms will cancel out. When we would
like to make this algorithm necessary, but not enough for
decryption it is straightforward to spoil the “unblinding” of
the secret by changing the shares of zero in the exponent to
shares of an other random number, s∗ ∈ Zp. Thus we can
require an other computation, namely the comparison of the

2Of course, when users reveal their secret keys, we cannot hope for security
in any encryption method, but assuming honest users, it is their interest to
keep the secrets. As long as the attributes of (still non-revoked) colluding users
do not cover all the access policies, our scheme will not reveal all ciphertexts
for the malicious group.

3We also note that the flaw of [7]’s security proof, mentioned by [4] does
not affect our results, as we use different proof technique.

decryptor’s and the revoked users’ GIDs. If correspondence
is found, the algorithm stops, otherwise reveals the blinding,
enabling decryption.

The second challenge is addressed by the following method.
A user with GID �= GID∗

k can obtain two linearly inde-
pendent equations (in the exponent) involving the share sk,
which he will use to solve for the share sk. However, if
GID = GID∗

k, the obtained equations are going to be linearly
dependent and the user will not be able to solve the system.

In the third case, the attack we need to worry about is where
a user with GID∗

k processes ciphertext share l, while another
user with GID∗

l processes share k, and then they combine
their results. To prevent collusion, we use H(GID) as the base
of the identity secret key, such that in decryption each user
recovers shares sk ·logg H(GID) in the exponent, disallowing
the combination of shares from different users.

A. Our Construction

To make the following notions more understandable, in
Table I we summarize the new keys and variables (compared
to [8]) which we introduce in our construction. Based on the

Table I
THE SUMMARY OF OUR NEW NOTATIONS

Notation Meaning Role

PK∗ {ga, g1/b} public key of the Central Authority
SK∗ {a, b} secret key of the Central Authority
K∗

GID H(GID)(GID+a)b global identity secret key of a user

C∗
1,k

(
gagGID∗

k

)−sk
revoked user identification in CT

C∗
2,k gsk/b kth secret share in the CT

RL {GID∗
1 , . . . , GID∗

r} list of r revoked users

above principles, the proposed algorithms are the following:
Global Setup(λ) → GP
In the global setup, a bilinear group G0 of prime order p
is chosen. The global public parameters, GP , are p and a
generator g of G0, and a function H mapping global identities
GID ∈ Zp to elements of G0 (this is modelled as a random
oracle in the security proof).
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only a restricted benefit2 as the set of ciphertexts that can be
decrypted is also restricted by the used attribute secret keys
(which cannot be mixed between different users).3

We use secret sharing in the exponent. Suppose an encryp-
tion algorithm needs to create an encryption with a revocation
set RL = GID∗

1 , . . . , GID∗
r of r identities. The algorithm

will create an exponent s∗ ∈ Zp and split it into r random
shares s1, . . . , sr such that

∑r
k=1 sk = s∗. It will then create

a ciphertext such that any revoked user with GID∗
k will not

be able to incorporate the kth share and thus not decrypt the
message.

This approach presents the following challenges. First, we
need to make crucial that the decryptor needs to do the GID
comparisons even if his attributes satisfy the access structure
of the ciphertext. Second we need to make sure that a user with
revoked identity GID∗

k cannot do anything useful with share
k. Third, we need to worry about collusion attacks between
multiple revoked users.

To address the first one we are going to take advantage
of the technique of [8] that is used to prevent collusion
attacks. Here the secret s, used for the encryption, is divided
into shares, which are further blinded with shares of zero.
This structure allows for the decryption algorithm to both
reconstruct the main secret and to “unblind” it in parallel. If
a user with a particular identifier GID satisfies the access
structure, he can reconstruct s in the exponent by raising
the group elements to the proper exponents. This operation
will simultaneously reconstruct the share of 0 and thus the
e(H(GID), g) blinding terms will cancel out. When we would
like to make this algorithm necessary, but not enough for
decryption it is straightforward to spoil the “unblinding” of
the secret by changing the shares of zero in the exponent to
shares of an other random number, s∗ ∈ Zp. Thus we can
require an other computation, namely the comparison of the

2Of course, when users reveal their secret keys, we cannot hope for security
in any encryption method, but assuming honest users, it is their interest to
keep the secrets. As long as the attributes of (still non-revoked) colluding users
do not cover all the access policies, our scheme will not reveal all ciphertexts
for the malicious group.

3We also note that the flaw of [7]’s security proof, mentioned by [4] does
not affect our results, as we use different proof technique.

decryptor’s and the revoked users’ GIDs. If correspondence
is found, the algorithm stops, otherwise reveals the blinding,
enabling decryption.

The second challenge is addressed by the following method.
A user with GID �= GID∗

k can obtain two linearly inde-
pendent equations (in the exponent) involving the share sk,
which he will use to solve for the share sk. However, if
GID = GID∗

k, the obtained equations are going to be linearly
dependent and the user will not be able to solve the system.

In the third case, the attack we need to worry about is where
a user with GID∗

k processes ciphertext share l, while another
user with GID∗

l processes share k, and then they combine
their results. To prevent collusion, we use H(GID) as the base
of the identity secret key, such that in decryption each user
recovers shares sk ·logg H(GID) in the exponent, disallowing
the combination of shares from different users.

A. Our Construction

To make the following notions more understandable, in
Table I we summarize the new keys and variables (compared
to [8]) which we introduce in our construction. Based on the

Table I
THE SUMMARY OF OUR NEW NOTATIONS

Notation Meaning Role

PK∗ {ga, g1/b} public key of the Central Authority
SK∗ {a, b} secret key of the Central Authority
K∗

GID H(GID)(GID+a)b global identity secret key of a user

C∗
1,k

(
gagGID∗

k

)−sk
revoked user identification in CT

C∗
2,k gsk/b kth secret share in the CT

RL {GID∗
1 , . . . , GID∗

r} list of r revoked users

above principles, the proposed algorithms are the following:
Global Setup(λ) → GP
In the global setup, a bilinear group G0 of prime order p
is chosen. The global public parameters, GP , are p and a
generator g of G0, and a function H mapping global identities
GID ∈ Zp to elements of G0 (this is modelled as a random
oracle in the security proof).
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only a restricted benefit2 as the set of ciphertexts that can be
decrypted is also restricted by the used attribute secret keys
(which cannot be mixed between different users).3

We use secret sharing in the exponent. Suppose an encryp-
tion algorithm needs to create an encryption with a revocation
set RL = GID∗

1 , . . . , GID∗
r of r identities. The algorithm

will create an exponent s∗ ∈ Zp and split it into r random
shares s1, . . . , sr such that

∑r
k=1 sk = s∗. It will then create

a ciphertext such that any revoked user with GID∗
k will not

be able to incorporate the kth share and thus not decrypt the
message.

This approach presents the following challenges. First, we
need to make crucial that the decryptor needs to do the GID
comparisons even if his attributes satisfy the access structure
of the ciphertext. Second we need to make sure that a user with
revoked identity GID∗

k cannot do anything useful with share
k. Third, we need to worry about collusion attacks between
multiple revoked users.

To address the first one we are going to take advantage
of the technique of [8] that is used to prevent collusion
attacks. Here the secret s, used for the encryption, is divided
into shares, which are further blinded with shares of zero.
This structure allows for the decryption algorithm to both
reconstruct the main secret and to “unblind” it in parallel. If
a user with a particular identifier GID satisfies the access
structure, he can reconstruct s in the exponent by raising
the group elements to the proper exponents. This operation
will simultaneously reconstruct the share of 0 and thus the
e(H(GID), g) blinding terms will cancel out. When we would
like to make this algorithm necessary, but not enough for
decryption it is straightforward to spoil the “unblinding” of
the secret by changing the shares of zero in the exponent to
shares of an other random number, s∗ ∈ Zp. Thus we can
require an other computation, namely the comparison of the

2Of course, when users reveal their secret keys, we cannot hope for security
in any encryption method, but assuming honest users, it is their interest to
keep the secrets. As long as the attributes of (still non-revoked) colluding users
do not cover all the access policies, our scheme will not reveal all ciphertexts
for the malicious group.

3We also note that the flaw of [7]’s security proof, mentioned by [4] does
not affect our results, as we use different proof technique.

decryptor’s and the revoked users’ GIDs. If correspondence
is found, the algorithm stops, otherwise reveals the blinding,
enabling decryption.

The second challenge is addressed by the following method.
A user with GID �= GID∗

k can obtain two linearly inde-
pendent equations (in the exponent) involving the share sk,
which he will use to solve for the share sk. However, if
GID = GID∗

k, the obtained equations are going to be linearly
dependent and the user will not be able to solve the system.

In the third case, the attack we need to worry about is where
a user with GID∗

k processes ciphertext share l, while another
user with GID∗

l processes share k, and then they combine
their results. To prevent collusion, we use H(GID) as the base
of the identity secret key, such that in decryption each user
recovers shares sk ·logg H(GID) in the exponent, disallowing
the combination of shares from different users.

A. Our Construction

To make the following notions more understandable, in
Table I we summarize the new keys and variables (compared
to [8]) which we introduce in our construction. Based on the

Table I
THE SUMMARY OF OUR NEW NOTATIONS

Notation Meaning Role

PK∗ {ga, g1/b} public key of the Central Authority
SK∗ {a, b} secret key of the Central Authority
K∗

GID H(GID)(GID+a)b global identity secret key of a user

C∗
1,k

(
gagGID∗

k

)−sk
revoked user identification in CT

C∗
2,k gsk/b kth secret share in the CT

RL {GID∗
1 , . . . , GID∗

r} list of r revoked users

above principles, the proposed algorithms are the following:
Global Setup(λ) → GP
In the global setup, a bilinear group G0 of prime order p
is chosen. The global public parameters, GP , are p and a
generator g of G0, and a function H mapping global identities
GID ∈ Zp to elements of G0 (this is modelled as a random
oracle in the security proof).
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only a restricted benefit2 as the set of ciphertexts that can be
decrypted is also restricted by the used attribute secret keys
(which cannot be mixed between different users).3

We use secret sharing in the exponent. Suppose an encryp-
tion algorithm needs to create an encryption with a revocation
set RL = GID∗

1 , . . . , GID∗
r of r identities. The algorithm

will create an exponent s∗ ∈ Zp and split it into r random
shares s1, . . . , sr such that

∑r
k=1 sk = s∗. It will then create

a ciphertext such that any revoked user with GID∗
k will not

be able to incorporate the kth share and thus not decrypt the
message.

This approach presents the following challenges. First, we
need to make crucial that the decryptor needs to do the GID
comparisons even if his attributes satisfy the access structure
of the ciphertext. Second we need to make sure that a user with
revoked identity GID∗

k cannot do anything useful with share
k. Third, we need to worry about collusion attacks between
multiple revoked users.

To address the first one we are going to take advantage
of the technique of [8] that is used to prevent collusion
attacks. Here the secret s, used for the encryption, is divided
into shares, which are further blinded with shares of zero.
This structure allows for the decryption algorithm to both
reconstruct the main secret and to “unblind” it in parallel. If
a user with a particular identifier GID satisfies the access
structure, he can reconstruct s in the exponent by raising
the group elements to the proper exponents. This operation
will simultaneously reconstruct the share of 0 and thus the
e(H(GID), g) blinding terms will cancel out. When we would
like to make this algorithm necessary, but not enough for
decryption it is straightforward to spoil the “unblinding” of
the secret by changing the shares of zero in the exponent to
shares of an other random number, s∗ ∈ Zp. Thus we can
require an other computation, namely the comparison of the

2Of course, when users reveal their secret keys, we cannot hope for security
in any encryption method, but assuming honest users, it is their interest to
keep the secrets. As long as the attributes of (still non-revoked) colluding users
do not cover all the access policies, our scheme will not reveal all ciphertexts
for the malicious group.

3We also note that the flaw of [7]’s security proof, mentioned by [4] does
not affect our results, as we use different proof technique.

decryptor’s and the revoked users’ GIDs. If correspondence
is found, the algorithm stops, otherwise reveals the blinding,
enabling decryption.

The second challenge is addressed by the following method.
A user with GID �= GID∗

k can obtain two linearly inde-
pendent equations (in the exponent) involving the share sk,
which he will use to solve for the share sk. However, if
GID = GID∗

k, the obtained equations are going to be linearly
dependent and the user will not be able to solve the system.

In the third case, the attack we need to worry about is where
a user with GID∗

k processes ciphertext share l, while another
user with GID∗

l processes share k, and then they combine
their results. To prevent collusion, we use H(GID) as the base
of the identity secret key, such that in decryption each user
recovers shares sk ·logg H(GID) in the exponent, disallowing
the combination of shares from different users.

A. Our Construction

To make the following notions more understandable, in
Table I we summarize the new keys and variables (compared
to [8]) which we introduce in our construction. Based on the

Table I
THE SUMMARY OF OUR NEW NOTATIONS

Notation Meaning Role

PK∗ {ga, g1/b} public key of the Central Authority
SK∗ {a, b} secret key of the Central Authority
K∗

GID H(GID)(GID+a)b global identity secret key of a user

C∗
1,k

(
gagGID∗

k

)−sk
revoked user identification in CT

C∗
2,k gsk/b kth secret share in the CT

RL {GID∗
1 , . . . , GID∗

r} list of r revoked users

above principles, the proposed algorithms are the following:
Global Setup(λ) → GP
In the global setup, a bilinear group G0 of prime order p
is chosen. The global public parameters, GP , are p and a
generator g of G0, and a function H mapping global identities
GID ∈ Zp to elements of G0 (this is modelled as a random
oracle in the security proof).
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Figure 1. A possible usage of the proposed multi-authority CP-ABE scheme for access control in a cloud storage scenario.

only a restricted benefit2 as the set of ciphertexts that can be
decrypted is also restricted by the used attribute secret keys
(which cannot be mixed between different users).3

We use secret sharing in the exponent. Suppose an encryp-
tion algorithm needs to create an encryption with a revocation
set RL = GID∗

1 , . . . , GID∗
r of r identities. The algorithm

will create an exponent s∗ ∈ Zp and split it into r random
shares s1, . . . , sr such that

∑r
k=1 sk = s∗. It will then create

a ciphertext such that any revoked user with GID∗
k will not

be able to incorporate the kth share and thus not decrypt the
message.

This approach presents the following challenges. First, we
need to make crucial that the decryptor needs to do the GID
comparisons even if his attributes satisfy the access structure
of the ciphertext. Second we need to make sure that a user with
revoked identity GID∗

k cannot do anything useful with share
k. Third, we need to worry about collusion attacks between
multiple revoked users.

To address the first one we are going to take advantage
of the technique of [8] that is used to prevent collusion
attacks. Here the secret s, used for the encryption, is divided
into shares, which are further blinded with shares of zero.
This structure allows for the decryption algorithm to both
reconstruct the main secret and to “unblind” it in parallel. If
a user with a particular identifier GID satisfies the access
structure, he can reconstruct s in the exponent by raising
the group elements to the proper exponents. This operation
will simultaneously reconstruct the share of 0 and thus the
e(H(GID), g) blinding terms will cancel out. When we would
like to make this algorithm necessary, but not enough for
decryption it is straightforward to spoil the “unblinding” of
the secret by changing the shares of zero in the exponent to
shares of an other random number, s∗ ∈ Zp. Thus we can
require an other computation, namely the comparison of the

2Of course, when users reveal their secret keys, we cannot hope for security
in any encryption method, but assuming honest users, it is their interest to
keep the secrets. As long as the attributes of (still non-revoked) colluding users
do not cover all the access policies, our scheme will not reveal all ciphertexts
for the malicious group.

3We also note that the flaw of [7]’s security proof, mentioned by [4] does
not affect our results, as we use different proof technique.

decryptor’s and the revoked users’ GIDs. If correspondence
is found, the algorithm stops, otherwise reveals the blinding,
enabling decryption.

The second challenge is addressed by the following method.
A user with GID �= GID∗

k can obtain two linearly inde-
pendent equations (in the exponent) involving the share sk,
which he will use to solve for the share sk. However, if
GID = GID∗

k, the obtained equations are going to be linearly
dependent and the user will not be able to solve the system.

In the third case, the attack we need to worry about is where
a user with GID∗

k processes ciphertext share l, while another
user with GID∗

l processes share k, and then they combine
their results. To prevent collusion, we use H(GID) as the base
of the identity secret key, such that in decryption each user
recovers shares sk ·logg H(GID) in the exponent, disallowing
the combination of shares from different users.

A. Our Construction

To make the following notions more understandable, in
Table I we summarize the new keys and variables (compared
to [8]) which we introduce in our construction. Based on the

Table I
THE SUMMARY OF OUR NEW NOTATIONS

Notation Meaning Role

PK∗ {ga, g1/b} public key of the Central Authority
SK∗ {a, b} secret key of the Central Authority
K∗

GID H(GID)(GID+a)b global identity secret key of a user

C∗
1,k

(
gagGID∗

k

)−sk
revoked user identification in CT

C∗
2,k gsk/b kth secret share in the CT

RL {GID∗
1 , . . . , GID∗

r} list of r revoked users

above principles, the proposed algorithms are the following:
Global Setup(λ) → GP
In the global setup, a bilinear group G0 of prime order p
is chosen. The global public parameters, GP , are p and a
generator g of G0, and a function H mapping global identities
GID ∈ Zp to elements of G0 (this is modelled as a random
oracle in the security proof).
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our construction, then these must exploit specific mathematical
properties of elliptic curve groups or cryptographic hash
functions used when instantiating the scheme.

Theorem 1: For any adversary A, let q be a bound on
the total number of group elements it receives from queries
it makes to the group oracles and from its interaction with
the security game, described in III-C1. The above described
construction is secure according to Definition 2 in the generic
bilinear group and random oracle models. The advantage of
A is O(q2/p).

In our proof we are going to use the following strategy. First
we identify events that occur only with negligible probability,
namely that the attacker is able to guess certain values success-
fully and that the oracle returns the same value for different
queries. Assuming that these do not happen, we examine the
(exponent) values which the attacker can obtain during the
game. We show that A can recognise the challenge ciphertext
only if is has used GIDK /∈ RL with a satisfying attribute
set or has broken the rules of the game.

Proof:
We describe the generic bilinear model as in [3]. We let ψ0

and ψ1 be two random encodings of the additive group Zp.
More specifically, each of ψ0, ψ1 is an injective map from Zp

to {0, 1}m, for m > 3 log(p). We define the groups G0 =
{ψ0(x) : x ∈ Zp} and G1 = {ψ1(x) : x ∈ Zp}. We assume
to have access to oracles which compute the induced group
operations in G0 and G1 and an oracle which computes a
non-degenerate bilinear map e : G0 ×G0 → G1. We refer to
G0 as a generic bilinear group. To simplify our notations let
g denote ψ0(1), gx denote ψ0(x), e(g, g) denote ψ1(1), and
e(g, g)y denote ψ1(y).

The challenger and the attacker play the security game
(described in III-C1) and compute each value with respect
to the generic bilinear group and random oracle models (i.e.
send queries to the group oracle that responds with randomly
assigned values). When A requests e.g. H(GIDk) for some
GIDk for the first time, the challenger chooses a random value
hGIDk

∈ Zp, queries the group oracle for ghGIDk , and gives
this value to the attacker as H(GIDk). It stores this value so
that it can reply consistently to any subsequent requests for
H(GIDk).

We are going to show that in order to determine β ∈ {0, 1},
A has to be able to compute e(g, g)s

∗hGIDk for any k =
1, . . . , r, which is possible only with negligible probability
without breaking the rules of the game.

We can assume that each of the attacker’s queries to the
group oracles either have input values that were given to A
during the security game or were received from the oracles in
response to previous queries. This is because of the fact that
both ψ0 and ψ1 are random injective maps from Zp into a set
of at least p3 elements, so the probability of the attacker being
able to guess an element in the image of ψ0, ψ1 which it has
not previously obtained is negligible.

Under this condition, we can think of each of the at-
tacker’s queries as a multi-variate expressions4 in the variables
yi, αi, λx, rx, ωx, hGIDk

, a, b, sk, where i ranges over the at-

4These expressions can appear in the exponent of e(g, g).

tributes controlled by uncorrupted authorities, x ranges over
the rows of the challenge access matrix, k ranges over the
revoked identities. (We can also think of λ, ωx as linear com-
binations of the variables s, v2, . . . , v� and s∗, w2, . . . , w�.)

Furthermore we also assume that for each pair of different
queries (corresponding to different polynomials), A receives
different answers from the oracle. Since the maximum degree
of polynomials is 8 (see the possible polynomials later), using
the Schwartz-Zippel lemma [17] we get that the probability
of a collusion is O(1/p) and a union bound shows that the
probability of that any such collusion happens during the game
is O(q2/p), which is negligible. Now suppose that it does not
happen.

In order to determine β, the attacker clearly needs to recover
s. [8] showed that without a satisfying set of attributes an
attacker cannot make a query of the form c(s + 0 · hGIDk

)
(where c is a constant) thus has only negligible advantage
in distinguishing an encoded message from a random group
element (when using their original scheme). This result implies
that in our modified construction, the attacker cannot make a
query of the form c(s + s∗hGIDk

) without a satisfying set
of attributes (as the first element of the blinding vector w
is changed to s∗ from 0) which also shows - following their
reasoning - that an expression in the form cs cannot be formed
either. In our case, however, the possession of the necessary
attributes are not enough to make a cs query, but −c(s∗hGIDk

)
is also indispensable for this.

It can be seen that the case when GIDk ∈ UL \ RL is
equivalent to the original scheme of [8]. Consequently, from
now on we can assume that all GIDk ∈ RL and the challenge
access policy is satisfied, thus simulating that all revoked users
are colluding and prior to their revocation they were all able
to decrypt. We will show that A cannot make a query of the
form −c(s∗hGIDk

) and so not cs.
Based on the above assumptions the attacker can form

queries which are linear combinations of

1, hGIDk
, yi, αi + hGIDk

yi, λx + αρ(x)rx, rx, yρ(x)rx + ωx,
a, 1/b, bhGIDk

(GID∗
k + a), sk(a+GID∗

k), sk/b,

the product of any two of these and αi. (Note that GID∗
k

for all k = 1, . . . , r and αi, yi for attributes i controlled by
corrupted authorities are constants, known by the attacker.) In
these queries shares of s∗ can appear in two different forms:
as ωx and sk, so we investigate whether A can achieve the
desired value from these or not.

1) In order to gain s∗hGIDk
by utilizing ωx, A must use the

product hGIDk
yρ(x)rx + hGIDk

ωx for all rows of A, as
these are the only terms which contain hGIDk

ωx and thus
which can lead to s∗hGIDk

. To cancel out hGIDk
yρ(x)rx

the attacker should form this product, which is possible
only if yρ(x) or rx are known constants, because these
elements appear alone in the above list and besides those,
A can only form the product of any two but not three.
However if yρ(x) or rx are constants for all x, that
contradicts with the rules of the security game, because
in that case corrupted attributes alone would satisfy the
access structure.
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overhead on the encryption and decryption algorithms. In this
way the necessary extra computation of authorities is reduced
and distributed between the largest set of parties, the users,
preventing a possible performance bottleneck of the system.
At the same time the extra communication is also reduced to
the publication of the revoked user list. Our revocation scheme
has the following costs.

The ciphertext has 2r additional elements, if the number
of revoked users is r. For the computation of these values 3r
exponentiations and r multiplications are needed in G0. Al-
ternatively, the revoked user list may contain gagGID∗

i instead
of the global identifiers. In this case the encryptor need to do
only 2r additional exponentiations in G0, compared with the
scheme of [8], to compute the ciphertext. The overhead of the
decryption algorithm is 2r pairing operations, r multiplications
and exponentiations in group G1.

Note that, as in all model that uses LSSS to express the
access structure, the access matrix and the mapping ρ must
be part of the ciphertext, increasing its length. However, it is
possible to reduce this length by attaching only a formatted
Boolean formula instead and compute the necessary compo-
nents of LSSS more efficiently, using the algorithm of Liu and
Cao in [12].

C. Security

Before giving the formal proof, we point out that from the
point of view of a user, whose attributes have never satisfied
the access structure defined in the ciphertext, our construction
is at least as secure as the one by [8], because the computation
of A is equivalent to the decryption computation given there.
However in our case, it is not enough to obtain the message.
Changing the first entry of the blinding vector w from zero
to a random number (as we did), causes that the blinding will
not cancel out from A , but we need to compute B which
can divide it out. B can be computed with any GID different
from any GID∗

k of the revocation list and we ensure that the
decryptor must use the same GID both in A and B by using
H(GID) in both the identity and attribute secret keys.

1) Security Model: We now define (chosen plaintext) se-
curity of multi-authority CP-ABE system with identity-based
revocation. Security is defined through a security game be-
tween an attacker algorithm A and a challenger. We assume
that adversaries can corrupt authorities only statically, but
key queries are made adaptively. The definition reflects the
scenario where all users in the revoked set RL get together
and collude (this is because the adversary can get all of the
private keys for the revoked set). Informally, A can determine
a set of corrupted attribute authorities, ask for any identity
and attribute keys and specify messages, on which it will be
challenged using the revocation list and access matrix of its
choice. The only (natural) restriction in the above choices is
that A cannot ask for a set of keys that allow decryption, in
combination with any keys that can be obtained from corrupt
authorities in case of a non revoked GIDk. In case of revoked
identities we can be less restrictive: corrupted attributes alone
cannot satisfy the access policy, but it it might be satisfied
together with attributes from honest authorities. A wins the

game if it respects the rules and can decide which of its
challenge messages were encrypted by the challenger. The
formal security game consists of the following rounds:

Setup. The challenger runs the Global Setup algorithm to
obtain the global public parameters GP . A specifies a set
AA′ ⊆ AA of corrupt attribute authorities and uses the
Authority Setup to obtain public and private keys. For honest
authorities in AA \ AA′ and for the Central Authority, the
challenger obtains the corresponding keys by running the
Authority Setup and Central Authority Setup algorithms, and
gives the public keys to the attacker.

Key Query Phase. A adaptively issues private key queries
for identities GIDk (which denotes the kth GID query). The
challenger gives A the corresponding identity keys K∗

GIDk

by running the Identity KeyGen algorithm. Let UL denote
the set of all queried GIDk. A also makes attribute key
queries by submitting pairs of (i, GIDk) to the challenger,
where i is an attribute belonging to a good authority. The
challenger responds by giving the attacker the corresponding
key, Ki,GIDk

.
Challenge. The attacker gives the challenger two messages
M0,M1, a set RL ⊆ UL of revoked identities and an access
matrix (A, ρ).
RL and A must satisfy the following constraints. Let V de-
note the subset of rows of A labelled by attributes controlled
by corrupt authorities. For each identity GIDk ∈ UL, let
VGIDk

denote the subset of rows of A labelled by attributes
i for which the attacker has queried (i, GIDk). For each
GIDk ∈ UL \ RL, we require that the subspace spanned
by V ∪ VGIDk

must not include (1, 0, . . . , 0) while for
GIDk ∈ RL, it is allowed and we only require that the
subspace spanned by V must not include (1, 0, . . . , 0).
The attacker must also give the challenger the public keys
for any corrupt authorities whose attributes appear in the
labelling ρ.
The challenger flips a random coin β ∈ (0, 1) and sends the
attacker an encryption of Mβ under access matrix (A, ρ) with
the revoked set RL.

Key Query Phase 2. The attacker may submit additional
attribute key queries (i, GIDk), as long as they do not violate
the constraint on the challenge revocation list RL and matrix
(A, ρ).

Guess. A must submit a guess β′ for β. The attacker wins if
β′ = β. The attacker’s advantage in this game is defined to
be P(β′ = β)− 1

2 .

Definition 2: We say that a multi-authority CP-ABE system
with identity-based revocation is (chosen-plaintext) secure
(against static corruption of attribute authorities) if, for all
revocations sets RL of size polynomial in the security param-
eter, all polynomial time adversary has at most a negligible
advantage in the above defined security game.

2) Security Analysis: We are going to prove the security of
our construction in the generic bilinear group model previously
used in [2], [3], [8], modelling H as a random oracle. Security
in this model assures us that an adversary cannot break the
scheme with only black-box access to the group operations and
H . Intuitively, this means that if there are any vulnerabilities in
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our construction, then these must exploit specific mathematical
properties of elliptic curve groups or cryptographic hash
functions used when instantiating the scheme.

Theorem 1: For any adversary A, let q be a bound on
the total number of group elements it receives from queries
it makes to the group oracles and from its interaction with
the security game, described in III-C1. The above described
construction is secure according to Definition 2 in the generic
bilinear group and random oracle models. The advantage of
A is O(q2/p).

In our proof we are going to use the following strategy. First
we identify events that occur only with negligible probability,
namely that the attacker is able to guess certain values success-
fully and that the oracle returns the same value for different
queries. Assuming that these do not happen, we examine the
(exponent) values which the attacker can obtain during the
game. We show that A can recognise the challenge ciphertext
only if is has used GIDK /∈ RL with a satisfying attribute
set or has broken the rules of the game.

Proof:
We describe the generic bilinear model as in [3]. We let ψ0

and ψ1 be two random encodings of the additive group Zp.
More specifically, each of ψ0, ψ1 is an injective map from Zp

to {0, 1}m, for m > 3 log(p). We define the groups G0 =
{ψ0(x) : x ∈ Zp} and G1 = {ψ1(x) : x ∈ Zp}. We assume
to have access to oracles which compute the induced group
operations in G0 and G1 and an oracle which computes a
non-degenerate bilinear map e : G0 ×G0 → G1. We refer to
G0 as a generic bilinear group. To simplify our notations let
g denote ψ0(1), gx denote ψ0(x), e(g, g) denote ψ1(1), and
e(g, g)y denote ψ1(y).

The challenger and the attacker play the security game
(described in III-C1) and compute each value with respect
to the generic bilinear group and random oracle models (i.e.
send queries to the group oracle that responds with randomly
assigned values). When A requests e.g. H(GIDk) for some
GIDk for the first time, the challenger chooses a random value
hGIDk

∈ Zp, queries the group oracle for ghGIDk , and gives
this value to the attacker as H(GIDk). It stores this value so
that it can reply consistently to any subsequent requests for
H(GIDk).

We are going to show that in order to determine β ∈ {0, 1},
A has to be able to compute e(g, g)s

∗hGIDk for any k =
1, . . . , r, which is possible only with negligible probability
without breaking the rules of the game.

We can assume that each of the attacker’s queries to the
group oracles either have input values that were given to A
during the security game or were received from the oracles in
response to previous queries. This is because of the fact that
both ψ0 and ψ1 are random injective maps from Zp into a set
of at least p3 elements, so the probability of the attacker being
able to guess an element in the image of ψ0, ψ1 which it has
not previously obtained is negligible.

Under this condition, we can think of each of the at-
tacker’s queries as a multi-variate expressions4 in the variables
yi, αi, λx, rx, ωx, hGIDk

, a, b, sk, where i ranges over the at-

4These expressions can appear in the exponent of e(g, g).

tributes controlled by uncorrupted authorities, x ranges over
the rows of the challenge access matrix, k ranges over the
revoked identities. (We can also think of λ, ωx as linear com-
binations of the variables s, v2, . . . , v� and s∗, w2, . . . , w�.)

Furthermore we also assume that for each pair of different
queries (corresponding to different polynomials), A receives
different answers from the oracle. Since the maximum degree
of polynomials is 8 (see the possible polynomials later), using
the Schwartz-Zippel lemma [17] we get that the probability
of a collusion is O(1/p) and a union bound shows that the
probability of that any such collusion happens during the game
is O(q2/p), which is negligible. Now suppose that it does not
happen.

In order to determine β, the attacker clearly needs to recover
s. [8] showed that without a satisfying set of attributes an
attacker cannot make a query of the form c(s + 0 · hGIDk

)
(where c is a constant) thus has only negligible advantage
in distinguishing an encoded message from a random group
element (when using their original scheme). This result implies
that in our modified construction, the attacker cannot make a
query of the form c(s + s∗hGIDk

) without a satisfying set
of attributes (as the first element of the blinding vector w
is changed to s∗ from 0) which also shows - following their
reasoning - that an expression in the form cs cannot be formed
either. In our case, however, the possession of the necessary
attributes are not enough to make a cs query, but −c(s∗hGIDk

)
is also indispensable for this.

It can be seen that the case when GIDk ∈ UL \ RL is
equivalent to the original scheme of [8]. Consequently, from
now on we can assume that all GIDk ∈ RL and the challenge
access policy is satisfied, thus simulating that all revoked users
are colluding and prior to their revocation they were all able
to decrypt. We will show that A cannot make a query of the
form −c(s∗hGIDk

) and so not cs.
Based on the above assumptions the attacker can form

queries which are linear combinations of

1, hGIDk
, yi, αi + hGIDk

yi, λx + αρ(x)rx, rx, yρ(x)rx + ωx,
a, 1/b, bhGIDk

(GID∗
k + a), sk(a+GID∗

k), sk/b,

the product of any two of these and αi. (Note that GID∗
k

for all k = 1, . . . , r and αi, yi for attributes i controlled by
corrupted authorities are constants, known by the attacker.) In
these queries shares of s∗ can appear in two different forms:
as ωx and sk, so we investigate whether A can achieve the
desired value from these or not.

1) In order to gain s∗hGIDk
by utilizing ωx, A must use the

product hGIDk
yρ(x)rx + hGIDk

ωx for all rows of A, as
these are the only terms which contain hGIDk

ωx and thus
which can lead to s∗hGIDk

. To cancel out hGIDk
yρ(x)rx

the attacker should form this product, which is possible
only if yρ(x) or rx are known constants, because these
elements appear alone in the above list and besides those,
A can only form the product of any two but not three.
However if yρ(x) or rx are constants for all x, that
contradicts with the rules of the security game, because
in that case corrupted attributes alone would satisfy the
access structure.
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overhead on the encryption and decryption algorithms. In this
way the necessary extra computation of authorities is reduced
and distributed between the largest set of parties, the users,
preventing a possible performance bottleneck of the system.
At the same time the extra communication is also reduced to
the publication of the revoked user list. Our revocation scheme
has the following costs.

The ciphertext has 2r additional elements, if the number
of revoked users is r. For the computation of these values 3r
exponentiations and r multiplications are needed in G0. Al-
ternatively, the revoked user list may contain gagGID∗

i instead
of the global identifiers. In this case the encryptor need to do
only 2r additional exponentiations in G0, compared with the
scheme of [8], to compute the ciphertext. The overhead of the
decryption algorithm is 2r pairing operations, r multiplications
and exponentiations in group G1.

Note that, as in all model that uses LSSS to express the
access structure, the access matrix and the mapping ρ must
be part of the ciphertext, increasing its length. However, it is
possible to reduce this length by attaching only a formatted
Boolean formula instead and compute the necessary compo-
nents of LSSS more efficiently, using the algorithm of Liu and
Cao in [12].

C. Security

Before giving the formal proof, we point out that from the
point of view of a user, whose attributes have never satisfied
the access structure defined in the ciphertext, our construction
is at least as secure as the one by [8], because the computation
of A is equivalent to the decryption computation given there.
However in our case, it is not enough to obtain the message.
Changing the first entry of the blinding vector w from zero
to a random number (as we did), causes that the blinding will
not cancel out from A , but we need to compute B which
can divide it out. B can be computed with any GID different
from any GID∗

k of the revocation list and we ensure that the
decryptor must use the same GID both in A and B by using
H(GID) in both the identity and attribute secret keys.

1) Security Model: We now define (chosen plaintext) se-
curity of multi-authority CP-ABE system with identity-based
revocation. Security is defined through a security game be-
tween an attacker algorithm A and a challenger. We assume
that adversaries can corrupt authorities only statically, but
key queries are made adaptively. The definition reflects the
scenario where all users in the revoked set RL get together
and collude (this is because the adversary can get all of the
private keys for the revoked set). Informally, A can determine
a set of corrupted attribute authorities, ask for any identity
and attribute keys and specify messages, on which it will be
challenged using the revocation list and access matrix of its
choice. The only (natural) restriction in the above choices is
that A cannot ask for a set of keys that allow decryption, in
combination with any keys that can be obtained from corrupt
authorities in case of a non revoked GIDk. In case of revoked
identities we can be less restrictive: corrupted attributes alone
cannot satisfy the access policy, but it it might be satisfied
together with attributes from honest authorities. A wins the

game if it respects the rules and can decide which of its
challenge messages were encrypted by the challenger. The
formal security game consists of the following rounds:

Setup. The challenger runs the Global Setup algorithm to
obtain the global public parameters GP . A specifies a set
AA′ ⊆ AA of corrupt attribute authorities and uses the
Authority Setup to obtain public and private keys. For honest
authorities in AA \ AA′ and for the Central Authority, the
challenger obtains the corresponding keys by running the
Authority Setup and Central Authority Setup algorithms, and
gives the public keys to the attacker.

Key Query Phase. A adaptively issues private key queries
for identities GIDk (which denotes the kth GID query). The
challenger gives A the corresponding identity keys K∗

GIDk

by running the Identity KeyGen algorithm. Let UL denote
the set of all queried GIDk. A also makes attribute key
queries by submitting pairs of (i, GIDk) to the challenger,
where i is an attribute belonging to a good authority. The
challenger responds by giving the attacker the corresponding
key, Ki,GIDk

.
Challenge. The attacker gives the challenger two messages
M0,M1, a set RL ⊆ UL of revoked identities and an access
matrix (A, ρ).
RL and A must satisfy the following constraints. Let V de-
note the subset of rows of A labelled by attributes controlled
by corrupt authorities. For each identity GIDk ∈ UL, let
VGIDk

denote the subset of rows of A labelled by attributes
i for which the attacker has queried (i, GIDk). For each
GIDk ∈ UL \ RL, we require that the subspace spanned
by V ∪ VGIDk

must not include (1, 0, . . . , 0) while for
GIDk ∈ RL, it is allowed and we only require that the
subspace spanned by V must not include (1, 0, . . . , 0).
The attacker must also give the challenger the public keys
for any corrupt authorities whose attributes appear in the
labelling ρ.
The challenger flips a random coin β ∈ (0, 1) and sends the
attacker an encryption of Mβ under access matrix (A, ρ) with
the revoked set RL.

Key Query Phase 2. The attacker may submit additional
attribute key queries (i, GIDk), as long as they do not violate
the constraint on the challenge revocation list RL and matrix
(A, ρ).

Guess. A must submit a guess β′ for β. The attacker wins if
β′ = β. The attacker’s advantage in this game is defined to
be P(β′ = β)− 1

2 .

Definition 2: We say that a multi-authority CP-ABE system
with identity-based revocation is (chosen-plaintext) secure
(against static corruption of attribute authorities) if, for all
revocations sets RL of size polynomial in the security param-
eter, all polynomial time adversary has at most a negligible
advantage in the above defined security game.

2) Security Analysis: We are going to prove the security of
our construction in the generic bilinear group model previously
used in [2], [3], [8], modelling H as a random oracle. Security
in this model assures us that an adversary cannot break the
scheme with only black-box access to the group operations and
H . Intuitively, this means that if there are any vulnerabilities in
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Table II
POSSIBLE RELEVANT QUERY TERMS

sk/b
sksl/b

2

ska/b
sk/b

2

skahGIDl
+GID∗

l skhGIDl

skhGIDl
/b

sksla/b+GID∗
ksksl/b

ska+GID∗
ksk

sksla
2 +GID∗

kGID∗
l sksl + (GID∗

k +GID∗
l )sksla

ska
2 +GID∗

kska
ska/b+GID∗

ksk/b
skbhGIDl

(a2 + (GID∗
k +GID∗

l )a+GID∗
kGID∗

l )
skahGIDl

+GID∗
kskhGIDl

2) When trying to obtain s∗hGIDk
using sk, we can observe

that in each possible query term, sk appears as multiplier
either in all monads or in none of them. Evidently, terms
without sk are useless (see Table II for the relevant
terms) for the attackers purposes and terms containing
the skhGIDl

monad can be useful. As it can be seen in
Table II, there are two types of terms which contain the
necessary monad:

skahGIDl
+GID∗

kskhGIDl

and
skahGIDl

+GID∗
l skhGIDl

.

Multiplying their subtraction by c/(GID∗
k −GID∗

l ) it is
possible to gain c ·skhGIDl

, if k �= l. In case of k = l the
two terms are equal, and skahGIDl

cannot be cancelled
out, as no other terms contain this product. Nevertheless,
according to our assumption that GID∗

l ∈ RL for all
l = 1, . . . , r there must be a k = l as k runs over 1, . . . , r.
We conclude that it is possible to gain skhGIDl

for all k
for any fixed l, if the attacker has used some GIDl /∈ RL,
which is again contradiction.

Hence, we have shown that under conditions that hold
with all but O(q2/p) probability, A cannot query c(s∗hGIDk

)
(neither using ωx nor sk) therefore cannot get s without
breaking the rules of the security game. It follows than, that
the advantage of A is at most O(q2/p).

IV. CONCLUSION

We proposed a scheme for efficient identity-based user revo-
cation in multi-authority CP-ABE with several advantageous
feature compared with attribute-based revocation. Our results
fulfil specific needs of the cloud environment, thus optimizes
ABE for real world usage. In the future, our work can be
continued in several directions.

First and foremost, extensive comparisons are needed be-
tween the different revocation schemes proposed for CP-
ABE to understand better their performance between different
circumstances.

Securely forwarding the revocation related computations to
the CSP (or even to the user), as we mentioned in Remark
2, could allow immediate banning of a user, disallowing the
decryption of all previously (and later) encrypted ciphertexts.

Steps in this direction, without assuming trusted CSP, would
be useful.

The method of identity-based user revocation can be the
foundation of a future method that allows non monotonic ac-
cess structures in multi-authority setting. However our scheme
cannot be applied directly for this purpose, it may be used to
develop ideas in this field.

The security of our construction is proved in the generic
bilinear group model, although we believe it would be possible
to achieve full security by adapting the dual system encryption
methodology, which was also used by Lewko and Waters [8]
in their composite order group construction. This type of work
would be interesting even if it resulted in a moderate loss of
efficiency from our existing system.
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2) When trying to obtain s∗hGIDk
using sk, we can observe

that in each possible query term, sk appears as multiplier
either in all monads or in none of them. Evidently, terms
without sk are useless (see Table II for the relevant
terms) for the attackers purposes and terms containing
the skhGIDl

monad can be useful. As it can be seen in
Table II, there are two types of terms which contain the
necessary monad:

skahGIDl
+GID∗

kskhGIDl

and
skahGIDl

+GID∗
l skhGIDl

.

Multiplying their subtraction by c/(GID∗
k −GID∗

l ) it is
possible to gain c ·skhGIDl

, if k �= l. In case of k = l the
two terms are equal, and skahGIDl

cannot be cancelled
out, as no other terms contain this product. Nevertheless,
according to our assumption that GID∗

l ∈ RL for all
l = 1, . . . , r there must be a k = l as k runs over 1, . . . , r.
We conclude that it is possible to gain skhGIDl

for all k
for any fixed l, if the attacker has used some GIDl /∈ RL,
which is again contradiction.

Hence, we have shown that under conditions that hold
with all but O(q2/p) probability, A cannot query c(s∗hGIDk

)
(neither using ωx nor sk) therefore cannot get s without
breaking the rules of the security game. It follows than, that
the advantage of A is at most O(q2/p).

IV. CONCLUSION

We proposed a scheme for efficient identity-based user revo-
cation in multi-authority CP-ABE with several advantageous
feature compared with attribute-based revocation. Our results
fulfil specific needs of the cloud environment, thus optimizes
ABE for real world usage. In the future, our work can be
continued in several directions.

First and foremost, extensive comparisons are needed be-
tween the different revocation schemes proposed for CP-
ABE to understand better their performance between different
circumstances.

Securely forwarding the revocation related computations to
the CSP (or even to the user), as we mentioned in Remark
2, could allow immediate banning of a user, disallowing the
decryption of all previously (and later) encrypted ciphertexts.

Steps in this direction, without assuming trusted CSP, would
be useful.

The method of identity-based user revocation can be the
foundation of a future method that allows non monotonic ac-
cess structures in multi-authority setting. However our scheme
cannot be applied directly for this purpose, it may be used to
develop ideas in this field.

The security of our construction is proved in the generic
bilinear group model, although we believe it would be possible
to achieve full security by adapting the dual system encryption
methodology, which was also used by Lewko and Waters [8]
in their composite order group construction. This type of work
would be interesting even if it resulted in a moderate loss of
efficiency from our existing system.
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In order to address some of the cited limitations of 
existing approaches, this paper proposes an easy to 
use semantic framework for the discovery of services 
described in Web Service Description Language. The 
proposed approach generates concrete similarity 
score which facilitates the ranking of existing ser-
vices. Our framework supports formulation of easy 
user request, keeping the user technical expertise 
independent of the technical knowhow of the servi-
ces. Service provider’s comments written in natural 
language as documentation have been utilized to 
match the user requirements in a better way. The 
proposed solution for semantic web service discovery 
integrates the syntactic as well as semantic informa-
tion of a web service and tries to utilize the hidden 
semantics of the existing services. The rest of the 
paper is divided into following sections: section 2 
provides the literature review and section 3 illustrates 
the proposed framework for describing new semantic 
matching algorithm; evaluations and results have 
been presented in section 4 and finally conclusion 
and future scope are covered in section 5. 

II.   RELATED WORK

It has been analyzed that most of the existing ser-
vice discovery approaches adhered strictly to single 
service description languages and standards like 
DAML-S, OWL-S, WSMO, WSDL, SAWSDL, etc.
These approaches vary on I/O matching vs. IOPE 
matching. DAML-S based approach [17] and OWL-S
based approaches [12, 18, 19, 20, 21 and 22] and 
SAWSDL based approach [14] perform Input-Output 
(IO) matching on service profiles whereas approaches 
in [13, 23] perform IOPE matching. Research has 
been focused on addition of the semantics into the 
frameworks like WSDL using SAWSDL and WSDL-
S. In [24], a WSDL-S based discovery technique over 
federated registries using the METEOR-S infrastruc-
ture has been proposed. 

Some hybrid approaches [12, 13, 15 and 14] have 
also been proposed which considers semantic as well 
as syntactic description of the services. OWLS-MX 
[12] is an OWL-S based hybrid matchmaker that 
gives semantic as well as hybrid degree of matching. 

In comparison to input and output (I/O) parame-
ter matching by Klusch et al.[12], ITL based LARKS 
[15] perform IOPE matching. LARKS do not sup-
ports logical subsumes and hybrid nearest neighbor 
and has never been evaluated experimentally. Similar 
to OWL-MX, WSMO-MX [13] is also a hybrid match-
maker but it matches IOPE’s of profiles instead of 
(I/O) and is based on WSMOframework. SAWSDL-
iMatcher [14] annotates semantics to the existing pro-
files and supports user customizable matching stra-
tegies according to different application requirements.

One of the major shortcomings of OWL-S based 
approaches is that it does not support mapping. 
Compared to OWL-S, WSMO is capable of modeling 
mediation for handling ontology heterogeneities in 
ontologies. Further, it has been observed that hybrid 
approaches based on logical reasoning are computa-
tionally expensive. 

Among the various data mining based approaches, 
majority of them use classification and clustering to 
find semantic similarity between the services [25, 26, 
and 27]. SWSC [25] method uses Jaccard coefficient 
and hierarchical agglomerative clustering whereas in 
comparison Wen et. al [27] has modified the K-
Mediod clustering mechanism to sort out the problem 
of web service discovery.

Batra and Bawa [26] propose a classification 
based approach that uses the Normalized semantic 
score MSR for semantic web service discovery.

In [28], García et al. use SPARQL-based reposi-
tory filter for improving the semantic web service 
discovery. 

III.   SEMANTIC MATCHING APPROACH 
FOR WEB SERVICE DESCRIPTIONS

The proposed discovery framework aims to pro-
vide efficient discovery of services by combining the 
semantic and syntactic information from the service 
profiles. The complete discovery framework and al-
gorithm is depicted in Figure 1 and Figure 2. Initially, 
the services are parsed using the text miner. This 
involves removal of markup(s), translation of upper 
case characters into lower case, punctuation and 
white space removal, followed by the stop word re-
moval, etc. The textual documentation, arguments, 
operations and service name from the service profiles 
are extracted out. After preprocessing, the statistical 
weights are assigned to the terms using four different 
widely used weighing schemes of information 
retrieval i.e. TFIDF scheme, Binary scheme, Term 
Occurrence and Term Frequency. Further, a semantic 
relatedness matrix is generated using WordNet based 
measure of semantic relatedness. In next step, the 
syntactic vectors are transformed into the semantic-
cally enriched service vectors through semantic in-
tegration engine. The query is also transformed to the 
semantic query vector using the semantic integration 
engine.

The similarity match engine calculates the 
similaritysemantic _ between the semantic query vec-

tor Query with the semantic description vectors of 
services present in the four kernels. Based on user 
specified threshold value ThresholdUser _ , a ranked 
list of relevant services having similaritysemantic _
greater than  ThresholdUser _ are returned to the user.
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I.   INTRODUCTION

Web services provide standard mechanisms for 
integration of distributed application over hetero-
geneous platforms [1]. Major challenge in the current 
service oriented architecture is to have automatic 
discovery process for the desirable services. 
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The existing service standards like Extensible 
Markup Language (XML) [2], Simple Object Access 
Protocol (SOAP) [3], Web Service Description Lang-
uage (WSDL) [4], Universal discovery and descrip-
tion Integration (UDDI) [5] are confined to syntax 
based matching scheme, where matching of service 
profiles is purely syntactic. This type of matching 
considers only those services whose syntactic de-
scriptions exactly match the query keywords irres-
pective of semantic relatedness between the terms. 
Therefore, the outcome is either no results or a list of 
irrelevant services. Due to usage of different key-
words, several services having semantically similar 
terminology are excluded from the result set, al-
though they are potentially good candidates for the 
user’s request. Therefore, human intervention is re-
quired in the service discovery process to filter the 
relevant services out of the resultant list. The nume-
rous approaches for web service discovery range 
from Information Retrieval based similarity measures 
to semantic logic-based inference rules [6]. 

The current semantic approaches for web services 
discovery presume the services to be described in se-
mantic description languages like OWL-S [7], WSMO
[8], WSDL-S [9], SAWSDL [10], etc. Although, the se-
mantic web technology is a promising way towards the
realization of automatic discovery of web services but
practical limitations of the semantic based approaches 
is that it is not possible to expect all service reques-
tors and service providers to have same understand-
ing of context and to use same ontological concepts. 

Frameworks like OWL-S [7], WSMO [8] and 
WSDL-S [9] assume request as a web service and ask 
the user to express the request in a formal specified 
language which requires that web service users be 
friendly with these technologies and frameworks. 
Existing Web Services, whose descriptions are writ-
ten in syntax based languages like WSDL, do not 
have explicitly associated semantics in their descript-
tions. Further, it is not feasible to have semantic 
tagged descriptions for all the new services. Thus, it 
can be concluded that annotating semantics to the 
existing services is time consuming, cumbersome and 
nearly impractical. 
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In order to address some of the cited limitations of 
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tion of a web service and tries to utilize the hidden 
semantics of the existing services. The rest of the 
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provides the literature review and section 3 illustrates 
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matching algorithm; evaluations and results have 
been presented in section 4 and finally conclusion 
and future scope are covered in section 5. 
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Compared to OWL-S, WSMO is capable of modeling 
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approaches based on logical reasoning are computa-
tionally expensive. 

Among the various data mining based approaches, 
majority of them use classification and clustering to 
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comparison Wen et. al [27] has modified the K-
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of web service discovery.

Batra and Bawa [26] propose a classification 
based approach that uses the Normalized semantic 
score MSR for semantic web service discovery.

In [28], García et al. use SPARQL-based reposi-
tory filter for improving the semantic web service 
discovery. 
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The proposed discovery framework aims to pro-
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profiles. The complete discovery framework and al-
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the services are parsed using the text miner. This 
involves removal of markup(s), translation of upper 
case characters into lower case, punctuation and 
white space removal, followed by the stop word re-
moval, etc. The textual documentation, arguments, 
operations and service name from the service profiles 
are extracted out. After preprocessing, the statistical 
weights are assigned to the terms using four different 
widely used weighing schemes of information 
retrieval i.e. TFIDF scheme, Binary scheme, Term 
Occurrence and Term Frequency. Further, a semantic 
relatedness matrix is generated using WordNet based 
measure of semantic relatedness. In next step, the 
syntactic vectors are transformed into the semantic-
cally enriched service vectors through semantic in-
tegration engine. The query is also transformed to the 
semantic query vector using the semantic integration 
engine.

The similarity match engine calculates the 
similaritysemantic _ between the semantic query vec-

tor Query with the semantic description vectors of 
services present in the four kernels. Based on user 
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The existing service standards like Extensible 
Markup Language (XML) [2], Simple Object Access 
Protocol (SOAP) [3], Web Service Description Lang-
uage (WSDL) [4], Universal discovery and descrip-
tion Integration (UDDI) [5] are confined to syntax 
based matching scheme, where matching of service 
profiles is purely syntactic. This type of matching 
considers only those services whose syntactic de-
scriptions exactly match the query keywords irres-
pective of semantic relatedness between the terms. 
Therefore, the outcome is either no results or a list of 
irrelevant services. Due to usage of different key-
words, several services having semantically similar 
terminology are excluded from the result set, al-
though they are potentially good candidates for the 
user’s request. Therefore, human intervention is re-
quired in the service discovery process to filter the 
relevant services out of the resultant list. The nume-
rous approaches for web service discovery range 
from Information Retrieval based similarity measures 
to semantic logic-based inference rules [6]. 

The current semantic approaches for web services 
discovery presume the services to be described in se-
mantic description languages like OWL-S [7], WSMO
[8], WSDL-S [9], SAWSDL [10], etc. Although, the se-
mantic web technology is a promising way towards the
realization of automatic discovery of web services but
practical limitations of the semantic based approaches 
is that it is not possible to expect all service reques-
tors and service providers to have same understand-
ing of context and to use same ontological concepts. 

Frameworks like OWL-S [7], WSMO [8] and 
WSDL-S [9] assume request as a web service and ask 
the user to express the request in a formal specified 
language which requires that web service users be 
friendly with these technologies and frameworks. 
Existing Web Services, whose descriptions are writ-
ten in syntax based languages like WSDL, do not 
have explicitly associated semantics in their descript-
tions. Further, it is not feasible to have semantic 
tagged descriptions for all the new services. Thus, it 
can be concluded that annotating semantics to the 
existing services is time consuming, cumbersome and 
nearly impractical. 
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3. Term Occurrence wise weightage: This scheme 
counts the number of times a term has appeared in 
the WSDL profile.

;_ ijij TFOccuranceTerm = )3(
4. Term Frequency wise weightage [43]: In addition 

to the term frequencies counted in Term Occur-
rence weighing scheme; this approach also norma-
lizes the normal term frequencies by the square 
root of the sum of squares of all frequencies of the 
terms present in the WSDL profiles.
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The numerator is the frequency of the word being 
considered and the denominator is the square root 
of the sum of the squares of the frequency of each 
unique word. The term weighing (1-4) of all the 
services have been calculated using Rapidminer, a 
free available statistical tool.

After the four weighting matrices have been gene-
rated, these are forwarded to next phase of the frame-
work to merge them with the semantic information of 
the services.

ii. CALCULATION OF INTEGRATED 
SEMANTIC VECTORS FOR WSDL
The semantic relatedness values of all the terms of 
the WSDL profiles are calculated with the dimension 
vector to generate a semantic matrix i.e. ),( nXOmiotis
for  X terms present in the WSDL corpus. Here, dimen-
sion vector },,,{)( 321 nDimDimDimDimnDim 3=
contains different domains for the service set, as 
many times, it is not possible to allocate a single 
category to any service as services may potentially 
belong to more than one category. For calculating 
semantic relationship value between the terms and 
the dimensions, WordNet based Omiotis measure of 
semantic relatedness has been used [15]. Omiotis is 
the first measure of semantic relatedness between 
texts that considers all three factors for measuring the 
pair-wise word-to-word semantic relatedness scores.  
For weighting the semantic path Omiotis considers 
three key factors: (a) the semantic path length, (b) the 
intermediate nodes specificity denoted by the node 
depth in the thesaurus’ hierarchy, and (c) the types of 
the semantic edges that compose the path. Omiotis is 
based on a sense relatedness measure, called SR. 
Semantic relatedness for a pair of terms ),( 21 ttT is 
calculated as follows [15]:

Definition 1 Given a word thesaurus O , let ),( 21 ttT
be a pair of terms for which entries exist in O , let 

1X be the set of senses of 1t and 2X be the set of 

senses of 2t in O . Let
21

,,, 21 XXSSS 3 be the set of

pairs of senses, ),,( jik ssS = , with 1Xsi ∈ and 

2Xs j ∈ . The semantic relatedness of ),,(( OSTSRT
is defined as 

)}},,(),,({{ POSSPEPOSSCMmaxmax kkPkS ⋅

)},({= OSSRmax kkS for all 21..1 XXk ⋅= )5(

Semantic relatedness between two terms 21, tt where 
ttt ≡≡ 21 and Ot∉ is defined as 1 . Semantic 

relatedness between 21, tt when Ot ∈1 and Ot ∉2 , or 
vice versa, is considered 0 .
The experimental evaluation have proved that Omi-
otis measure of semantic relatedness approximates 
human understanding of semantic relatedness be-
tween words better than previous related measures 
[15].The main benefit of integrating Omiotis with 

IDFTF − is that it improvesthe discovery accuracy 
as semantic information contained in the Omiotis is 
merged with the statistical information present in the 

IDFTF − . Details about the Omiotis and various 
terms used here are availablein [15].
The term dimension semantic vectors for all the terms 
of the WSDL profiles are calculated. Further, the 
semantic syntactic integration is applied to generate 
four semantic kernels using different weighing sche-
mes. The semantic relatedness values of different 
terms of the services contained in ),( nXOmiotis is 
merged with the different weighing schemes based 
matrices viz. IDFTF − , Binary , OccuranceTerm _
and FrequencyTerm _ thus generating semantic 
integration kernels of web service description vec-
tors. 
Four kernels are:

1. Omiotis-TFIDF Integration Kernel: The 
),( XmIDFTF − matrix is integrated with the 

Omiotis based Semantic Relatedness Matrix i.e. 
),( nXOmiotis to generate a Omiotis-TFIDF 

Integrated Kernel:
OmiotisIDFTFIDFTFOmiotis ×= --_ )6(

2. Omiotis-Binary Integration Kernel: The 
),( XmBinary matrix is integrated with the Omiotis

based Semantic Relatedness Matrix i.e. 
),( nXOmiotis to generate a Omiotis-Binary 

Integrated Kernel:
OmiotisBinaryBinaryOmiotis ×=_         )7(

3. Omiotis-Term Occurrence Integration Kernel: The 
),(_ XmOccuranceTerm matrix is integrated with 

the Omiotis based Semantic Relatedness Matrix 
),( nXOmiotis to generate a Omiotis- Term 

Occurance Integration Kernel:

FIGURE 1: THE PROPOSED ARCHITECTURE

Input: Service set, Query : user query and 
ThresholdUser _ :Threshold value; 

Output: Resultant service set results ;

1. Extractthe terms from the textual documentation, 
arguments, operations and service name from the 
service profiles of the m WSDL profiles through Text 
mining.

2. Assign weight to all the terms in the )(XTerms and 
generate

a) );,( XmIDFTF −
b) ),( XmBinary ;
c) ),(_ XmOccuranceTerm ;
d) ),(_ XmFrequencyTerm ;
3. Calculate semantic relatedness matrix ),( nXOmiotis
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i) Calculate cosine angle between the Query vector and 

semantic description vectors of semantic kernel.
ii) If )__( ThresholdUsersimilaritysemantic ≥         

Then append service no. and similaritysemantic _
to the results vector
else drop the service.

7. Sort the results and return ranked list of services 
results ;

FIGURE 2: PROPOSED ALGORITHM

The proposed approach is divided into three 
phases:

i. Parsing and weight generation of WSDL 
service profiles 

ii. Calculation of integrated Semantic vectors 
for WSDL profiles 

iii. Semantic matchmaking module for services

i. PARSING AND WEIGHT GENERATION OF 
WSDL SERVICE PROFILES
In the proposed framework, in first stage service 
profiles are pre-processed to generate a set of tokens 
where relevant information under <element name> 
and <documentation> tags of the WSDL service 
profiles is extracted. All these extracted terms are 
stored in )(XTerms vector. These terms are assigned 
weight using the four different schemes used in Infor-
mation Retrieval [44]:

1. Term Frequency–Inverse Document frequency 
weighing ( IDFTF − ) scheme: The IDFTF − is 
used for knowing the rare or important features in 
the corpus:
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3. Term Occurrence wise weightage: This scheme 
counts the number of times a term has appeared in 
the WSDL profile.
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4. Term Frequency wise weightage [43]: In addition 

to the term frequencies counted in Term Occur-
rence weighing scheme; this approach also norma-
lizes the normal term frequencies by the square 
root of the sum of squares of all frequencies of the 
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The numerator is the frequency of the word being 
considered and the denominator is the square root 
of the sum of the squares of the frequency of each 
unique word. The term weighing (1-4) of all the 
services have been calculated using Rapidminer, a 
free available statistical tool.

After the four weighting matrices have been gene-
rated, these are forwarded to next phase of the frame-
work to merge them with the semantic information of 
the services.
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mining.

2. Assign weight to all the terms in the )(XTerms and 
generate

a) );,( XmIDFTF −
b) ),( XmBinary ;
c) ),(_ XmOccuranceTerm ;
d) ),(_ XmFrequencyTerm ;
3. Calculate semantic relatedness matrix ),( nXOmiotis

for all the terms in the )(XTerms vector.
4. Generate semantic kernel for all four weight 

representations by merging semantic information in 
them:

a) );,(_ nmIDFTFOmiotis −
b) );,(_ nmBinaryOmiotis
c) );,(__ nmOccuranceTermOmiotis
d) );,(__ nmFrequencyTermOmiotis
5. Generate user query semantic vector Query ;
6. For all the semantic description vectors within a kernel 
i) Calculate cosine angle between the Query vector and 

semantic description vectors of semantic kernel.
ii) If )__( ThresholdUsersimilaritysemantic ≥         

Then append service no. and similaritysemantic _
to the results vector
else drop the service.

7. Sort the results and return ranked list of services 
results ;

FIGURE 2: PROPOSED ALGORITHM

The proposed approach is divided into three 
phases:

i. Parsing and weight generation of WSDL 
service profiles 

ii. Calculation of integrated Semantic vectors 
for WSDL profiles 

iii. Semantic matchmaking module for services

i. PARSING AND WEIGHT GENERATION OF 
WSDL SERVICE PROFILES
In the proposed framework, in first stage service 
profiles are pre-processed to generate a set of tokens 
where relevant information under <element name> 
and <documentation> tags of the WSDL service 
profiles is extracted. All these extracted terms are 
stored in )(XTerms vector. These terms are assigned 
weight using the four different schemes used in Infor-
mation Retrieval [44]:

1. Term Frequency–Inverse Document frequency 
weighing ( IDFTF − ) scheme: The IDFTF − is 
used for knowing the rare or important features in 
the corpus:

{ }nj
ijij DT

NTFIDFTF
∈

=− (log* ; )1(

2. Binary Weightage: This kind of weightage scheme 
counts only the presence of a term within a WSDL 
profile. It does not consider the frequency of the 
term. It is calculated as:

;0,0

;0,1

==

>=

ijij

ijij

TFifBinary

TFifBinary

)2(
Here, ijTF is the number of times that term j ap-
pears in WSDL profile for service i .
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The semantic relatedness score between the terms 
within each WSDL profile and all the dimensions of 
the dimension vector was calculated using the 
Omiotis measure of semantic relatedness and stored 
in )10,562(Omiotis matrix. Further, the semantic in-
formation contained in the )10,562(Omiotis matrix 
was merged with the statistical information of the 

)562,98(IDFTF − matrix, )562,98(Binary ,
)562,98(_ OccuranceTerm and
)562,98(_ FrequencyTerm matrices. Thus, four se-

mantic kernels viz. IDFTFOmiotis −_ ,
BinaryOmiotis _ , OccuranceTermOmiotis __ and 

FrequencyTermOmiotis __ based on different 
weighing schemes were calculated. Each row of these 
semantic kernels represents the semantic description 
vector for each service.
A total of ten queries were run to test the proposed 
approach on service profiles written in WSDL lan-
guage. The semantic description vector of each query 
was matched against all the semantic description 
vectors for services in each of the four kernels and 

similaritysemantic _ was calculated between the 
queries and the service vectors. The proposed app-
roach allows user to specify a degree of similarity 
matching threshold, i.e. ThresholdUser _ . Therefore,
the services having similaritysemantic _ higher than 
the user specified ThresholdUser _ will be returned to
the user. The proposed approach was run for different 
threshold values of 0.5, 0.6, 0.8 and 0.9 for filtering 
the semantic value of match. The result of the 
proposed approach on WSDL profiles for ten queries 
in terms of Macro average precision, Macro average 
recall and Macro average F-Score were calculated. 
The results of our approach were compared with in-
formation retrieval based Latent Semantic Analysis 
(LSA),  IDFTF − cosine similarity and Jaccard simila-
rity. Latent Semantic Analysis,  IDFTF − cosine simi-
larity and Jaccard similarity are all standard prevalent 
approaches which are normally considered for com-
parisons in IR research. The detailed results in terms 
of precision, recall and Fscore of top two performing 
approaches for ten user queries are provided in Table 
1. The results were compared with the LSA (dimen-
sions varying from 10 to 60).By looking at the results 
in Table 1, it can be clearly observed that the Macro 
average precision and Macro average Recall of pro-
posed approach are considerably high than the preci-
sion of LSA10 approach.From the results, it can be 
analysed that our approach resulted in more relevant 
results in the final resultant set as the Macro average 
precision and macro average F-Measure of the pro-
posed approach are much better than the results ob-
tained from LSA (dimensions varying from 10 to 50).

The cosine similarities of the query vectors with the 
semantic description vectors of services for all the 
four kernels based on four weighing schemes were 
calculated. The comparative output of proposed app-
roach with other approaches for all the four weighing 
schemes is presented in Figure 3 and Figure 4.

FIGURE 3: FSCORE COMPARISON FOR TFIDF AND 
BINARY WEIGHING SCHEME 

Fscore comparison using TFIDF scheme: The pro-
posed approach performed better than all other me-
thods with Fscore value 87.9% at threshold 0.5. The 
accuracy improved on increasing the threshold value 
and attained its peak value of 90.9% at threshold 
value 0.8.Latent Semantic Analysis approach for di-
mension 10 performed next to the proposed approach 
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OccuranceTermOmiotis __
OmiotisOccuranceTerm ×= _ )8(

4. Omiotis-Term Frequency Integration Kernel: The 
),(_ XmFrequencyTerm matrix is integrated with 

the Omiotis based Semantic Relatedness Matrix 
),( nXOmiotis to generate a Omiotis- Term 

Frequency Integration Kernel:
FrequencyTermOmiotis __

OmiotisFrequencyTerm ×= _ )9(

Finally, each row of these semantic kernels represents 
the semantic description vector for each service.

iii. SEMANTIC MATCHMAKING MODULE FOR 
SERVICES
In this phase, the semantic query vector for the users’ 
query is calculated using Omiotis measure of se-
mantic relatedness and the query is matched with the 
semantic web service description vectors of the ser-
vices using cosine similarity measure. Thus, a ranked 
list of semantically similar services is generated as 
the output of the algorithm. The services with values 
less than the user specified threshold values are 
eliminated from the output list and remaining
services are returned to the service consumer. 

IV. IMPLEMENTATION OF THE APPROACH 
FOR WSDL SERVICE DESCRIPTIONS

The proposed approach was implemented on 98 ser-
vices described in WSDL language; these service de-
scriptions were downloaded from the Internet [45, 
46]. These services were chosen from various do-
mains like weather, stock, vehicle, food etc. The pro-
posed algorithm has been evaluated using Precision, 
Recall and Fscore. Accordingly, set of relevant servi-
ces for each query were defined and the framework 
was tested using ten queries with different user spe-
cified threshold values. The textual documentation, 
arguments, operations and service name from the ser-
vice profiles were extracted out. After pre-processing, 
562 terms were extracted from the WSDL profiles 
and stored in )562(Terms vector. Further, for all the 562
terms in the )562(Terms vector, the )562,98(IDFTF −
matrix, )562,98(Binary , )562,98(_ OccuranceTerm
and )562,98(_ FrequencyTerm matrices were gene-
rated.  Next, the semantic relatedness value between 
all the extracted terms of the services and all dimensions
set )10(Dim was calculated for in the dataset. The di-
mension vector constitutes the following 10 domains:
Dim = {“Automobile”, Book”, “Film”, “Weather”, 
“Food”, “Hospital”, “Hotel”, “SMS”, “Stock”, “Missile”}

TABLE 1. 
COMPARISON OF PROPOSED APPROACH ON WSDL DATA SET WITH LATENT SEMANTIC ANALYSIS AT DIMENSION 10

Weightage
scheme

Threshold 
Value

Proposed Approach LSA Approach
Precision Recall Fscore Precision Recall Fscore

TFIDF 0.5 84.45 92.75 87.93 75.45 92.32 78.36
0.6 87.33 91.63 89.09 78.00 91.61 79.16
0.7 92.09 89.06 90.27 79.00 88.27 77.01
0.8 96.39 87.39 90.95 79.00 85.73 75.02
0.9 97.50 85.91 90.71 80.16 84.62 75.15

Binary 0.5 66.09 92.75 73.78 40.64 71.98 45.88
0.6 76.55 92.03 81.39 40.97 66.14 43.74
0.7 86.48 88.24 86.94 39.72 57.59 40.57
0.8 93.75 83.29 87.78 40.54 54.60 40.66
0.9 98.75 75.91 84.15 54.67 53.83 49.81

Term 
Occurrence

0.5 85.16 92.75 88.31 68.62 92.71 75.42
0.6 86.66 91.84 88.90 69.96 91.81 76.14
0.7 91.55 90.73 90.88 74.17 90.18 78.46
0.8 96.39 87.39 90.95 81.76 77.30 77.17
0.9 97.50 85.85 90.64 89.00 65.89 71.69

Term 
Frequency

0.5 85.16 92.75 88.31 68.62 92.71 75.42
0.6 86.66 91.84 88.90 69.96 91.81 76.14
0.7 91.55 90.73 90.88 74.17 90.18 78.46
0.8 96.39 87.39 90.95 81.76 77.30 77.17
0.9 97.50 85.85 90.64 89.00 65.89 71.69
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The semantic relatedness score between the terms 
within each WSDL profile and all the dimensions of 
the dimension vector was calculated using the 
Omiotis measure of semantic relatedness and stored 
in )10,562(Omiotis matrix. Further, the semantic in-
formation contained in the )10,562(Omiotis matrix 
was merged with the statistical information of the 

)562,98(IDFTF − matrix, )562,98(Binary ,
)562,98(_ OccuranceTerm and
)562,98(_ FrequencyTerm matrices. Thus, four se-

mantic kernels viz. IDFTFOmiotis −_ ,
BinaryOmiotis _ , OccuranceTermOmiotis __ and 

FrequencyTermOmiotis __ based on different 
weighing schemes were calculated. Each row of these 
semantic kernels represents the semantic description 
vector for each service.
A total of ten queries were run to test the proposed 
approach on service profiles written in WSDL lan-
guage. The semantic description vector of each query 
was matched against all the semantic description 
vectors for services in each of the four kernels and 

similaritysemantic _ was calculated between the 
queries and the service vectors. The proposed app-
roach allows user to specify a degree of similarity 
matching threshold, i.e. ThresholdUser _ . Therefore,
the services having similaritysemantic _ higher than 
the user specified ThresholdUser _ will be returned to
the user. The proposed approach was run for different 
threshold values of 0.5, 0.6, 0.8 and 0.9 for filtering 
the semantic value of match. The result of the 
proposed approach on WSDL profiles for ten queries 
in terms of Macro average precision, Macro average 
recall and Macro average F-Score were calculated. 
The results of our approach were compared with in-
formation retrieval based Latent Semantic Analysis 
(LSA),  IDFTF − cosine similarity and Jaccard simila-
rity. Latent Semantic Analysis,  IDFTF − cosine simi-
larity and Jaccard similarity are all standard prevalent 
approaches which are normally considered for com-
parisons in IR research. The detailed results in terms 
of precision, recall and Fscore of top two performing 
approaches for ten user queries are provided in Table 
1. The results were compared with the LSA (dimen-
sions varying from 10 to 60).By looking at the results 
in Table 1, it can be clearly observed that the Macro 
average precision and Macro average Recall of pro-
posed approach are considerably high than the preci-
sion of LSA10 approach.From the results, it can be 
analysed that our approach resulted in more relevant 
results in the final resultant set as the Macro average 
precision and macro average F-Measure of the pro-
posed approach are much better than the results ob-
tained from LSA (dimensions varying from 10 to 50).

The cosine similarities of the query vectors with the 
semantic description vectors of services for all the 
four kernels based on four weighing schemes were 
calculated. The comparative output of proposed app-
roach with other approaches for all the four weighing 
schemes is presented in Figure 3 and Figure 4.

FIGURE 3: FSCORE COMPARISON FOR TFIDF AND 
BINARY WEIGHING SCHEME 

Fscore comparison using TFIDF scheme: The pro-
posed approach performed better than all other me-
thods with Fscore value 87.9% at threshold 0.5. The 
accuracy improved on increasing the threshold value 
and attained its peak value of 90.9% at threshold 
value 0.8.Latent Semantic Analysis approach for di-
mension 10 performed next to the proposed approach 
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at different thresholds. The Fscore of cosine simi-
larity was found to be 64.7% at threshold 0.5 and the 
results of jaccard similarity were found to be the 
lowest. 

Fscore comparison using Binary scheme: Again, 
the system performed best for the proposed approach 
at all threshold values.  For binary scheme, LSA app-
roach at dimension 20 performed next to the propo-
sed approach. All other approaches (except thepro-
posed and LSA 10) gave better results at threshold 
value 0.5 whereas the proposed attained peak results 
at threshold 0.8 with Fscore 87.7% and outperformed 
the other approaches. 

FIGURE 4: FSCORE COMPARISON FOR 
TERM OCCURRENCE AND TERM FREQUENCY 

WEIGHING SCHEME

Fscore comparison for Term Occurrence weighing 
scheme: The results of the proposed approach were 
quite promising for all threshold values in this 
scheme. The highest Fscore of 90.9% was achieved at 
threshold 0.8. The LSA approach performed better at 
threshold 0.7 at dimension 10 and for rest of the 
dimensions and approaches, better values were attain-
ed at threshold 0.5. 

Fscore comparison for Term Frequency weighing 
scheme: In this scheme too, the results of the pro-
posed approach were again found to be of highest 
values. Fscore values for this kernel were similar to 
the Term Occurrence weighing scheme. No major va-
riations were seen in this weighing scheme. 

During implementation, it was found that the Fscore  
of the proposed approach outperforms all the other 
methods for all the four weighing schemes. Based on 
the comparative analysis of all the results, it was 
found that the proposed framework is efficient and
easy to use discovery approach, suitable for all kind
of users. A novice user, who is not familiar with con-
cerned ontologies, technology and implementation 
details can easily discover the existing services over 
the internet without any technical overhead. Ambi-
guity, polysemy and synonymy issues of the terms 
used in the service profiles are dealt through Omiotis
measure of semantic relatedness.  This approach ma-
tches the user query to the semantically similar ser-
vice vectors of the semantic kernels according to the 
hybrid similarity score and finally returns a ranked 
list of semantically similar Web services along with 
their corresponding similarity scores. 

V. CONCLUSION AND FUTURE SCOPE

Keeping in view the fact that the users have very less 
knowledge regarding the underlying technologies of 
the web services, discovery frameworks, description 
languages and implementation details, we have pro-
posed a semantic framework that enables the web 
service discovery based on the combination of se-
mantic and syntactic information of the service pro-
files. A novel approach has been presented which 
takes advantages from measures of semantic related-
ness and statistical models for providing efficient 
means to automate the discovery process of Web 
services. The proposed approach is implemented on 
WSDL services and the experimental evaluations 
have shown that the performance of the discovery 
process can be significantly improved by combining 
the information retrieval techniques with the mea-
sures of semantic relatedness. The proposed approach 
proved to be effective in retrieving more relevant 
results for the user requirements.
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at different thresholds. The Fscore of cosine simi-
larity was found to be 64.7% at threshold 0.5 and the 
results of jaccard similarity were found to be the 
lowest. 

Fscore comparison using Binary scheme: Again, 
the system performed best for the proposed approach 
at all threshold values.  For binary scheme, LSA app-
roach at dimension 20 performed next to the propo-
sed approach. All other approaches (except thepro-
posed and LSA 10) gave better results at threshold 
value 0.5 whereas the proposed attained peak results 
at threshold 0.8 with Fscore 87.7% and outperformed 
the other approaches. 

FIGURE 4: FSCORE COMPARISON FOR 
TERM OCCURRENCE AND TERM FREQUENCY 

WEIGHING SCHEME

Fscore comparison for Term Occurrence weighing 
scheme: The results of the proposed approach were 
quite promising for all threshold values in this 
scheme. The highest Fscore of 90.9% was achieved at 
threshold 0.8. The LSA approach performed better at 
threshold 0.7 at dimension 10 and for rest of the 
dimensions and approaches, better values were attain-
ed at threshold 0.5. 

Fscore comparison for Term Frequency weighing 
scheme: In this scheme too, the results of the pro-
posed approach were again found to be of highest 
values. Fscore values for this kernel were similar to 
the Term Occurrence weighing scheme. No major va-
riations were seen in this weighing scheme. 

During implementation, it was found that the Fscore  
of the proposed approach outperforms all the other 
methods for all the four weighing schemes. Based on 
the comparative analysis of all the results, it was 
found that the proposed framework is efficient and
easy to use discovery approach, suitable for all kind
of users. A novice user, who is not familiar with con-
cerned ontologies, technology and implementation 
details can easily discover the existing services over 
the internet without any technical overhead. Ambi-
guity, polysemy and synonymy issues of the terms 
used in the service profiles are dealt through Omiotis
measure of semantic relatedness.  This approach ma-
tches the user query to the semantically similar ser-
vice vectors of the semantic kernels according to the 
hybrid similarity score and finally returns a ranked 
list of semantically similar Web services along with 
their corresponding similarity scores. 

V. CONCLUSION AND FUTURE SCOPE

Keeping in view the fact that the users have very less 
knowledge regarding the underlying technologies of 
the web services, discovery frameworks, description 
languages and implementation details, we have pro-
posed a semantic framework that enables the web 
service discovery based on the combination of se-
mantic and syntactic information of the service pro-
files. A novel approach has been presented which 
takes advantages from measures of semantic related-
ness and statistical models for providing efficient 
means to automate the discovery process of Web 
services. The proposed approach is implemented on 
WSDL services and the experimental evaluations 
have shown that the performance of the discovery 
process can be significantly improved by combining 
the information retrieval techniques with the mea-
sures of semantic relatedness. The proposed approach 
proved to be effective in retrieving more relevant 
results for the user requirements.
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Fairness in Kademlia with Random Node Joins
Zoltán Novák, Zoltán Pap

Abstract—Kademlia is among the most prevalent Distributed
Hash Table (DHT) protocols in practice. To understand load-
balancing and fairness properties of any DHT system one of
the key requirements is to study and understand the zone size
distribution of the network. Already existing and well known
analytical results in this field are not applicable to Kademlia
directly, due to its unique addressing mechanism. We show
that a direct connection exists between the size of the zones
of a given Kademlia network and the shape parameters of
the data structure called PATRICIA trie filled with the overlay
addresses of the same network. Then analytical description of
the asymptotic properties of the Kademlia zone size distribution
is provided based on the existing literature on random binary
tries. We compare Kademlia to the Chord DHT, and show that
Kademlia provides a fairer zone size distribution. These results
can be used to achieve better load balancing in DHT systems.

Index Terms—Consistent hashing, load balancing, asymptotic
bounds, peer-to-peer networks.

I. INTRODUCTION

We examine load distribution in the Kademlia [1] distributed
hash table (DHT) system which is one of the most widely used
peer to peer (P2P) overlay in practice in these days1.

Distributed hash tables [1]–[3] - as their name suggest - are
for storing and retrieving arbitrary data in P2P networks using
hash keys. Data is distributed among all participant peers in
the network. Each node is responsible for a given part of the
hash space called zone. A node stores a given value if the
hash key of the value falls into its zone. The zone of the node
is usually determined by a predefined relation between the
overlay address of the node and the addresses of the other
online nodes. The goal is to minimize the number of zones that
have to be modified (increased or decreased) when additional
nodes join or leave the system. A somewhat contradicting goal
is to keep the zone sizes balanced. These goals are usually
achieved by a technique called consistent hashing [4].

The relative size of the zone of a given node determines
the expected relative number of data items it has to store. It
also influences the number of routes directed through the node.
Thus having a larger zone size means a larger expected average
load for the node in the system.

Using the assumption that both the node addresses and the
hash keys are uniformly distributed2, the zone size distribution
of a DHT protocol can be calculated by using probabilistic
models.
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1See http://en.wikipedia.org/wiki/Kademlia#Implementations,
2The first is true by definition, because in DHTs each joining node choose a

random address. The second part can be considered true due to the properties
of the commonly used hash functions.

The exact distribution can be used to describe, compare
or evaluate the performance characteristics of different DHT
systems, or to devise efficient uniform random node selection
algorithms [5], [6]. These algorithms could be used for
statistical estimations in large networks or as an algorithmic
building block in randomized network algorithms. Uniform
random node selection can also be used directly for load
balancing purposes. A specific example of application was
presented by Scott Lewis et al. [7]. Their scalable Byzantine
agreement algorithm is based on the availability of uniform
random node selection in a network.

Load balancing is also one of the areas that could benefit
much from the exactly known apriori distribution of the load
[8].

II. RELATED WORK

A. Consistent hashing

Karger et al. [4] have been introduced consistent hashing to
minimize the number of values that have to be moved upon a
hash table resize. They have provided the following algorithm:

The storage nodes (buckets) are randomly placed (hashed)
onto a unit circle, and each bucket stores the data with hash
keys between its hash and the hash of the previous bucket. The
handling of the hash space in the Chord [2] DHT system is
based upon the same concept.

B. DHT zone distribution

The probabilistic properties of the zone sizes have been
investigated in the original article that has introduced cosnsitent
hashing [4]. The load distribution of Chord DHT have been
first investigated by using simulation in [2]. The asymptotic
distribution of the minimal zone size in Chord have been
described in [5]. Cuevas et al. [9] have examined routing
fairness in the Chord system, based on the Chord zone size
distribution (as nodes with larger zone tend to appear in other
nodes routing table more frequently).

Finally, Wang et al. [10] have provided several limits –
that are true with high probability – for Chord’s zone size
distribution, such as the distribution of minimal, maximal zones
and have also examined different joining strategies like half
splitting3, and multipoint sampling4. It may be interesting to
mention, that for the half-splitting case, the authors of [10]
have relied on results coming from the research of regular tries,
but have not recognised the connection between the Kademlia
address space and PATRICIA tries. This article also contains
a good collection of the prior results of the field.

3When a joining node always choose an address that splits the original zone
into two equal parts.

4When a joining node choose its address by splitting the largest zone it has
found after sampling some random locations.
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C. Kademlia

For Kademlia the analytical literature is sparse. Recently Cai
and Devroye [11] have provided analytical results about the
search times in Kademlia. Their method is based on regular
tries: they’ve started with the initial assumption that the address
trie is balanced (in this case regular and PATRICIA tries are
similar), and then have refined the result by relaxing on this
balancedness assumption. They did not recognise the direct
connection between these exact (unbalanced) description of
the address space and PATRICIA tries.

D. Occupancy problem, poissanization

As we will show in section IV, the zone size of a Kademlia
node depends on whether particular address sets – these sets
are depend on the address of the given node – contain at least
one online node. The general version of this problem is called
occupancy problem:

Given n balls and c cells we assign the balls into the cells
randomly. What will be the probability that exactly k cells
remain empty?

In the most general case, cells can have different selection
probabilities, or the number of cells can be infinite – the only
restriction then is that the sum of the selection probabilities
have to be 1. This field of probability theory [12]–[14] gives a
general theoretical framework for our problem.

It is also worth to mention a general technique to solve
similar problems: analytic depoissonization [15]. In many
cases these kind of balls-in-urns problems can be modelled
easier with poissonization. Poissonization means that the exact
Bernoulli models are replaced with approximative Poisson
models (e.g. imagine balls arriving into the urns according
to Poisson processes). With depoissonization it is possible to
translate back the results of the Poisson model to the original
Bernoulli model.

Reference [13] has also presented results about the equiv-
alence of the moments of the original and the poissonizated
occupancy distributions.

E. PATRICIA tries

PATRICIA trie [16] is the compact version of the regular
trie (also called prefix tree). These structures are commonly
used to efficiently store strings together with their prefixes. By
providing efficient prefix search, they are particularly suitable
for storing dictionaries or routing tables.

In the generic trie each node of the tree represents a character
of the stored string, and a path to an internal node in the tree
represents a prefix string. Below that node one can find all the
strings sharing that same prefix. A path form the root to a leaf
node gives a stored string, where in each step we get the next
character of the string.

PATRICIA trie (also called radix tree) is a space optimized
version of the regular trie, where each node with only one
child is merged with its parent. In this case a node can contain
larger fragments of the prefix not just one character. (Figure 1
shows a PATRICIA trie storing five binary strings.)

As we show later, the shape parameters of the binary
PATRICIA trie are directly related to the zone size distribution
of the Kademlia DHT system.

Unfortunately it has been proved to be notoriously hard
to describe the exact shape parameters of random PATRICIA
tries, and despite it has been introduced for more than forty
years ago, the properties of the PATRICIA trie are still actively
researched. Luckily there exists many asymptotic results in
this field, that can be applied directly to our problems.

References [17]–[19] provide asymptotic and limiting dis-
tributions of various shape parameters of random PATRICIA
tries. A recent result about the expected value of the number
of tree nodes at a certain level of the trie have been pre-
sented in [20]. An interesting result is that the variance of
the insertion cost of random strings into PATRICIA tries –
which is related to the path length distribution – is constant:
1 + O(1) (= 1.000000000001237 . . . ) [21]. Finally there are
also results about the asymmetrical case where the input
alphabet is not uniformly distributed [22], [23].

III. KADEMLIA

This section is a short introduction to the Kademlia [1] DHT.
Kademlia is based on a 160 bit address space, to which both

nodes and keys are mapped. Each key-value pair is stored on
the node having the closest overlay address in the system to
the given key. Distance is calculated using the result of bitwise
binary XOR operator (⊕) interpreted as a natural number:

d(nodeaddress, key) = nodeaddress ⊕ key

Each node maintains 160 tables to store routing information.
In Kademlia terminology these tables are called k-buckets. The
i-th k-bucket contains at most K nodes whose distance from
the current node is between 2160−i and 2160−i+1, where K is
a pre-chosen system parameter.

K-buckets are ordered lists of nodes, with the most recently
seen node at the beginning of the list. If a node A receives a
message from another node B, than A tries to insert B into
the appropriate k-bucket, if there’s still room. If the given
k-bucket is full, A sends PING to the node from the end of the
list; if it replies, A moves it to the head of the list; if it does
not, A deletes it from the list, and replaces it with B. With
adequate network traffic, k-buckets remain consistent thanks
to the procedures above.

A. Searching

The Kademlia protocol defines four remote procedure calls
(RPC). Each participating node have to implement these:

• PING, check if a node is still connected;
• STORE, stores a key and corresponding data;
• FIND_NODE with an address as its parameter, returns

the K closest values to the given address from the node’s
routing tables;

• FIND_VALUE with a key as its parameter, if a node
stores data corresponding to the key, it returns the result
data; otherwise it behaves identically to FIND_NODE.

Using these RPCs a node can find the closest peer to a given
address. For example lets assume that a node (X) wants to

2
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look up the closest node to a key (y). The search goes through
the following steps:

1) Node X creates a list L containing the K closest
addresses to y. Initially it fills this list from its own
k-buckets.

2) X selects α unmarked nodes from the list, and runs the
FIND_NODE RPC on them (α is a predefined system-
wide parameter).

3) X updates the list L by merging the return values of the
FIND_NODE RPCs. Then it keeps only the K closest
addresses to y. It also marks every node in the list on
which the FIND_NODE RPC has been already run.

4) If the list still contains unmarked nodes, return to step 2.
5) The result node is the one with the closest address to y

in L.
When a node leaves the network, it simply copies its data

to the nearest node, and disconnects.

B. Defining zone distribution

Definition 1: Let A =
{
0, 1, . . . , 2160 − 1

}
be the set of

all addresses in the system. Let N be the set of occupied
addresses (the set of online nodes). We denote the number of
online nodes |N | with n.

Joining nodes choose a uniformly distributed random address
independently from each other. We assume that n > 0, i.e.,
every system has at least one node online.

Definition 2: Let X ∈ N be the address of a node in the
system, then define Close(X) ⊆ A as the set of addresses
where:

Close(X) =
{
Z | ∀Y ∈ N,Y �= X,X ⊕ Z < Y ⊕ Z

}

where ⊕ is the bitwise XOR operation, and its result is
interpreted as a natural number.
Close(X) can be imagined as a kind of Voronoi cell of X:

the set of all addresses that are closer to X – according to the
XOR distance – than to any other online node.

Definition 3:
Let the zone size T (X) of a node X ∈ N be:

T (X) =

∣∣Close(X)
∣∣

|A|
, (0 < T (X) ≤ 1).

The zone size of X represents the portion of addresses (A)
that are closer to X than to any other online node. For example
if T (X) = 0.5, then if a uniformly random address R from
the address set A is chosen – this is the case in practice when
a hash key is calculated to store a value – the closest online
node to R will be X with a probability of 0.5.

This way the distribution of the zone sizes in the system
corresponds to the load distribution – assuming that the hash
keys are uniformly distributed.

IV. KADEMLIA AND PATRICIA TRIES

In this section we present a connection between the Kademlia
zone sizes and the shape of the PATRICIA trie of the
Kademlia addresses. Then the cumulative distribution function
of Kademlia zone sizes is provided. Utilizing existing results

about random binary PATRICIA tries we describe the first two
moments of this zone size distribution, and an estimation of the
minimal zone size in the system is also provided. Finally we
provide an asymptotic estimation of the Jain’s fairness index
of the zone distribution, as a measure of load fairness.

A. Visualizing Kademlia zone sizes

First let us try to visualise the zone size distribution in XOR
distance as defined in section III-B.

1) The sum of zone sizes for all online nodes in the system
is 1.

2) The sum of zone sizes for online nodes whose addresses
start with 0 or 1 are 0.5 and 0.5 respectively, if there
is at least one online node in both the 0xxx. . . and the
1xxx. . . address space.

3) Groups of nodes with prefix: 00, 01, 10, 11 share 0.25,
0.25, 0.25, 0.25 parts of the whole territory if all address
prefixes contain at least one online node.

4) and so on. . .

(a) Division of zone sizes in XOR distance

(b) Kademlia addresses in PATRICIA
trie

Figure 1: Visualizing Kademlia zone sizes

What happens if there isn’t any node with prefix 10? Then
nodes with prefix 11 will share on a 0.5 territory, as they are
the only nodes with address prefix 1, and nodes with prefix 1
share 0.5 territory according to bullet 2 above. In Figure 1a
the division of the zones is depicted for addresses: 0000, 0001,
1001, 1100, 1111 in the four bit address space.

B. Kademlia zone sizes and the PATRICIA trie of addresses

We have seen that according to the XOR distance division
of the zone happens only if there is a branching in the regular
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trie of the addresses. Because in PATRICIA trie the internal
nodes with only one child (non-branching nodes) are merged
with their parents, the path length of the trie to a given address
leaf equals the number of branching on the path in the original
trie.

Using this insight the division of the zones can be described
with a corresponding PATRICIA prefix trie. The leaves of the
trie are the occupied addresses. At the root, we begin with a
zone size of 1, and at every lower level the territory is divided
by two.

Figure 1 shows a division of zones between nodes: 0000,
0001, 1001, 1100, 1111 in the four bit address space, and the
corresponding PATRICIA trie (in Figure 1b) storing the same
addresses.

The size of the zone of a node is 2−l where l is the path
length of the address in the binary PATRICIA trie.

The sum of the zone sizes is always one – in accordance
with the well known Kraft’s inequality, that states that for every
binary tree: ∑

�∈leaves

2−depth(�) ≤ 1

where equality holds if every internal node has two children,
which is true by definition in PATRICIA tries.

C. Distribution of zone sizes in Kademlia

We have two conflicting assumptions:
1) Joining nodes choose their addresses from a finite

address space independently and randomly with uniform
distribution, meaning that address collision is possible

2) Every node has a unique address
If there would be any measurable chance of address collision,

it could be handled by increasing the address space. Simply
we assume that this method would be used instead of other
methods such as reconnection with a different address. It is
worth considering that although the analytical description would
be somewhat different for the aforementioned two cases, the
practical numerical values would only be different by the order
of magnitude of the hash collision probability - which is – by
design – negligible in practice. Therefore in the rest of the
paper we simply consider the size of the address space (the
height of the PATRICIA trie of addresses) unbounded. Similar
simplifications (for example modelling the Chord ring with a
continuous unit circle) are prevalent in the literature.

Definition 4: Let Pn(T ≤ x) = FT
n (x) be the cumulative

distribution function (CDF) of T (the zone sizes) in a system
with n independently and randomly chosen node addresses.
Then, in a system with one node (n = 1):

FT
1 (x) =

{
0 if x ≤ 1,
1 if x > 1.

We can write a recursive definition of FT
n (x) using the law

of total probability:
1) Let us visualise the n node addresses at the root of the

corresponding regular trie (Fig. 1a). Every address begins
with 0 or 1 with a probability of 0.5 respectively. The
root node divides the n nodes into two sets.

2) The cardinality of these two sets has a binomial distri-
bution, and they sum up to n:

P (no address begins with 0) =

(
n

0

)
2−n,

P (1 address begins with 0) =

(
n

1

)
2−n,

...

P (n addresses begin with 0) =

(
n

n

)
2−n.

3) Let us assume that 5 addresses begin with 0 and n− 5
with 1. If FT

5 (x) and FT
n−5(x) is known, the CDF of their

combination can be written. As each of the two branches
shares upon only 0.5 zone, we have to use FT

5 (2x) and
FT
n−5(2x). Note that this would not be the case if the

division was (n; 0) or (0;n), because than the zone is
not halved (no new level added in the corresponding
PATRICIA trie)!

4) Using the law of total probability we can write the
following recursive definition:

FT
n (x) =

1

2n

((
n

0

)
FT
n (x) +

(
n

n

)
FT
n (x)+

+
n−1∑
k=1

(
n

k

)(
k

n
FT
k (2x) +

n− k

n
FT
n−k(2x)

)


5) Finally – after rearranging occurrences of FT
n (x) to the

left – we reach the following recursive formula as the
CDF of the exact zone distribution of the Kademlia
DHTs:

FT
1 (x) =

{
0 if x ≤ 1,
1 if x > 1.

FT
n (x) =

1

2n − 2

n−1∑
k=1

((
n− 1

k − 1

)
FT
k (2x)+

+

(
n− 1

k

)
FT
n−k(2x)

)

D. Moments of the zone sizes in Kademlia

Starting from the known recursive generating function of
the PATRICIA trie’s path lengths:

gx(1) = 1

gx(n) =
2x

2n − 2

n−1∑
i=1

(
n− 1

i− 1

)
gx(i)

We can recognise that by substituting x = 1
2 to this generating

function of the trie path length distribution, we get the formula
for the expected value of the Kademlia zone sizes.

4
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Here the result can be inferred much easier considering the
fact that nodes share the entire hash space, so on average they
get nth part of it:

E(T ) =
1

n
(= g 1

2
(n) =

1

2n − 2

n−1∑
i=1

(
n− 1

i− 1

)
g 1

2
(i))

As a by-product this short-cut provides an interesting identity
for the recursive formula of the generating function.

Using the similar insight about the generating function, the
variance of the zones can be defined as:

Vn(T ) = En(T
2)− E2

n(T ) = g 1
4
(n)− 1

n2

We can analyse the asymptotic behaviour of g 1
4
(n) by

using the generating function of the poissonizated limiting
distribution:

Gx(n) =
∞∏
i=1

[
e

−n

2i + (1− e
−n

2i )x
]

This distribution is derived according to section II-D. We simply
assume that branching happens at a given node in PATRICIA
trie according to Poisson distribution instead of using the proper
Binomial distribution.

According to [14] the variance of the original and the
poissonizated distribution is asymptotically close. For certain
cases the difference is o(1) (small ordo), meaning that they
are asymptotically equivalent5. Therefore we calculate G 1

4
(n)

first.
From the generating function we have:

G 1
4
(n) =

∞∏
i=1

[
e

−n

2i + (1− e
−n

2i )
1

4

]
=

∞∏
i=1

[
1

4
+

3

4
e

−n

2i

]

As a simplification let’s assume that n is a power of two,
then the limit of G 1

4
(n) as n goes to 2∞ is:

lim
n→2∞

G 1
4
(n) = lim

n→2∞

∞∏
i=1

[
1
4 + 3

4e
−n

2i

]
=

= lim
n→2∞

1

4log2 n

log2 n∏
i=1

[
1 + 3e

−n

2i

] ∞∏
i=log2 n+1

[
1

4
+

3

4
e

−n

2i

]
=

= lim
n→2j ,j→∞

1

n2

j∏
i=1

[
1 + 3e−2j−i

] ∞∏
i=j+1

[
1

4
+

3

4
e−2j−i

]
=

= lim
n→2j ,j→∞

1

n2

j−1∏
i=0

[
1 + 3e−2i

] ∞∏
i=1

[
1

4
+

3

4
e−2−i

]
=

= lim
n→2∞

1.5254695585786 . . .

n2

The constant of the last line is the result of calculating the
(existing) limits of the products numerically. By relaxing the
assumption that n is a power of two, the results may be different
due to the nonzero fractional part of log2 n.

Instead of deriving this more generic solution, we have
simply used this specific asymptotic behaviour of the limiting

5It may be interesting to mention here that G1/2(n) – the expected value
of the poissonizated distribution – can be given exactly in closed form, it
equals: 1−e−n

n

distribution at large powers of 2 as a clue to search for g 1
4
(n)

in the form of: g 1
4
(n) � c/n2.

By numerical calculations we have found that c is oscillating
around 1.525 with a decreasing amplitude as n increases6:

g 1
4
(n) � 1.525

n2

This gives:

Vn(T ) = g 1
4
(n)− 1

n2
� 0.525

n2

An alternative characterization of the zone size distribution
can be given by calculating Jain’s fairness index. This index
can be used to describe fairness with a constant value, when
the participants share on some finite resource (such as the hash
space in our case). It has been defined as:

J (x1, x2, . . . , xn) =

(
n∑

i=1

xi

)2

n
n∑

i=1

x2
i

The result ranges from 1/n when one node gets all the
resources (worst case) to 1 when nodes have equal shares of
the resources (best case). The index is k/n if k nodes equally
share the resource, while the other n − k node receive zero
amount.

From the variance calculation it follows that in the case of
Kademlia:

JT ≈ 1/1.525 ≈ 0.655

E. Distribution of the size of the minimal zone in Kademlia

The distribution of the minimal zone can be used to achieve
efficient uniform random node selection in a Kademlia system.
The distribution of the minimal zones can be derived with the
method presented in section IV-C.

For the details of the derivation of the exact cumulative
density function (CDF) of the minimal sized zone in Kademlia,
please refer to the previous work of the authors [6]. Here we
present the result without further explanation:

FTmin
1 (x) =

{
0 if x ≤ 1,
1 if x > 1.

FTmin
n (x) =

1

2n − 2

n−1∑
k=1

(
n

k

)(
FTmin

k (2x) + FTmin

n−k(2x)−

−FTmin

k (2x)FTmin

n−k(2x)
)

The minimal zone size in Kademlia is in direct relationship
with the height of the PARTICIA trie of addresses. Having a
trie with height h, the corresponding Kademlia network will
have a minimal zone size of: 2−h.

Key results about the heights of PATRICIA tries have been
presented in [18]. For the random binary case the height of the

6After n > 1000 these four decimal digits of 1.525 gets stabilized.
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trie is – depending on n – oscillating around the most probable
value of:

h1 = �log2 n+
√
2 log2 n− 3

2
�+ 1

The height of the trie is concentrated on h1 for most n, and
for some n it is either concentrated on h1 and h1 + 1 or on
h1 and h1 − 1.

From this the most probable value of the minimal zone is
simply:

Tmin = 2−h1

The random node selection algorithm of the authors [6]
relies on the estimation of minimal zone size in the system.
In that particular case using an estimate that is lower than the
actual minimal zone size results in a perfectly uniform random
node selection. Contrarily underestimating the minimal zone
size by a large margin results in a large increase in the run
time of the random node selection algorithm. In this special
case the probable underestimation of the actual minimal zone
size:

2−h1−1 = 2−�log2 n+
√

2 log2 n− 3
2 � � Tmin

could provide a viable trade-off.
Alternatively by using the asymptotics of [20]7, any zone

size can be characterized with the expected number of nodes
having smaller zone – this can be useful to estimate a (minimal)
zone together with the known expected number of outliers.

V. COMPARISON TO CHORD

Some of the basic properties of Chord zone distribution –
derived from the model of random points on unit circle – are
summarized in Table I for comparison purposes.

Zone size Chord Kademlia

Average 1/n 1/n
Variance (n− 1)/(n2 + n3) ≈ 0.525/n2

Minimal 1/n2(= 2−2 log2 n) ≥ 2−�log2 n+
√

2 log2 n− 3
2
�

Jain’s fairness 0.5 + 1/n 0.655

Table I: Main parameters of the zone size distributons

The full derivation of these results are available in the
literature (section II-B). Only a small summary is presented
here for comparison purposes.

Cumulative Density Function (CDF) of zone sizes in Chord:

Pn(T ≤ x) = Fn(x) = 1− (1− x)n−1 (0 ≤ x ≤ 1)

Probability density function (PDF) of zone sizes in Chord:

fn(x) = Fn
′(x) = (n− 1)(1− x)n−2 (0 ≤ x ≤ 1)

Expected value (average zone size), as nodes share the whole
hash space this result is the same as for Kademlia:

En(x) = 1/n (=

1∫

0

x(n− 1)(1− x)n−2 dx)

Variance of zone sizes:
7The expected number of nodes at a given level of the PATRICIA trie

Vn(x) =

1∫

0

(
x− 1

n

)2

(n− 1)(1− x)n−2 dx =

=

[
(n− 1)(1− x)n

(
1− 2x+ x2n2

)
n2(n+ 1)(x− 1)

]1

0

=
n− 1

n2 + n3

This is approaching 1/n2 for large n, so Kademlia have a
constant factor advantage here.

It follows that the Jain’s fairness index of the zone sizes in
Chord is:

JT =
1

n2
(

n−1
n2+n3 + 1

n2

) =
1

2
+

1

2n

This is 0.5 asymptotically, which is less (worse) than the result
of Kademlia (0.655).

Cumulative Density Function (CDF) for the minimal zone
in Chord:

Pmin
n (Tmin ≤ x) = Fmin

n (x) = 1− (1−nx)n−1 (0 ≤ x ≤ 1

n
)

Probability density function (PDF) for the minimal zone size
in Chord:

fmin
n (x) = Fmin

n

′
(x) = (n2 − n)(1− nx)n−2 (0 ≤ x ≤ 1

n
)

Expected value of the minimal zone size in Chord:

Emin
n (x) = 1/n2 (=

1
n∫

0

x(n2 − n)(1− nx)n−2 dx)

Variance of the minimal zone size in Chord:

Vmin
n (x) =

1
n∫

0

(
x− 1

n2

)2

(n2 − n)(1− nx)n−2 dx =

=
n− 1

n4 + n5

For the maximal zone size distribution refer to the asymptotic
results of Darling [24]. We have not provided results for the
maximal zone size distribution of Kademlia.

VI. CONCLUSIONS

A direct connection between Kademlia zone size distribution
and the shape parameters of a PATRICIA trie built from the
overlay addresses of the DHT have been presented. By relying
on existing literature on random symmetric binary PATRICIA
tries, we have derived some of the key parameters of the zone
size distribution of Kademlia DHT.

The exact distribution of zone sizes and minimal zone sizes
of Kademlia have been provided. We have also provided
approximative characterisation of the moments of the zone
size distribution based on the literature on PATRICIA tries.

By comparing the zone size distribution of Kademlia and
Chord, we have concluded that Kademlia zones are distributed
more uniformly. Zone sizes have a smaller deviation by a
constant factor, and the minimal zone size is larger compared to
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Chord. Kademlia zone size distribution is also fairer compared
to Chord’s by the measure of Jain’s fairness index.

The consequence is that in general cases Kademlia achieves
a more fair distribution of data than Chord, and this suggests
that it may show a more uniform distribution of routing load
too. Finally the results about the size of the minimal zone in
Kademlia open the possibility to improve upon the random
node sampling algorithm of the authors [6].
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HF transceiver controlled by a computer. The company offers
the functional abilities of a graphical development environ-
ment NI LabVIEW for configuring SDR platform. Due to the 
programmability of the measuring equipment, this is a unique 
possibility to generate periodic test signals, depending on na-
vigation receiver trajectory, i.e. there is no need for costly tests 
with participation of air traffic control. The NI USRP software 
contains a set of functions implemented in the form of virtual 
instruments (VIs for LabVIEW) to control one or more plat-
forms for USRP. At the higher level, NI USRP driver pro-
poses to use Vis for session opening, configuring of hardware, 
performance of read/write operations, and session closing.  
The basic principle of programming is the creation of virtual 
objects: a satellite, positions of a receiver and an HF gene-
rator. Each object is being operated by a link specially design-
ated for it in the software. All of the properties, status and 
control are exercised by using functional tools incorporated 
into the set of built-in libraries for visualization [11]. 

Figure 1 shows a scheme of the MLAT navigation system, 
consisting of N ground-based transceiver points (GTP); each 
point emitting a broadband signal on a lettered frequency. 
Onboard equipment contains a multi-channel transceiver, re-
ceiving signals from GTP, and then relaying them. Each of the 
spatially separated GTPs receives relayed signals due to the 
request from each position, thus forming range-finding and 
summarized range-finding measurements. One of the GTPs is 
nominated as a primary point and takes all the measurements 
from the others (thus implementing cooperative processing), 
calculates estimates of rectangular coordinates and speed of 
their change.

For this case let us write a system of linear algebraic 
equations (SLAE), which takes into account the number of 
direct  х - N and summarized N(N-1) measurements  - , form-
ing N2 measurements, i.e.:
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1R̂ , 2R̂ …
NR̂ - primary measuring the slant range;

12R̂ , 21R̂ … ( )1
ˆ

−NNR - the primary measure summary ranges.

Equations (1) contain measurements relative to N2 esti-
mated parameters that allow us to implement their solution 
using the least-squares method [8,9]:
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where A is the matrix of dimension NxN2, consisting of ze-
ros and ones, where "1" indicates the presence of corresponding
dimension, and "0" its absence. 

So, for three-position system, this matrix has the following 
form:
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W is a precision matrix of dimension N2 x N2 containing the 
variance of range-finding errors and the sums of the ranges:
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Λ is a diagonal matrix of coefficients, the diagonal element 
of which is equal to one if the measurement is present (or is 
used for measurements) and equal to zero if the measurement 
is not used.
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Abstract — The paper describes an optional application 
of software-defined radio systems technology in multilateral 
range finding systems for solving tasks of determining the fly-
ing objects coordinates. The design feature of the described 
system is the use of cooperative processing of range measure-
ments aggregate to improve accuracy of object positioning.

Keywords — multilateral, range measurements, cooperative 
processing, mean square error (MSE), and software-defined 
radio systems (SDR).

I. INTRODUCTION AND PROBLEM DEFINITION
The last decade has shown a significant growth in passenger 

and cargo air traffic, as well as a considerable increase of 
flights of privately owned aircraft. This leads to growing of air 
traffic density, overloading of airfield areas and flight routes. 
Besides, constantly tightened security requirements place 
higher demand on the accuracy of flying objects positioning in 
the shortest possible period. That is the reason why the 
developing of multi-position navigation radio stations is being 
carried out worldwide nowadays (for range finding only as 
well as for range finding and multilateration – MLAT -
together).

Multilateral radio systems represent an independent co-
operative navigation system of a new type, combining in 
single unit measurement subsystems, means of communica-
tion, data transfer, and computing devices. An example of 
such system is the MLAT system developed by Czech 
company Era [1]. Successful achievements in this field have 
been achieved by the French multinational group “Thales” [2]. 
The multilateral surveillance system “Mera”, developed by 
NIIRA JSC [3], is actively used in this country. Multilateral 
navigation system, developed by Australian company “Lo-
cata”, incorporates pinpoint accuracy characteristic, working 
in the 2.4 GHz frequency range [4]. General requirements for 
multilateral systems are given in [5]. 

The need for the emergence of such systems arrived due to 
the fact that the existing satellite navigation systems (GPS, 
GLONASS, and prospective European GALILEO system), 
have the following main disadvantages: low resistance when 
exposed to electronic interference, low signal value, comp-
lexity of working indoors, as well as in areas of dense urban

Manuscript received May 12, 2015, revised June 12, 2015. The authors are
with the Bonch-Bruevich Saint Petersburg State University of Telecom-
munications, 22 Prospekt Bolshevikov, Saint Petersburg, Russia (e-mail: 
begspb1967@mail.ru).

development, in the mountain gorges, etc. Furthermore, the 
aforementioned systems lack positioning accuracy in urban 
areas and to the North of the 60o parallel. The positioning 
error of GPS/GLONASS can reach over 30 m and more. The 
main advantages of MLAT systems in comparison with single 
position systems are the following: the possibility to form 
spatial view areas of complex configuration with a given 
overlap ratio, the ability to control and redistribute energy 
within the system, precise accuracy of flying objects positio-
ning, the ability to measure objects complete velocity vector, 
etc [6, 7].

II. BASIC PRINCIPLES OF MLAT SYSTEM DESIGN. NI
USRP SOFTWARE-DEFINED RADIO SYSTEMS

TECHNOLOGY
For mass adoption, MLAT systems need to have a low cost 

of installation with minimum operating costs, small size 
combined with low power consumption by using different 
power supply, easy to build up, update and reconfigurable 
hardware platform.

It is necessary to allow the operation of navigation equip-
ment developed in conjunction with the systems used in the 
management of air traffic, such as ADS-B (Automatic de-
pendent surveillance-broadcast) and their modifications, en-
abling the pilots in the cockpit and air traffic controllers on the 
ground point to observe the traffic of aircraft movements with 
greater accuracy and receive aeronautical information.

The instruments of software-defined radio systems could be 
used as prospective MLAT system transceiver modules.  It 
would allow carrying on the tasks of generating signals of any 
modulation type, range finding, communication with an object 
being located, an exchange of information between modules, 
synchronization of functioning modes of the modules, and 
optimization of frequencies allocation inside the system etc. 
Software-defined radio system is a radio communication 
system in which the functions of the main instruments are 
implemented by software solutions. These instruments can 
include filters, amplifiers, modulators or/and demodulators. As 
soon as these instruments are configurable by software only, 
there is a possibility of modifying such a system without any 
significant changes in the hardware configuration. When using 
SDR, almost the entire volume of work on signal processing is 
shifted to the software that can run on digital signal processors 
or special DSP-purpose high-speed PLD. The main reason for
such an approach is to create a system that can receive and 
transmit radio signals in a given frequency range and easily 
select the desired modulation law [10].

National Instruments Corporation proposes its own solution 
- NI USRP (NI Universal Software Radio Peripheral). It is a 
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summarized range-finding measurements. One of the GTPs is 
nominated as a primary point and takes all the measurements 
from the others (thus implementing cooperative processing), 
calculates estimates of rectangular coordinates and speed of 
their change.

For this case let us write a system of linear algebraic 
equations (SLAE), which takes into account the number of 
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Equations (1) contain measurements relative to N2 esti-
mated parameters that allow us to implement their solution 
using the least-squares method [8,9]:
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HF transceiver controlled by a computer. The company offers
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Abstract — The paper describes an optional application 
of software-defined radio systems technology in multilateral 
range finding systems for solving tasks of determining the fly-
ing objects coordinates. The design feature of the described 
system is the use of cooperative processing of range measure-
ments aggregate to improve accuracy of object positioning.

Keywords — multilateral, range measurements, cooperative 
processing, mean square error (MSE), and software-defined 
radio systems (SDR).

I. INTRODUCTION AND PROBLEM DEFINITION
The last decade has shown a significant growth in passenger 

and cargo air traffic, as well as a considerable increase of 
flights of privately owned aircraft. This leads to growing of air 
traffic density, overloading of airfield areas and flight routes. 
Besides, constantly tightened security requirements place 
higher demand on the accuracy of flying objects positioning in 
the shortest possible period. That is the reason why the 
developing of multi-position navigation radio stations is being 
carried out worldwide nowadays (for range finding only as 
well as for range finding and multilateration – MLAT -
together).

Multilateral radio systems represent an independent co-
operative navigation system of a new type, combining in 
single unit measurement subsystems, means of communica-
tion, data transfer, and computing devices. An example of 
such system is the MLAT system developed by Czech 
company Era [1]. Successful achievements in this field have 
been achieved by the French multinational group “Thales” [2]. 
The multilateral surveillance system “Mera”, developed by 
NIIRA JSC [3], is actively used in this country. Multilateral 
navigation system, developed by Australian company “Lo-
cata”, incorporates pinpoint accuracy characteristic, working 
in the 2.4 GHz frequency range [4]. General requirements for 
multilateral systems are given in [5]. 

The need for the emergence of such systems arrived due to 
the fact that the existing satellite navigation systems (GPS, 
GLONASS, and prospective European GALILEO system), 
have the following main disadvantages: low resistance when 
exposed to electronic interference, low signal value, comp-
lexity of working indoors, as well as in areas of dense urban

Manuscript received May 12, 2015, revised June 12, 2015. The authors are
with the Bonch-Bruevich Saint Petersburg State University of Telecom-
munications, 22 Prospekt Bolshevikov, Saint Petersburg, Russia (e-mail: 
begspb1967@mail.ru).

development, in the mountain gorges, etc. Furthermore, the 
aforementioned systems lack positioning accuracy in urban 
areas and to the North of the 60o parallel. The positioning 
error of GPS/GLONASS can reach over 30 m and more. The 
main advantages of MLAT systems in comparison with single 
position systems are the following: the possibility to form 
spatial view areas of complex configuration with a given 
overlap ratio, the ability to control and redistribute energy 
within the system, precise accuracy of flying objects positio-
ning, the ability to measure objects complete velocity vector, 
etc [6, 7].

II. BASIC PRINCIPLES OF MLAT SYSTEM DESIGN. NI
USRP SOFTWARE-DEFINED RADIO SYSTEMS

TECHNOLOGY
For mass adoption, MLAT systems need to have a low cost 

of installation with minimum operating costs, small size 
combined with low power consumption by using different 
power supply, easy to build up, update and reconfigurable 
hardware platform.

It is necessary to allow the operation of navigation equip-
ment developed in conjunction with the systems used in the 
management of air traffic, such as ADS-B (Automatic de-
pendent surveillance-broadcast) and their modifications, en-
abling the pilots in the cockpit and air traffic controllers on the 
ground point to observe the traffic of aircraft movements with 
greater accuracy and receive aeronautical information.

The instruments of software-defined radio systems could be 
used as prospective MLAT system transceiver modules.  It 
would allow carrying on the tasks of generating signals of any 
modulation type, range finding, communication with an object 
being located, an exchange of information between modules, 
synchronization of functioning modes of the modules, and 
optimization of frequencies allocation inside the system etc. 
Software-defined radio system is a radio communication 
system in which the functions of the main instruments are 
implemented by software solutions. These instruments can 
include filters, amplifiers, modulators or/and demodulators. As 
soon as these instruments are configurable by software only, 
there is a possibility of modifying such a system without any 
significant changes in the hardware configuration. When using 
SDR, almost the entire volume of work on signal processing is 
shifted to the software that can run on digital signal processors 
or special DSP-purpose high-speed PLD. The main reason for
such an approach is to create a system that can receive and 
transmit radio signals in a given frequency range and easily 
select the desired modulation law [10].

National Instruments Corporation proposes its own solution 
- NI USRP (NI Universal Software Radio Peripheral). It is a 
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Figure 4 shows MSE for positioning of object driven in a 
circle with a radius of 200 km around the origin of coordinates 
with ground transceivers stationed as a distance of 20 km from 
the origin.

Fig. 5 shows MSE for positioning of object driven in a 
circle at a distance of 20 km around the origin of coordinates 
with GTPs stationed at a distance of 200 km from the origin.

Fig. 6 shows, as an example, the object positioning MSE for 
normal distribution of range-finding and sums of ranges when 
the distance to the object relative to the origin is 200 km and 
the GTSs are located 20 km from the origin.
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Error covariance matrix for the system (2) is defined as [8]

( ) ( ) 2
0

12
0

11
Х̂ σσ

−−− == AAdiagAWAK TT ,                           (6)

where 222
0 Σ== σσσ R

- is the variance of measurement error 
of the range-finding parameter.

Therefore, for range-finding and summarized range-
finding systems the expression of angle ranges and variances 
of the measurement errors obtained with (2) and (6) will take 
the following form:

- for three positions systems  
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- for four positions system:
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The rectangular coordinates of an object are determined by 
solving the system of equations

( ) ( ) ( )222
ititit hhxyxxR −+−+−= , Ni ÷=1 ,           (11)

ttt hyx ,, - desired object coordinates;

iii hyx ,, - known coordinates of  GTPs.
The accuracy of estimating the location of an object we 

define by the dependence:

( ) 11 −−= DWDtr Tσ                                    (12)
Where : tr - trace - the sum of diagonal elements of a 

matrix;
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III. RESULTS OF CALCULATIONS. SCHEME OF THE
EXPERIMENTS

Figures 2 and 3 show, as an example, the values of 
MSE for the range-finding of the objects driven in a circle 
with a radius of 200 km around the origin of coordinates.  
Figure 2 shows the MSE for range-finding for the normal law 
of error distribution with σ=20 m at zero expectation value, 
and Figure 3 - for a uniform law of error distribution with a 
maximum error ∆R=± 60 m.
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Figure 4 shows MSE for positioning of object driven in a 
circle with a radius of 200 km around the origin of coordinates 
with ground transceivers stationed as a distance of 20 km from 
the origin.

Fig. 5 shows MSE for positioning of object driven in a 
circle at a distance of 20 km around the origin of coordinates 
with GTPs stationed at a distance of 200 km from the origin.

Fig. 6 shows, as an example, the object positioning MSE for 
normal distribution of range-finding and sums of ranges when 
the distance to the object relative to the origin is 200 km and 
the GTSs are located 20 km from the origin.
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The rectangular coordinates of an object are determined by 
solving the system of equations

( ) ( ) ( )222
ititit hhxyxxR −+−+−= , Ni ÷=1 ,           (11)

ttt hyx ,, - desired object coordinates;

iii hyx ,, - known coordinates of  GTPs.
The accuracy of estimating the location of an object we 

define by the dependence:
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Where : tr - trace - the sum of diagonal elements of a 

matrix;
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III. RESULTS OF CALCULATIONS. SCHEME OF THE
EXPERIMENTS

Figures 2 and 3 show, as an example, the values of 
MSE for the range-finding of the objects driven in a circle 
with a radius of 200 km around the origin of coordinates.  
Figure 2 shows the MSE for range-finding for the normal law 
of error distribution with σ=20 m at zero expectation value, 
and Figure 3 - for a uniform law of error distribution with a 
maximum error ∆R=± 60 m.
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Fig. 7 shows, as an example, MSE for positioning of the 
object at uniform distribution of positioning, range-finding 
and sums of distances errors when the object is 20 km from 
the coordinates origin, and GTSs are 200 km from the origin.

Fig. 8 shows MSE for the case of R22 σσ =ΣR . And 
in case of such MSE values, the errors of positioning grow in-
significantly (curves 1 and 2 respectively). Let us assume that 
from one round of measurements to the other round for some 
reason or another there is a lack of range measurements and 
sums of ranges do not exist, i.e. in matrix Λ (formula 5) in 

50% of positions we see zeros. Meanwhile, using a conven-
tional range-finding system, indirect measurement of rec-
tangular coordinates in not possible to produce. But in the case 
of cooperative processing it is still possible to measure rec-
tangular coordinates, but with reduced accuracy and, there-
fore, to provide algorithmic and informational stability of the 
system.

The experiment was made on the NI USRP platform base, 
which contained four instruments, three of which worked as 
ground base stations, and the fourth imitated an airborne trans-
ponder.

IV. CONCLUSIONS
The aforementioned values of the errors of flying object 

positioning determination show that cooperative processing of 
positioning information with respect to the four positional sys-
tem improves the accuracy of determining the flying object 
location more than two times in comparison with the conven-
tional range-finding method. In so doing, the high positioning 
accuracy is achieved by one cycle of data processing within 
the system. The use of algorithms for filtering trajectory mes-
sages will further improve the accuracy of determining the co-
ordinates, without restrictions on the flying object movement 
hypothesis. This extends the applicability of the proposed op-
tions for positioning of maneuvering objects.

This work was done with the financial support of the Mi-
nistry of Education and Science of the Russian Federation as a 
part of an applied scientific research on lot ciphered 2014-14-
579-0112 and related to the program  "The development of 
experimental model of multi-position fast deployment self-
contained radar system ground infrastructure for landing air-
craft on unprepared ground” (application cipher “2014-14-
579-0112-030”).
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Fig. 6 - MSE for positioning of the object for different methods of 
measurements processing (1 – for range-finding system, 2 – for 
range-finding system with cooperative processing)
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Fig. 7 shows, as an example, MSE for positioning of the 
object at uniform distribution of positioning, range-finding 
and sums of distances errors when the object is 20 km from 
the coordinates origin, and GTSs are 200 km from the origin.

Fig. 8 shows MSE for the case of R22 σσ =ΣR . And 
in case of such MSE values, the errors of positioning grow in-
significantly (curves 1 and 2 respectively). Let us assume that 
from one round of measurements to the other round for some 
reason or another there is a lack of range measurements and 
sums of ranges do not exist, i.e. in matrix Λ (formula 5) in 

50% of positions we see zeros. Meanwhile, using a conven-
tional range-finding system, indirect measurement of rec-
tangular coordinates in not possible to produce. But in the case 
of cooperative processing it is still possible to measure rec-
tangular coordinates, but with reduced accuracy and, there-
fore, to provide algorithmic and informational stability of the 
system.

The experiment was made on the NI USRP platform base, 
which contained four instruments, three of which worked as 
ground base stations, and the fourth imitated an airborne trans-
ponder.

IV. CONCLUSIONS
The aforementioned values of the errors of flying object 

positioning determination show that cooperative processing of 
positioning information with respect to the four positional sys-
tem improves the accuracy of determining the flying object 
location more than two times in comparison with the conven-
tional range-finding method. In so doing, the high positioning 
accuracy is achieved by one cycle of data processing within 
the system. The use of algorithms for filtering trajectory mes-
sages will further improve the accuracy of determining the co-
ordinates, without restrictions on the flying object movement 
hypothesis. This extends the applicability of the proposed op-
tions for positioning of maneuvering objects.
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Fig. 6 - MSE for positioning of the object for different methods of 
measurements processing (1 – for range-finding system, 2 – for 
range-finding system with cooperative processing)
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measurements processing (1 – for range-finding system, 2 – for 
range-finding system with cooperative processing)
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INTRODUCTION
With recent advancements in mobile pervasive
sensing and transmission technologies, especially
the proliferation of smart phones, we are rapidly
entering the era of the Internet of Things (IoT),
which aims at sensing and interconnecting vari-
ous physical objects and their surroundings in
the realistic world more comprehensively and on
a larger scale [1, 2].

If we still use traditional mote-class sensor
networks for large-scale and fine-grained sens-
ing, a large number of sensor nodes must be
deployed to guarantee the area coverage and
communication connectivity, which is economi-
cally infeasible or undesirable. Take the CitySee
project, for instance: 100 sensor nodes and 1096
relay nodes are deployed for CO2 monitoring in
an urban area of around 1 km2 [3]. If this system
is extended to a larger urban area, for example,
within the 5th ring in Beijing (about 900 km2),
we would need to deploy at least 90,000 sensor
nodes and around 1,000,000 relay nodes to main-
tain full area coverage and communication con-
nectivity. Expensive sensor cost together with the
deployment and maintenance cost will make it
hard to implement.

Fortunately, recent advancements in mobile
pervasive sensing and transmission technologies
trigger research in leveraging human-carried
everyday devices (e.g., smartphones, wearable
devices) or vehicle-mounted sensors (e.g., GPS,
OBD-II) to monitor large-scale phenomena that
cannot easily be measured by a single individual.
This sensing paradigm is popularly called mobile
crowd sensing (MCS) [4, 5] or people/human-
centric sensing [6]. Figure 1 illustrates an urban
sensing application scenario: a group of mobile
users equipped with various sensors, GPS

receivers, and wireless communication modules
(e.g., Bluetooth, WiFi) move within a monitoring
region, opportunistically take samples, and
report sensory data to the monitoring center to
build a city-scale sensing map of some phe-
nomenon. This novel sensing paradigm has
enabled numerous large-scale applications such
as urban environment monitoring, traffic moni-
toring, road surface monitoring, and street park-
ing availability statistics [4].

Human involvement is one of the most impor-
tant characteristics of MCS. Compared to tradi-
tional sensor networks, human mobility offers
unprecedented opportunities for both sensing
coverage and data transmission. Lane et al. [7]
discern two classes of sensing paradigms in
MCS:
• Participatory sensing: It requires the partici-

pants to consciously opt to meet the appli-
cation requests by deciding when, where,
what, and how to sense.

• Opportunistic sensing: It is fully unconscious,
namely the application may run in the back-
ground and opportunistically collect data
without active involvement of users (e.g,
continuous Wi-Fi signal sensing only needs
to keep the Wi-Fi open).

In this article we mainly focus on opportunistic
sensing paradigm, which more easily supports
large-scale deployments and application diversity
[7].

On the other hand, there are two classes of
transmission paradigms in MCS:
• Infrastructure-based transmission: It consid-

ers users reporting and accessing sensory
data through the Internet by cellular net-
works (e.g., 3G/4G mobile networks).

• Opportunistic transmission: It enables oppor-
tunistic data forwarding among mobile
users through intermittent connections with
short-range radio communications (e.g.,
bluetooth, WiFi).

Most existing MCS applications adopt the infra-
structure-based transmission paradigm. Howev-
er, this paradigm cannot be applied in some
scenarios where network coverage is poor or
network access is expensive. For example, dead
spots of network coverage are commonly found
in remote areas and even in some parts of major
cities. Moreover, the infrastructure is down in
disaster recovery scenarios. In this article, we
mainly focus on the opportunistic transmission
paradigm, which offers another way to collect
and share data. It works well without requiring
any centralized server or infrastructure for com-
munication and management, and also reduces

ABSTRACT

Mobile crowd sensing is a new paradigm that
takes advantage of pervasive mobile devices to
efficiently collect data, enabling numerous large-
scale applications. Human involvement is one of
the most important features, and human mobili-
ty offers unprecedented opportunities for both
sensing coverage and data transmission. In this
article, we investigate the opportunistic charac-
teristics of human mobility from the perspectives
of both sensing and transmission, and discuss
how to exploit these opportunities to collect data
efficiently and effectively. We also outline vari-
ous open issues brought by human involvement
in this emerging research area.
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With recent advancements in mobile pervasive
sensing and transmission technologies, especially
the proliferation of smart phones, we are rapidly
entering the era of the Internet of Things (IoT),
which aims at sensing and interconnecting vari-
ous physical objects and their surroundings in
the realistic world more comprehensively and on
a larger scale [1, 2].

If we still use traditional mote-class sensor
networks for large-scale and fine-grained sens-
ing, a large number of sensor nodes must be
deployed to guarantee the area coverage and
communication connectivity, which is economi-
cally infeasible or undesirable. Take the CitySee
project, for instance: 100 sensor nodes and 1096
relay nodes are deployed for CO2 monitoring in
an urban area of around 1 km2 [3]. If this system
is extended to a larger urban area, for example,
within the 5th ring in Beijing (about 900 km2),
we would need to deploy at least 90,000 sensor
nodes and around 1,000,000 relay nodes to main-
tain full area coverage and communication con-
nectivity. Expensive sensor cost together with the
deployment and maintenance cost will make it
hard to implement.

Fortunately, recent advancements in mobile
pervasive sensing and transmission technologies
trigger research in leveraging human-carried
everyday devices (e.g., smartphones, wearable
devices) or vehicle-mounted sensors (e.g., GPS,
OBD-II) to monitor large-scale phenomena that
cannot easily be measured by a single individual.
This sensing paradigm is popularly called mobile
crowd sensing (MCS) [4, 5] or people/human-
centric sensing [6]. Figure 1 illustrates an urban
sensing application scenario: a group of mobile
users equipped with various sensors, GPS

receivers, and wireless communication modules
(e.g., Bluetooth, WiFi) move within a monitoring
region, opportunistically take samples, and
report sensory data to the monitoring center to
build a city-scale sensing map of some phe-
nomenon. This novel sensing paradigm has
enabled numerous large-scale applications such
as urban environment monitoring, traffic moni-
toring, road surface monitoring, and street park-
ing availability statistics [4].

Human involvement is one of the most impor-
tant characteristics of MCS. Compared to tradi-
tional sensor networks, human mobility offers
unprecedented opportunities for both sensing
coverage and data transmission. Lane et al. [7]
discern two classes of sensing paradigms in
MCS:
• Participatory sensing: It requires the partici-

pants to consciously opt to meet the appli-
cation requests by deciding when, where,
what, and how to sense.

• Opportunistic sensing: It is fully unconscious,
namely the application may run in the back-
ground and opportunistically collect data
without active involvement of users (e.g,
continuous Wi-Fi signal sensing only needs
to keep the Wi-Fi open).

In this article we mainly focus on opportunistic
sensing paradigm, which more easily supports
large-scale deployments and application diversity
[7].

On the other hand, there are two classes of
transmission paradigms in MCS:
• Infrastructure-based transmission: It consid-

ers users reporting and accessing sensory
data through the Internet by cellular net-
works (e.g., 3G/4G mobile networks).

• Opportunistic transmission: It enables oppor-
tunistic data forwarding among mobile
users through intermittent connections with
short-range radio communications (e.g.,
bluetooth, WiFi).

Most existing MCS applications adopt the infra-
structure-based transmission paradigm. Howev-
er, this paradigm cannot be applied in some
scenarios where network coverage is poor or
network access is expensive. For example, dead
spots of network coverage are commonly found
in remote areas and even in some parts of major
cities. Moreover, the infrastructure is down in
disaster recovery scenarios. In this article, we
mainly focus on the opportunistic transmission
paradigm, which offers another way to collect
and share data. It works well without requiring
any centralized server or infrastructure for com-
munication and management, and also reduces
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the workload of cellular networks in dense areas.
Moreover, it is more energy-efficient and less
expensive, which is very important because most
users hope to save battery energy and data usage
on their mobile devices.

In the following, we discuss the opportuni-
ties and challenges that human involvement
brings to the MCS. We investigate the oppor-
tunistic characteristics of human mobility from
the perspectives of both sensing and transmis-
sion. We discuss how to exploit the opportuni-
ties that human mobility offers for sensing and
transmitting efficiently and effectively. Finally,
we summarize our conclusions and various
open issues.

HUMAN INVOLVEMENT:
A DOUBLE-EDGED SWORD

In traditional mote-class sensor networks,
humans are only the end consumers of the sen-
sory data collected from unattended and
autonomous systems. In contrast, one of the
most important characteristics of MCS is deeper
involvement of humans in the whole loop of the
data-to-decision process, including sensing,
transmission, analysis of big sensory data, and
decision making. This characteristic is a double-
edged sword. From a positive perspective, it
brings unprecedented opportunities.

•It is easier to deploy the network at lower
cost, because millions of mobile devices or vehi-
cles already exist in many cities around the
world. Moreover, human mobility can be exploit-
ed to improve sensing coverage and data trans-
mission. On one hand, mobile nodes can sense
the surroundings wherever their holders arrive
opportunistically, which enables building large-
scale sensing applications. On the other hand,
opportunistic contacts among mobile users can

be exploited to deliver sensory data in networks
with intermittent connections based on the store-
carry-and-forward paradigm [8].

•It is easier to maintain the network, because
mobile nodes often have more power supply,
stronger computation, and larger storage, and
communication capacity. Moreover, mobile
nodes are always managed and maintained in
good condition by their holders. For example,
people could charge their mobile phones as
needed every day.

•It is more extensible and flexible, because
we only need to recruit more users to adapt to
the expansion of the system scale.

From a negative perspective, human involve-
ment also brings many new challenges.

•The number of mobile users, the availability
of sensors, and the data quality always change
over time due to the randomness of human
mobility and the dynamics of human contexts
such as the residual battery energy of mobile
nodes and people’s preferences. All these factors
make it more difficult to guarantee reliable sens-
ing quality in terms of coverage, latency, and
confidence.

•Human involvement naturally brings privacy
concerns. Mobile users may not want to share
their sensory data, which may contain or reveal
their private and sensitive information (e.g.,
their current location).

•While participating in MCS, mobile users
consume their own resources (e.g., battery and
computing power) and have potential privacy
threats. Thus, incentive mechanisms are neces-
sary to provide participants with enough rewards
for their participation costs. From the sensing
perspective, proper incentives must be offered to
users for completing specific sensing tasks [9].
From the transmission perspective, users need to
be rewarded for forwarding data for each other
[10].

Figure 1. An illustration of opportunistic urban sensing.
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OPPORTUNISTIC CHARACTERISTICS
OF HUMAN MOBILITY

In traditional sensor networks, nodes are often
static, or have random or controlled mobility. In
contrast, in MCS human mobility has some
unique characteristics such as spatio-temporal
correlation, hotspots’ effects, and sociality. Iden-
tifying these characteristics is beneficial to esti-
mate sensing quality, perform network planning,
design efficient sensing and transmission proto-
cols, and develop accurate mobility models.

OPPORTUNITIES IN OPPORTUNISTIC SENSING
At present, little work focuses on the sensing
opportunities provided by human mobility, which
have important impacts on the sensing quality of
many MCS applications (e.g., urban environment
monitoring applications). Here we consider the
application scenario in Fig. 1, assuming that it
aims to build a sensing map of some phenomenon
(e.g., CO2 concentration) in a large monitoring
region (e.g., within the 5th ring in Beijing) during
a time span T (e.g., 6:00–24:00 every day). In fact,
there are two basic problems unsolved:
• How can the sensing opportunities and

sensing quality be measured?
• How many mobile users can provide enough

sensing opportunities to achieve the
required sensing quality?
In traditional stationary sensor networks, the

coverage is used to measure the sensing quality,
which cannot change over time. In contrast, the
coverage in MCS is time-variant due to human
mobility. Therefore, we propose a new metric
called inter-cover time to characterize the oppor-
tunity with which a subregion is covered [11].
Especially in the time domain, we divide T into
multiple sampling periods of Ts, as illustrated in
Fig. 2a. In the space domain, we divide the moni-
toring region into a set of grid cells, as illustrated
in Fig. 2b. A grid cell is said to be covered by a
mobile user only when a new sampling period
arrives and the location of the mobile user is just
within the area of the grid cell.The inter-cover
time is defined as the time elapsed between two
consecutive periods of coverage of the same grid
cell. Obviously, shorter inter-cover time results in
better sensing quality for a grid cell. In order to
explore the pattern of inter-cover times occurring
in realistic scenarios, we perform empirical mea-
surement studies on real mobility traces of thou-
sands of taxis collected in Beijing and Shanghai,
two of the largest cities in China. According to
our analysis results, we find that the distribution
of the aggregated inter-cover times follows a
truncated power-law distribution (it has a power-
law tendency at the head part and decays expo-
nentially at the tail) regardless of the size of grid
cells and the number of mobile users.

In order to solve the second basic problem,
we first use a metric called the opportunistic cov-
erage ratio to characterize the relationship
between the sensing quality and the number of
users. The opportunistic coverage ratio is defined
as the expected ratio of grid cells that can be
opportunistically covered during a specific time
interval. It can be derived as a function of the
distribution of the aggregated inter-cover times,

which increases monotonically with the number
of users and the time interval. Then we formu-
late this problem as follows: What is the mini-
mum number of mobile users that need to be
deployed so that the opportunistic coverage ratio
is not less than a threshold during a specific time
interval? For example, according to our analysis
on the real datasets, we need to deploy at least
5800 and 6300 taxis in Beijing and Shanghai,
respectively, so that the opportunistic coverage
ratios in a region of 900 km2 are not less than 90
percent during the time interval of one hour.

OPPORTUNITIES IN
OPPORTUNISTIC TRANSMISSION

The transmission opportunities of human mobili-
ty and their impacts on the data delivery perfor-
mance have been intensively studied and
relatively well understood in opportunistic net-
works or delay-tolerant networks (DTNs). The
inter-contact time is one key metric to character-
ize the transmission opportunities of the same
couple of mobile users. Since the inter-contact
time reflects the frequency of opportunities for
forwarding messages from one user to another,
it directly affects the data delivery performance.
Obviously, longer inter-contact time results in
longer delivery delay and lower delivery ratio.
Now, several empirical results based on human
mobility traces have reached a common conclu-
sion that the distribution of the aggregated inter-
contact times follows a truncate power-law [8].

On the other hand, human sociality has a key
impact on human mobility, since it decides the
spatial properties of human mobility (i.e., where
people move). Thus, human sociality has been
considered an important factor affecting the per-
formance of opportunistic forwarding protocols.
Recently, several works have mainly focused on
social-based forwarding protocols to improve
opportunistic transmission performance by lever-
aging the ample social information encoded in
human mobility. The reason behind these proto-
cols is that the underlying social attribute is
more stable than the time-variant network topol-
ogy, and hence can be used for better relay
selections. Table 1 classifies these protocols
based on the social metrics they exploit.

Figure 2. An illustration of discretizing the time-space domain: a) time
domain; b) space domain.
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OPPORTUNISTIC SENSING

Due to human dynamics, it is an important and
complex problem to identify the right set of
mobile users that can produce the desired data
with proper parameters (e.g., sampling rate) to
achieve the required sensing quality in energy-
efficient ways. Reddy et al. considered the partic-
ipatory sensing paradigm and developed a
recruitment framework to enable organizers to
identify well-suited participants for data collec-
tions based on geographic and temporal avail-
ability as well as participation habits [12]. A
commonly used method for opportunistic sens-
ing is to make every mobile user sense periodi-
cally. However, this method is very inefficient
because many redundant data samples may be
produced by a large number of mobile users. In
order to reduce data redundancy and improve
energy efficiency, it is necessary to design a
cooperative sensing method to control sensing
activities of mobile users such that they produce
just enough data samples for the application.

First, we notice that the sensing coverage is
spatio-temporal correlative. Let us still consider

the discrete time-space model in Fig. 2. We fur-
ther divide the time span T into multiple cover-
age periods, where each coverage period
contains multiple sampling periods. It is reason-
able to assume that a grid cell needs to be cov-
ered once or several times within a coverage
period, instead of each point in the grid cell
being covered at any time. Moreover, frequent
samplings make it more likely that a grid cell
will be covered at a higher cost. Therefore, it is
necessary to design a scheduling mechanism for
each mobile user to decide when and where to
perform sampling tasks.

Second, since different mobile users always
have heterogeneous mobility regions with some
randomness, they could make different contribu-
tions to the coverage. It is important to design a
user selection mechanism to eliminate user
redundancy and hence reduce data redundancy.

Based on the above analysis, we design a
cooperative opportunistic sensing framework
[13], as illustrated in Fig. 3. First, the time-space
domain of the monitoring region is discretized
according to the application requirements. Then
we obtain a set of effectively covered grid cells
(the number of times these grid cells can be cov-
ered within each coverage period are not less
than a specified threshold) and coverage contri-
bution matrices (representing the times that one
mobile user covers different grid cells within dif-
ferent coverage periods) for each mobile user,
according to the history trajectories of all mobile
users. We design two mechanisms to reduce user
redundancy and data redundancy:

•The offline user selection mechanism. It can
select the minimum number of users to achieve
the coverage requirements for those effectively
covered grid cells based on the coverage contri-
bution matrices of mobile users.

•The online adaptive sampling mechanism. It
can control the sampling rates of the selected
users adaptively. In particular, it sets two tables,
a control table and a coverage table, locally
stored at each user. The control table is used to
decide whether each user needs to participate in
sampling tasks within each coverage period
according to the results of a user selection
mechanism. The coverage table records the
number of times that each grid cell has been
covered during some coverage period, and then
each user decides whether to take samplings
according to the current coverage table.

OPPORTUNISTIC TRANSMISSION
In the past few years, many opportunistic for-
warding protocols have been proposed in oppor-
tunistic networks. Among these protocols,
epidemic routing was the first and most generic
one without knowing anything about the mobili-
ty of users. It tried to grasp each forwarding
opportunity, thus resulting in the minimum
delivery delay under ideal conditions (unlimited
resources such as bandwidth and buffer space) at
high cost. In order to reduce the cost, many vari-
ants of epidemic routing have been proposed (k-
hop schemes, probabilistic forwarding, spray-
and-wait, etc.). Some protocols attempted to
identify the best relay node to achieve better
trade-off between delivery delay and transmis-

Table 1. A summary of existing social-based opportunistic forwarding pro-
tocols.

Social metrics Meanings Typical protocols

Centrality The social position of a user SimBet, PeopleRank,
BUBBLE

Similarity The social distance between two
users SimBet, MobiSpace

Social relationship Acquaintance, friend, or stranger SMART

Social structure Virtual community or physical
hotspots BUBBLE, Hotent

Figure 3. An overview of the cooperative opportunistic sensing framework.
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sion overhead by exploiting the context informa-
tion (e.g., the mobility of a node and its current
energy level). More recently, several works have
exploited human sociality for improving oppor-
tunistic transmission performance.

However, most existing opportunistic for-
warding protocols have focused on the sharing
or dissemination of data interesting to individu-
al mobile users instead of the sensory data col-
lection in MCS, and thus failed to consider the
spatial-temporal correlation among sensory data
and its impact on the network performance. It
would be beneficial to combine opportunistic
forwarding and in-network processing based on
a store-carry-process-and-forward paradigm. On
the other hand, most existing social-based
opportunistic forwarding protocols use tradi-
tional approaches in social networks or ego net-
works to evaluate social metrics. We argue that
these approaches have high spatio-temporal
complexity due to transient user contacts and
intermittently connected environment, and
hence cannot be applied in large-scale oppor-
tunistic scenarios. It is necessary to develop a
lightweight approach to exploiting human social-
ity for improving opportunistic transmission per-
formance.

THE IMPACT OF DATA FUSION
Considering the spatial-temporal correlation
among sensory data, it is beneficial to integrate
opportunistic forwarding protocols with data
fusion (or data aggregation) for two reasons:
• Users may be interested only in the aggre-

gated results of sensory data (e.g., the aver-
age temperature or noise level).

• Sensory data collected in close proximity
or time periods may be highly correlated,
and data fusion can effectively eliminate
redundancy and hence reduce network
overhead.
Although many routing protocols supporting

data fusion have been proposed in traditional
sensor networks, to the best of our knowledge,
few works have investigated opportunistic for-
warding protocols supporting data fusion in
MCS.

We use Fig. 4 to illustrate the importance
of coupling between opportunistic forwarding
and data fusion. Assume that two users u1
and u2 carry two correlated packets (e.g., two
samples produced in the same grid cell within
the same time period) at time t1, and oppor-
tunist ical ly  forward the packets  to  a  s ink
node S. Finally, S obtains the average of two
samples. Figure 4a illustrates the forwarding
process without data fusion: when u1 meets u2
at time t2, they forward data to each other;
then at time t3, u2 meets the sink node S, and
delivers  both two packets  A and B to S ;  S
takes the average of two samples after it has
received both of the original packets. Thus,
the transmiss ion overhead ( i .e . ,  the total
number of transmissions) is 4. Next, let us see
the forwarding process with data fusion as
illustrated in Fig. 4b: when u1 meets u2, they
forward data to each other,  and store the
fused result,  a new packet C = (A + B)/2,
instead of two original packets; then at time

Figure 4. An illustration of data forwarding with or without fusion: a) forwarding sensory data without
fusion; b) forwarding sensory data with fusion.
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t3,  u2 meets S ,  and delivers packet C to S .
Thus, the transmission overhead is 3, lower
than that of the forwarding process without
data fusion.

Although the idea of integrating oppor-
tunistic forwarding with data fusion seems
simple and straightforward, we still face some
new challenges for both performance model-
ing and protocol design in practice. Previous
work on performance modeling of opportunis-
t ic  forwarding protocols  assumed that  al l
packets were propagated individually. Howev-
er, the packets are spatial-temporally correlat-
ed in the forwarding process with data fusion,
which causes a more complex propagation
process. In our work [14], an ordinary differ-
ential equation was derived for modeling the
dissemination law of correlated packets, which
could serve as fundamental guidelines on inte-
grating opportunistic forwarding with data
fusion for achieving tradeoff among various
performance metrics.

We designed two novel protocols by leverag-
ing data fusion: Epidemic Routing with Fusion
(ERF) and Binary Spray-and-Wait with Fusion
(BSWF), and proved that both protocols outper-
formed those without data fusion (i.e., epidemic
routing and spray-and-wait).

EVALUATION AND EXPLOITATION OF
HUMAN SOCIALITY

By analyzing GPS traces of pedestrians from the
real world, we find three phenomena:
• People always move around a set of popular

locations, called public hotspots, instead of
purely random movements.

• Each individual shows preference for some
particular locations, called personal hotspots.

• Both types of hotspots have two key fea-
tures enabling a lightweight opportunistic
forwarding protocol: burstiness, implying
that there are only a small number of
hotspots required to exchange among users,
and stability, implying that only infrequent
updating of hotspots is required.
Motivated by the above observations, we

exploit hotspots to design a new routing met-
ric, called Hotent (for HOTspot ENTropy)
[15] .  To reduce the high spat io-temporal
complexity of traditional social network anal-
ysis technologies, Hotent converts the prob-
lem of evaluating social metrics to a similarity
matching problem according to the following
three steps:
• Using the inverse symmetric entropy of per-

sonal hotspots of two users to evaluate the
similarity between them

• Using the relative entropy between public
hotspots and personal hotspots to evaluate
the centrality of users

• Using the law of universal gravitation to inte-
grate centrality and similarity into the
Hotent metric, based on the metaphor of
mass for user centrality and distance for the
similarity between two users

We have verified that Hotent largely outper-
formed other state-of-the-art work, especially in
terms of packet delivery ratio and average num-
ber of hops per packet.

CONCLUSIONS AND
OPEN RESEARCH ISSUES

This article discusses the opportunities and chal-
lenges in mobile crowd sensing brought on by
human involvement. In particular, we have inves-
tigated the opportunistic characteristics of
human mobility. From the sensing perspective,
we use a new metric called inter-cover-time to
characterize the sensing opportunities, and use
another metric called opportunistic coverage ratio
to evaluate the sensing quality of MCS applica-
tions. From the transmission perspective, we
review some main results: the distribution of
inter-contact-times and human sociality have
important impacts on opportunistic transmission
performance. We also present some approaches
to exploiting the opportunities that human
mobility offers for sensing and transmission effi-
ciency and effectiveness.

There are many open issues in this emerging
research area, including the following.

Evaluation of sensing quality: This is a com-
plex problem affected by many factors. First, the
space distribution of human mobility has impor-
tant impacts. We can consider an MCS system as
an “urban camera,” and a large number of
mobile devices form the charge-coupled device
(CCD) sensor of this camera. An urban camera
is able to record urban phenomena in the form
of sensing images by measurements from mobile
devices. However, different from the commonly
used definition of resolution for digital images
and cameras, the resolution of an urban camera
is not simply the pixel count of a mobile phone
camera. This is because the pixels of a digital
camera form a fine grid, but the pixels of an
urban camera have scattered and dynamic distri-
bution. Thus, it is necessary to redefine the reso-
lution of MCS systems, and investigate the
relationship between the resolution and the
number of mobile users. Second, mobile users
have heterogeneous data quality. It is important
to evaluate users’ data quality, and get rid of
malicious and low-quality data.

Integration of MCS and static sensing:
Although traditional sensor networks have high-
er cost and poorer scalability, they often have
more reliable sensing quality, which can be used
to compensate for inadequate sensing opportuni-
ties provided solely by an MCS system. Since
sensing opportunities are imbalanced among dif-
ferent regions, it is important to study where to
deploy how many specialized sensor nodes, and
how to collaborate with mobile nodes to achieve
the required sensing quality.

Integration of opportunistic forwarding and
in-network processing: As a starting point, we
investigated the integration of some simple data
fusion functions (e.g., averaging, summation,
voting, and max/min) and two basic opportunis-
tic forwarding protocols. In the future, we need
to further explore whether more complex in-net-
work processing approaches can be combined
with other opportunistic forwarding protocols
(e.g., context-aware and social-based forwarding)
and how much performance can be improved.

Adaptive opportunistic forwarding protocols:
Although extensive opportunistic forwarding
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protocols have been proposed, almost all of
them only applied to some specific scenarios
rather than every scenario. Since transmission
opportunities are imbalanced among different
physical regions and virtual communities, it is
still an important and challenging problem to
study when and where to use which protocols
(strong-connectivity-oriented or weak-connectivi-
ty-oriented), and how to switch them adaptively.

Context-aware incentive mechanisms: Since
the preferences of mobile users always change
dynamically with their contexts, we should offer
personalized incentives to users for optimizing
the system utility by identifying users’ contexts,
mobility, and social properties.

Balance among sensing quality, incentive,
and privacy: We need to consider various factors
synthetically and systematically.
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protocols have been proposed, almost all of
them only applied to some specific scenarios
rather than every scenario. Since transmission
opportunities are imbalanced among different
physical regions and virtual communities, it is
still an important and challenging problem to
study when and where to use which protocols
(strong-connectivity-oriented or weak-connectivi-
ty-oriented), and how to switch them adaptively.

Context-aware incentive mechanisms: Since
the preferences of mobile users always change
dynamically with their contexts, we should offer
personalized incentives to users for optimizing
the system utility by identifying users’ contexts,
mobility, and social properties.

Balance among sensing quality, incentive,
and privacy: We need to consider various factors
synthetically and systematically.
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protocols have been proposed, almost all of
them only applied to some specific scenarios
rather than every scenario. Since transmission
opportunities are imbalanced among different
physical regions and virtual communities, it is
still an important and challenging problem to
study when and where to use which protocols
(strong-connectivity-oriented or weak-connectivi-
ty-oriented), and how to switch them adaptively.

Context-aware incentive mechanisms: Since
the preferences of mobile users always change
dynamically with their contexts, we should offer
personalized incentives to users for optimizing
the system utility by identifying users’ contexts,
mobility, and social properties.

Balance among sensing quality, incentive,
and privacy: We need to consider various factors
synthetically and systematically.
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protocols have been proposed, almost all of
them only applied to some specific scenarios
rather than every scenario. Since transmission
opportunities are imbalanced among different
physical regions and virtual communities, it is
still an important and challenging problem to
study when and where to use which protocols
(strong-connectivity-oriented or weak-connectivi-
ty-oriented), and how to switch them adaptively.

Context-aware incentive mechanisms: Since
the preferences of mobile users always change
dynamically with their contexts, we should offer
personalized incentives to users for optimizing
the system utility by identifying users’ contexts,
mobility, and social properties.

Balance among sensing quality, incentive,
and privacy: We need to consider various factors
synthetically and systematically.
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protocols have been proposed, almost all of
them only applied to some specific scenarios
rather than every scenario. Since transmission
opportunities are imbalanced among different
physical regions and virtual communities, it is
still an important and challenging problem to
study when and where to use which protocols
(strong-connectivity-oriented or weak-connectivi-
ty-oriented), and how to switch them adaptively.

Context-aware incentive mechanisms: Since
the preferences of mobile users always change
dynamically with their contexts, we should offer
personalized incentives to users for optimizing
the system utility by identifying users’ contexts,
mobility, and social properties.

Balance among sensing quality, incentive,
and privacy: We need to consider various factors
synthetically and systematically.

ACKNOWLEDGMENT
This work is supported by the National Natural
Science Foundation of China under Grant
No.61332005 and No.61133015, the Funds for
Creative Research Groups of China under Grant
No.61121001, the Specialized Research Fund for
the Doctoral Program of Higher Education
under Grant No.20120005130002.

REFERENCES
[1] H.-D. Ma, “Internet of Things: Objectives and Scientific

Challenges,” J. Computer Science and Tech., vol. 26,
no. 6, 2011, pp. 919–24.

[2] B. Guo et al., “Opportunistic IoT: Exploring the Harmo-
nious Interaction between Human and the Internet of
Things,” J. Network and Computer Applications, vol.
36, no. 6, 2013, pp. 1531–39.

[3] X. Mao et al., “Citysee: Urban CO2 Monitoring with
Sensors,” Proc. IEEE INFOCOM, 2012, pp. 1611–19.

[4] R. K. Ganti, F. Ye, and H. Lei, “Mobile Crowdsensing:
Current State and Future Challenges,” IEEE Commun.
Mag., vol. 49, no. 11, 2011, pp. 32–39.

[5] B. Guo et al., “From Participatory Sensing to Mobile
Crowd Sensing,” IEEE PerCom Workshops (SCI), 2014.

[6] A. Campbell et al., “The Rise of People-Centric Sensing,”
IEEE Internet Comp., vol. 12, no. 4, 2008, pp. 12–21.

[7] N. Lane et al., “Urban Sensing Systems: Opportunistic
or Participatory?,” Proc.  HotMobile, 2008, pp. 11–16.

[8] M. Conti et al., “From Opportunistic Networks to
Opportunistic Computing,” IEEE Commun. Mag., vol.
48, no. 9, 2010, pp. 126–39.

[9] D. Zhao, X.-Y. Li, and H.-D. Ma, “How to Crowdsource
Tasks Truthfully Without Sacrificing Utility: Online
Incentive Mechanisms with Budget Constraint,” Proc.
IEEE INFOCOM, 2014, pp. 1213–21.

[10] H. Zhou et al., “ConSub: Incentive-based Content Sub-
scribing in Selfish Opportunistic Mobile Networks,” IEEE
JSAC, vol. 31, no. 9, 2013, pp. 669–79.

[11] D. Zhao et al., “On opportunistic Coverage for Urban
Sensing,” Proc. IEEE MASS, 2013, pp. 231–39.

[12] S. Reddy, D. Estrin, and M. Srivastava, “Recruitment
Framework for Participatory Sensing Data Collections,”
Proc. Pervasive, 2010, pp. 138–55.

[13] D. Zhao, H.-D. Ma, and L. Liu, “Energy-Efficient Oppor-
tunistic Coverage for People-Centric Urban Sensing,”
Wireless Networks, Jan. 2014, published online.

[14] D. Zhao et al., “COUPON: A Cooperative Framework
for Building Sensing Maps in Mobile Opportunistic Net-
works,” IEEE Trans. Parallel and Distrib. Sys., Feb. 2014,
published online.

[15] P. Yuan and H.-D. Ma, “Opportunistic Forwarding with
Hotspot Entropy,” Proc. IEEE WoWMoM, 2013.

BIOGRAPHIES
HUADONG MA [M] (mhd@bupt.edu.cn) is a Chang Jiang
Scholar professor and director of the Beijing Key Lab of
Intelligent Telecommunications Software and Multimedia,
executive dean of School of Computer Science, Beijing Uni-
versity of Posts and Telecommunications, China. He
received his Ph.D. degree in computer science from the
Institute of Computing Technology, Chinese Academy of
Science in 1995. From 1999 to 2000, he held a visiting
position in the Department of Electrical Engineering and
Computer Science, University of Michigan, Ann Arbor. He
was a visiting professor at the University of Texas at Arling-
ton from July to September 2004, and a visiting professor
at Hong Kong University of Science and Technology from
December 2006 to February 2007. His current research
focuses on multimedia system and networking, sensor net-
works, and the Internet of Things, and he has published
over 180 papers and four books in these fields. He is a
member of ACM.

DONG ZHAO received his Ph.D. degree from the School of
Computer Science, Beijing University of Posts and Telecom-
munications in 2014. He was a visiting Ph.D. student in the
Department of Computer Science at Illinois Institute of
Technology during 2012–2013. His research interests
include sensor networks, opportunistic networks, mobile
crowdsourcing, and the Internet of Things.

PEIYAN YUAN received his Ph.D. degree at the School of
Computer Science, Beijing University of Posts and Telecom-
munications in 2014. His research interests include net-
working and protocol engineering, mobile opportunistic
networks, social networks, and others. He is a member of
ACM.

Since the preferences

of mobile users

always change

dynamically with

their contexts, we

should offer person-

alized incentives to

users for optimizing

the system utility by

identifying users’

contexts, mobility,

and social properties.

MA_LAYOUT.qxp_Layout  7/30/14  1:49 PM  Page 35



Call for Papers
INFOCOMMUNICATIONS JOURNAL

JUNE 2015 • VOLUME VII • NUMBER 2 39

INFOCOMMUNICATIONS JOURNAL

JUNE 2015 • VOLUME VII • NUMBER 2 39

Call for Papers

CALL FOR PAPERS

Special Issue on Smart Cities: 
Crowdsourcing and M2M communication for a connected society
The urbanization of cities is increasing, and nowadays about 54 percent of the world's population lives in

cities. By the year of 2025, this number will be around 70 percent. In big cities, this will put a lot more pres-
sure on streets and traffic control. There is a growing importance of Information and Communication Tech-
nologies in profiling the competitiveness of cities. There is extensive ongoing research in a wide range of
enabling information and communication technologies, including cloud and network infrastructure, wireless
and sensing technologies, mobile crowdsourcing, social networking, and big data analytics for smart cities.
The next step for the smart city is the automated city – one that is predictive and responsive without human
intervention. Such a city could avoid traffic congestion before it occurs and distribute resources, such as
emergency services and maintenance, without time-consuming human decision-making. In this Special Issue
we will catch up with the latest research and product developments, measurement methods, application sce-
narios and concept studies.

Our journal is calling for original and unpublished contributions to this important area that will be peer-
reviewed.  Selected papers will appear in a Special Issue to be published in September of 2015. Original and
unpublished papers should be submitted by 15th of July, and by 30th of September in the form of pdf files in
IEEE format according to the formatting instructions available at  

http://www.ieee.org/publications_standards/publications/authors/authors_journals.html#sect2

Contributions are expected from the following areas:
•  Mobile crowdsourcing for urban analytics
•  Sensing and IoT for smart cities
•  ICT in road vehicles: on-board and connected car services 
•  Safety, security, and privacy for smart cities
•  Crisis and disaster management in a smart city 
•  Human mobility modeling and analytics
•  Senseable city networks
•  Mobile crowdsourcing applications
•  M2M communications architectures and middleware

The paper submission deadline is 31 July, 2015.

Guest Editors:
ISTVÁN GÓDOR is a research fellow at Ericsson
Research, Traffic Analysis and Network Perfor-
mance Laboratory of Ericsson Hungary. He is a
member of the IEEE and a member of public body
of Hungarian Academy of Sciences. He received
both his M.Sc. and Ph.D. degree in Electrical En-
gineering from Budapest University of Techno-
logy and Economics, Budapest, Hungary in 2000
and 2005, respectively. He has been serving a
number of Technical Program Committees or as
referee for international journals and conferen-
ces, such as IEEE Communications Magazine,

IEEE ICC, IEEE VTC, IEEE PIMRC, IEEE WCNC and the like. He has been
awarded the 2014 IEEE Communications Society Fred W. Ellersick Prize.
His research interests include network design, combinatorial optimiza-
tion, cross-layer optimization, self-organizing networks, energy efficiency,
traffic analysis and modeling.

VILMOS SIMON received his PhD from the Buda-
pest University of Technology and Economics
(BME) in 2009 and is currently an associate pro-
fessor at the Department of Networked Systems
and Services and Head of the Multimedia Net-
works and Services Laboratory. His research in-
terests include self-organizing mobile networks,
mobile crowdsensing, Internet of Things, spatial
computing. He participated in several research
projects including the EU ICST-FET FP6 BIONETS
where he also acted as a WP leader. He publish-
ed more than 40 papers in international journals

and conferences, and acts as a reviewer or organizer for numerous sci-
entific conferences. He serves as a president of the Telecommunications
Section in the Scientific Association for Infocommunications Hungary.
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Guidelines for our Authors

Format of the manuscripts

Original manuscripts and final versions of papers
should be submitted in IEEE format according to the
formatting instructions available on 

http://www.ieee.org/publications_standards/
publications/authors/authors_journals.html#sect2,

“Template and Instructions on How to Create Your
Paper”.

Length of the manuscripts

The length of papers in the aforementioned format
should be 6-8 journal pages. 
Wherever appropriate, include 1-2 figures or tables
per journal page. 

Paper structure

Papers should follow the standard structure, consist-
ing of Introduction (the part of paper numbered by
“1”), and Conclusion (the last numbered part) and
several Sections in between. 
The Introduction should introduce the topic, tell why
the subject of the paper is important, summarize the
state of the art with references to existing works
and underline the main innovative results of the pa-
per. The Introduction should conclude with outlining
the structure of the paper.

Accompanying parts

Papers should be accompanied by an Abstract and a
few index terms (Keywords). For the final version of ac-
cepted papers, please send the short cvs and photos
of the authors as well. 

Authors

In the title of the paper, authors are listed in the or-
der given in the submitted manuscript. Their full affili-
ations and e-mail addresses will be given in a foot-
note on the first page as shown in the template. No
degrees or other titles of the authors are given. Mem-
berships of IEEE, HTE and other professional socie-
ties will be indicated so please supply this information.
When submitting the manuscript, one of the authors
should be indicated as corresponding author provid-
ing his/her postal address, fax number and telephone
number for eventual correspondence and communi-
cation with the Editorial Board.

References

References should be listed at the end of the paper
in the IEEE format, see below:

a) Last name of author or authors and first name or
initials, or name of organization 

b) Title of article in quotation marks 
c) Title of periodical in full and set in italics 
d) Volume, number, and, if available, part 
e) First and last pages of article 
f) Date of issue 

[11] Boggs, S.A. and Fujimoto, N., “Techniques and
instrumentation for measurement of transients in
gas-insulated switchgear,” IEEE Transactions on
Electrical Installation, vol. ET-19, no. 2, pp.87–92,
April 1984.

Format of a book reference:

[26] Peck, R.B., Hanson, W.E., and Thornburn, 
T.H., Foundation Engineering, 2nd ed. New York:
McGraw-Hill, 1972, pp.230–292.

All references should be referred by the correspond-
ing numbers in the text.

Figures

Figures should be black-and-white, clear, and drawn
by the authors. Do not use figures or pictures down-
loaded from the Internet. Figures and pictures should
be submitted also as separate files. Captions are ob-
ligatory. Within the text, references should be made
by figure numbers, e.g. “see Fig. 2.” 
When using figures from other printed materials, ex-
act references and note on copyright should be in-
cluded. Obtaining the copyright is the responsibility
of authors.

Contact address

Authors are requested to send their manuscripts via
electronic mail or on an electronic medium such as a
CD by mail to the Editor-in-Chief:

Csaba A. Szabo
Department of Networked Systems and Services
Budapest University of Technology and Economics
2 Magyar Tudosok krt.
Budapest, 1117 Hungary
szabo@hit.bme.hu
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SCIENTIFIC ASSOCIATION FOR INFOCOMMUNICATIONS

Who we are
Founded in 1949, the Scientific Association for Info-
communications (formerly known as Scientific Society 
for Telecommunications) is a voluntary and autono-
mous professional society of engineers and econo-
mists, researchers and businessmen, managers and 
educational, regulatory and other professionals work-
ing in the fields of telecommunications, broadcast-
ing, electronics, information and media technologies 
in Hungary.

Besides its 1000 individual members, the Scientific 
Association for Infocommunications (in Hungarian:  
HÍRKÖZLÉSI ÉS INFORMATIKAI TUDOMÁNYOS EGYESÜLET, HTE) 
has more than 60 corporate members as well. Among 
them there are large companies and small-and-medi-
um enterprises with industrial, trade, service-providing, 
research and development activities, as well as educa-
tional institutions and research centers.

HTE is a Sister Society of the Institute of Electrical and
Electronics Engineers, Inc. (IEEE) and the IEEE Communi-
cations Society.

What we do
HTE has a broad range of activities that aim to pro-
mote the convergence of information and communi-
cation technologies and the deployment of synergic
applications and services, to broaden the knowledge
and skills of our members, to facilitate the exchange
of ideas and experiences, as well as to integrate and

harmonize the professional opinions and standpoints
derived from various group interests and market dy-
namics.

To achieve these goals, we…

•	 contribute to the analysis of technical, economic, 
and social questions related to our field of compe-
tence, and forward the synthesized opinion of our 
experts to scientific, legislative, industrial and edu-
cational organizations and institutions;

•	 follow the national and international trends and 
results related to our field of competence, foster 
the professional and business relations between 
foreign and Hungarian companies and institutes;

•	 organize an extensive range of lectures, seminars, 
debates, conferences, exhibitions, company pres-
entations, and club events in order to transfer and 
deploy scientific, technical and economic knowl-
edge and skills;

•	 promote professional secondary and higher edu-
cation and take active part in the development of 
professional education, teaching and training;

•	 establish and maintain relations with other domes-
tic and foreign fellow associations, IEEE sister soci-
eties;

•	 award prizes for outstanding scientific, education-
al, managerial, commercial and/or societal activities 
and achievements in the fields of infocommunica-
tion.

Contact information
President: DR. GÁBOR MAGYAR • elnok@hte.hu

Secretary-General: DR. ISTVÁN BARTOLITS • bartolits@nmhh.hu
Operations Director: PÉTER NAGY • nagy.peter@hte.hu

International Affairs: ROLLAND VIDA, PhD • vida@tmit.bme.hu

Address: H-1051 Budapest, Bajcsy-Zsilinszky str. 12, HUNGARY, Room: 502
Phone: +36 1 353 1027, Fax: +36 1 353 0451

E-mail: info@hte.hu, Web: www.hte.hu




