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Guest Editorial

Recent dramatic changes such as the rising number
of Internet users, the penetration of portable and

mobile devices, or the Internet of Things, has motivated
a number of research initiatives, labeled “Future Inter-
net” worldwide, supported by NSF in the USA and EU
research framework programs in Europe. In Hungary,
the ongoing “Future Internet Research, Services and
Technology – FIRST” project, supported by the Europe-
an Social Funds focuses on key theoretical, modeling,
planning, application and experimental aspects of Fu-
ture Internet. The six papers published in this special is-
sue demonstrate the research results achieved by the
FIRST research community in various fields related to
Future Internet.    

Since the standardization of the TCP/IP 40 years
ago, TCP is, after several modifications, still the proto-
col providing reliable end-to-end transport on the Inter-
net. The first paper, “Towards the Transport Protocols of
Future Internet”, by Z. Móczár and S. Molnár, presents
the evolution of transport protocols since the early days
of the Internet, gives an overview of the main pitfalls
the researchers faced with during the years, and sug-
gests a promising approach which may be able to sa-
tisfy the diverse requirements of future networks.

The Internet Protocol by its nature does not guaran-
tee the delivery of packets in the right order. Therefore,
it is important to investigate the effects of packet reor-
dering. Authors A. Kuki, B. Almási, T. Bérczes and J.
Sztrik, in their paper “Modeling a QoS Classified Com-
munication in a multiuser Wi-Fi Environment”, propose a
finite source queueing model that includes the packet
reordering feature. The authors show how the packet re-
ordering phenomenon influences the main waiting times
compared to the FIFO discipline. 

In next generation wireless telecommunications net-
works not only the movements of single mobile end-
points but also entire mobile network movements need
to be managed (network mobility or NEMO). The paper
“A study on the Performance of an Advanced Framew-
ork for Prediction-based NEMO Handovers in Multiho-
med Scenarios”, by L. Bokor, G. Jeney, J. Kovács, pro-

vides an extensive performance evaluation of an ad-
vanced handover management solution that aims at
providing ubiquitous IPv6 connection and seamless In-
ternet access for NEMO scenarios. 

Despite the reliability feature of TCP, its relatively
high complexity does not always enable to implement it
in a hardware environment with constrained resources.
The paper by P. Orosz, T. Skopkó, and M. Varga, titled
“RCTP: A Low-complexity Transport Protocol for Collec-
ting Measurement Data”, introduces a low-complexity
transport protocol dedicated to a real-time network mo-
nitoring system operating above 10 Gbps. The protocol
may be suitable for measurement networks such as
sensor networks.

The fifth paper ot this special issue, “Internet of
Things: application areas and research results of the
FIRST project”, by Z. Gál, B. Almási, S. Oniga, S. Ba-
ran, T. Dabóczi, R. Vida, and I. Farkas, gives an over-
view of the research results achieved within the FIRST/
IoT Project. The paper deals with the following six to-
pics: 

i) Integration of the IoT into the IPv4/IPv6 systems
ii) Cyber physical systems
iii) Self-optimizing and self-managing 

communication mechanisms of the IoT systems
iv) E-health powered by IoT
v) Weather prediction network tool development and

analysis
vi) Development of testbeds and virtual service

platforms

The last paper deals with the interesting phenome-
na on social network that has been in the focus of re-
search during the past two decades or so. The authors,
G. Kocsis and I. Varga, in their paper “Investigation of
spreading phenomena on social networks”, studied in-
formation spreading on different network topologies.
Based on a novel complex network generating method
several test cases were created for social simulations,
focusing mainly on the case of declining social net-
works. 

Special Issue on the Future Internet – 
Guest Editorial

Gyula Sallai, Wolfgang Schreiner, and János Sztrik
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GYULA SALLAI received MSc degree from the
Budapest University of Technology and Econo-
mics (BME), PhD and DSc degrees from the Hun-
garian Academy of Sciences (MTA), all in tele-
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te professor of the Research Institute for Symbo-
lic Computation (RISC) at the Johannes Kepler
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Towards the Transport Protocols of Future Internet
Zoltán Móczár, Sándor Molnár

Abstract—End-to-end congestion control performed by the
Transmission Control Protocol (TCP) is the main data transfer
mechanism of today’s Internet providing reliable communication
between hosts. Since the deployment of TCP the Internet has
gone through a significant change due to the evolving network
technologies and the diversity of applications. This process has led
to a heterogeneous environment with complex traffic character-
istics raising the demand for working out different TCP versions
to achieve better performance in various network conditions.
In addition to the traditional congestion control scheme several
alternative solutions have also been proposed for reliable trans-
port. However, the current practice of continuous modification
and refinement of TCP for specific network environments does
not seem to be a viable option, hence there is an increasing
need for a more efficient and flexible transport protocol. In this
paper we present a survey of the major data transfer mechanisms
developed in the last decades, and advocate a possible direction
for future research.

Index Terms—transport protocols, congestion control, fountain
coding, future Internet.

I. INTRODUCTION

THE success of the Internet partially stems from the
algorithms implemented in the Transmission Control

Protocol (TCP). This transport protocol has guaranteed the
reliable transfer between end hosts and the stable operation of
networks for several decades. However, network environments,
applications and user behavior have changed considerably
during this long period making TCP suboptimal under dif-
ferent conditions. As a result, a huge number of versions and
enhancements of TCP have been proposed for emerging en-
vironments mainly focusing on its congestion control scheme
and the related mechanisms [1].

Transport layer protocols play a significant role in the
efficient and fair utilization of available network resources,
and also have a great impact on the quality of user experience.
Due to the importance of this research topic, thousands of re-
searchers and developers worldwide are working on more and
more efficient transport solutions. The research, development
and standardization processes are managed by two large open
international communities, the Internet Research Task Force
(IRTF) and the Internet Engineering Task Force (IETF), which
are organized into different research and working groups,
respectively. The main groups focusing on the area of data
transport are the Internet Congestion Control Research Group
(ICCRG) at IRTF and the working groups of the Transport
and Services Area (TSV) at IETF. The key goal of ICCRG
is to move towards consensus on which technologies can

Manuscript received June 16, 2014, revised August 31, 2014.
Z. Móczár and S. Molnár are with the Department of Telecommunications

and Media Informatics, Budapest University of Technology and Economics,
Hungary. Authors are also with the Inter-University Centre for Telecommu-
nications and Informatics, Kassai út 26., 4028 Debrecen, Hungary.

be considered as viable long-term solutions for the Internet
congestion control architecture, and to identify the trade-off
between potential benefits and costs. As opposed to ICCRG,
the members of TSV work on mechanisms related to end-to-
end data transfer to support various Internet applications and
services that exchange potentially large volumes of traffic at
high bandwidths.

This paper presents the evolution of transport protocols
since the early days of Internet introducing the main pitfalls
the researchers faced with during the years. Furthermore, we
shed light on a promising approach, which may be able to
satisfy the diverse requirements of future networks.

II. OVERVIEW OF TRANSPORT PROTOCOLS

In current Internet the Transmission Control Protocol carries
the vast majority of network traffic. The history of TCP
dates back to 1981 when the official protocol specification
was published by the IETF in RFC 793 [2]. Over the past
three decades a significant research effort has been devoted
to TCP in order to meet the requirements of the continuously
evolving communication networks. This process has resulted
in countless TCP versions aimed to provide high performance
in various environments [1]. Although, TCP determined the
mainstream of the research on transport protocols, in the last
years many alternative proposals have also been published
to serve as the basis of reliable data communication. In
this section we give an overview of the most widely known
protocols including the different types of TCP and other
proposals, as well.

A. Transmission Control Protocol

TCP is a connection-oriented transport protocol that pro-
vides reliable data transfer in end-to-end communication. It
means that lost packets are retransmitted, and therefore, each
sent packet will eventually be delivered to the destination. One
of the most important features of TCP is its congestion control
mechanism, which is used to avoid congestion collapse [20]
by determining the proper sending rate and to achieve high
performance. To this end, TCP maintains a congestion window
(cwnd) that controls the number of outstanding unacknowl-
edged packets in the network. An important aspect in the
context of congestion control protocols is how they can share
the available bandwidth among competing flows, also known
as fairness property. Fairness can be interpreted between the
same and different TCP versions (intra- and inter-protocol), as
well as on various time scales (transient and steady-state) [21].

TCP variants can be classified based on the type of conges-
tion indication and the target environment as shown in Table I.
Most congestion control methods use packet loss information
to detect congestion also called as loss-based TCPs. In case
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TCP variants can be classified based on the type of conges-
tion indication and the target environment as shown in Table I.
Most congestion control methods use packet loss information
to detect congestion also called as loss-based TCPs. In case
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I. INTRODUCTION

THE success of the Internet partially stems from the
algorithms implemented in the Transmission Control

Protocol (TCP). This transport protocol has guaranteed the
reliable transfer between end hosts and the stable operation of
networks for several decades. However, network environments,
applications and user behavior have changed considerably
during this long period making TCP suboptimal under dif-
ferent conditions. As a result, a huge number of versions and
enhancements of TCP have been proposed for emerging en-
vironments mainly focusing on its congestion control scheme
and the related mechanisms [1].

Transport layer protocols play a significant role in the
efficient and fair utilization of available network resources,
and also have a great impact on the quality of user experience.
Due to the importance of this research topic, thousands of re-
searchers and developers worldwide are working on more and
more efficient transport solutions. The research, development
and standardization processes are managed by two large open
international communities, the Internet Research Task Force
(IRTF) and the Internet Engineering Task Force (IETF), which
are organized into different research and working groups,
respectively. The main groups focusing on the area of data
transport are the Internet Congestion Control Research Group
(ICCRG) at IRTF and the working groups of the Transport
and Services Area (TSV) at IETF. The key goal of ICCRG
is to move towards consensus on which technologies can
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be considered as viable long-term solutions for the Internet
congestion control architecture, and to identify the trade-off
between potential benefits and costs. As opposed to ICCRG,
the members of TSV work on mechanisms related to end-to-
end data transfer to support various Internet applications and
services that exchange potentially large volumes of traffic at
high bandwidths.

This paper presents the evolution of transport protocols
since the early days of Internet introducing the main pitfalls
the researchers faced with during the years. Furthermore, we
shed light on a promising approach, which may be able to
satisfy the diverse requirements of future networks.

II. OVERVIEW OF TRANSPORT PROTOCOLS

In current Internet the Transmission Control Protocol carries
the vast majority of network traffic. The history of TCP
dates back to 1981 when the official protocol specification
was published by the IETF in RFC 793 [2]. Over the past
three decades a significant research effort has been devoted
to TCP in order to meet the requirements of the continuously
evolving communication networks. This process has resulted
in countless TCP versions aimed to provide high performance
in various environments [1]. Although, TCP determined the
mainstream of the research on transport protocols, in the last
years many alternative proposals have also been published
to serve as the basis of reliable data communication. In
this section we give an overview of the most widely known
protocols including the different types of TCP and other
proposals, as well.

A. Transmission Control Protocol

TCP is a connection-oriented transport protocol that pro-
vides reliable data transfer in end-to-end communication. It
means that lost packets are retransmitted, and therefore, each
sent packet will eventually be delivered to the destination. One
of the most important features of TCP is its congestion control
mechanism, which is used to avoid congestion collapse [20]
by determining the proper sending rate and to achieve high
performance. To this end, TCP maintains a congestion window
(cwnd) that controls the number of outstanding unacknowl-
edged packets in the network. An important aspect in the
context of congestion control protocols is how they can share
the available bandwidth among competing flows, also known
as fairness property. Fairness can be interpreted between the
same and different TCP versions (intra- and inter-protocol), as
well as on various time scales (transient and steady-state) [21].

TCP variants can be classified based on the type of conges-
tion indication and the target environment as shown in Table I.
Most congestion control methods use packet loss information
to detect congestion also called as loss-based TCPs. In case
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edged packets in the network. An important aspect in the
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Zoltán Móczár, Sándor Molnár

Abstract—End-to-end congestion control performed by the
Transmission Control Protocol (TCP) is the main data transfer
mechanism of today’s Internet providing reliable communication
between hosts. Since the deployment of TCP the Internet has
gone through a significant change due to the evolving network
technologies and the diversity of applications. This process has led
to a heterogeneous environment with complex traffic character-
istics raising the demand for working out different TCP versions
to achieve better performance in various network conditions.
In addition to the traditional congestion control scheme several
alternative solutions have also been proposed for reliable trans-
port. However, the current practice of continuous modification
and refinement of TCP for specific network environments does
not seem to be a viable option, hence there is an increasing
need for a more efficient and flexible transport protocol. In this
paper we present a survey of the major data transfer mechanisms
developed in the last decades, and advocate a possible direction
for future research.

Index Terms—transport protocols, congestion control, fountain
coding, future Internet.

I. INTRODUCTION

THE success of the Internet partially stems from the
algorithms implemented in the Transmission Control

Protocol (TCP). This transport protocol has guaranteed the
reliable transfer between end hosts and the stable operation of
networks for several decades. However, network environments,
applications and user behavior have changed considerably
during this long period making TCP suboptimal under dif-
ferent conditions. As a result, a huge number of versions and
enhancements of TCP have been proposed for emerging en-
vironments mainly focusing on its congestion control scheme
and the related mechanisms [1].

Transport layer protocols play a significant role in the
efficient and fair utilization of available network resources,
and also have a great impact on the quality of user experience.
Due to the importance of this research topic, thousands of re-
searchers and developers worldwide are working on more and
more efficient transport solutions. The research, development
and standardization processes are managed by two large open
international communities, the Internet Research Task Force
(IRTF) and the Internet Engineering Task Force (IETF), which
are organized into different research and working groups,
respectively. The main groups focusing on the area of data
transport are the Internet Congestion Control Research Group
(ICCRG) at IRTF and the working groups of the Transport
and Services Area (TSV) at IETF. The key goal of ICCRG
is to move towards consensus on which technologies can

Manuscript received June 16, 2014, revised August 31, 2014.
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services that exchange potentially large volumes of traffic at
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the researchers faced with during the years. Furthermore, we
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evolving communication networks. This process has resulted
in countless TCP versions aimed to provide high performance
in various environments [1]. Although, TCP determined the
mainstream of the research on transport protocols, in the last
years many alternative proposals have also been published
to serve as the basis of reliable data communication. In
this section we give an overview of the most widely known
protocols including the different types of TCP and other
proposals, as well.
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TCP is a connection-oriented transport protocol that pro-
vides reliable data transfer in end-to-end communication. It
means that lost packets are retransmitted, and therefore, each
sent packet will eventually be delivered to the destination. One
of the most important features of TCP is its congestion control
mechanism, which is used to avoid congestion collapse [20]
by determining the proper sending rate and to achieve high
performance. To this end, TCP maintains a congestion window
(cwnd) that controls the number of outstanding unacknowl-
edged packets in the network. An important aspect in the
context of congestion control protocols is how they can share
the available bandwidth among competing flows, also known
as fairness property. Fairness can be interpreted between the
same and different TCP versions (intra- and inter-protocol), as
well as on various time scales (transient and steady-state) [21].

TCP variants can be classified based on the type of conges-
tion indication and the target environment as shown in Table I.
Most congestion control methods use packet loss information
to detect congestion also called as loss-based TCPs. In case
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be considered as viable long-term solutions for the Internet
congestion control architecture, and to identify the trade-off
between potential benefits and costs. As opposed to ICCRG,
the members of TSV work on mechanisms related to end-to-
end data transfer to support various Internet applications and
services that exchange potentially large volumes of traffic at
high bandwidths.

This paper presents the evolution of transport protocols
since the early days of Internet introducing the main pitfalls
the researchers faced with during the years. Furthermore, we
shed light on a promising approach, which may be able to
satisfy the diverse requirements of future networks.

II. OVERVIEW OF TRANSPORT PROTOCOLS

In current Internet the Transmission Control Protocol carries
the vast majority of network traffic. The history of TCP
dates back to 1981 when the official protocol specification
was published by the IETF in RFC 793 [2]. Over the past
three decades a significant research effort has been devoted
to TCP in order to meet the requirements of the continuously
evolving communication networks. This process has resulted
in countless TCP versions aimed to provide high performance
in various environments [1]. Although, TCP determined the
mainstream of the research on transport protocols, in the last
years many alternative proposals have also been published
to serve as the basis of reliable data communication. In
this section we give an overview of the most widely known
protocols including the different types of TCP and other
proposals, as well.

A. Transmission Control Protocol

TCP is a connection-oriented transport protocol that pro-
vides reliable data transfer in end-to-end communication. It
means that lost packets are retransmitted, and therefore, each
sent packet will eventually be delivered to the destination. One
of the most important features of TCP is its congestion control
mechanism, which is used to avoid congestion collapse [20]
by determining the proper sending rate and to achieve high
performance. To this end, TCP maintains a congestion window
(cwnd) that controls the number of outstanding unacknowl-
edged packets in the network. An important aspect in the
context of congestion control protocols is how they can share
the available bandwidth among competing flows, also known
as fairness property. Fairness can be interpreted between the
same and different TCP versions (intra- and inter-protocol), as
well as on various time scales (transient and steady-state) [21].

TCP variants can be classified based on the type of conges-
tion indication and the target environment as shown in Table I.
Most congestion control methods use packet loss information
to detect congestion also called as loss-based TCPs. In case
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and also have a great impact on the quality of user experience.
Due to the importance of this research topic, thousands of re-
searchers and developers worldwide are working on more and
more efficient transport solutions. The research, development
and standardization processes are managed by two large open
international communities, the Internet Research Task Force
(IRTF) and the Internet Engineering Task Force (IETF), which
are organized into different research and working groups,
respectively. The main groups focusing on the area of data
transport are the Internet Congestion Control Research Group
(ICCRG) at IRTF and the working groups of the Transport
and Services Area (TSV) at IETF. The key goal of ICCRG
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be considered as viable long-term solutions for the Internet
congestion control architecture, and to identify the trade-off
between potential benefits and costs. As opposed to ICCRG,
the members of TSV work on mechanisms related to end-to-
end data transfer to support various Internet applications and
services that exchange potentially large volumes of traffic at
high bandwidths.

This paper presents the evolution of transport protocols
since the early days of Internet introducing the main pitfalls
the researchers faced with during the years. Furthermore, we
shed light on a promising approach, which may be able to
satisfy the diverse requirements of future networks.

II. OVERVIEW OF TRANSPORT PROTOCOLS

In current Internet the Transmission Control Protocol carries
the vast majority of network traffic. The history of TCP
dates back to 1981 when the official protocol specification
was published by the IETF in RFC 793 [2]. Over the past
three decades a significant research effort has been devoted
to TCP in order to meet the requirements of the continuously
evolving communication networks. This process has resulted
in countless TCP versions aimed to provide high performance
in various environments [1]. Although, TCP determined the
mainstream of the research on transport protocols, in the last
years many alternative proposals have also been published
to serve as the basis of reliable data communication. In
this section we give an overview of the most widely known
protocols including the different types of TCP and other
proposals, as well.

A. Transmission Control Protocol

TCP is a connection-oriented transport protocol that pro-
vides reliable data transfer in end-to-end communication. It
means that lost packets are retransmitted, and therefore, each
sent packet will eventually be delivered to the destination. One
of the most important features of TCP is its congestion control
mechanism, which is used to avoid congestion collapse [20]
by determining the proper sending rate and to achieve high
performance. To this end, TCP maintains a congestion window
(cwnd) that controls the number of outstanding unacknowl-
edged packets in the network. An important aspect in the
context of congestion control protocols is how they can share
the available bandwidth among competing flows, also known
as fairness property. Fairness can be interpreted between the
same and different TCP versions (intra- and inter-protocol), as
well as on various time scales (transient and steady-state) [21].

TCP variants can be classified based on the type of conges-
tion indication and the target environment as shown in Table I.
Most congestion control methods use packet loss information
to detect congestion also called as loss-based TCPs. In case
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and the related mechanisms [1].

Transport layer protocols play a significant role in the
efficient and fair utilization of available network resources,
and also have a great impact on the quality of user experience.
Due to the importance of this research topic, thousands of re-
searchers and developers worldwide are working on more and
more efficient transport solutions. The research, development
and standardization processes are managed by two large open
international communities, the Internet Research Task Force
(IRTF) and the Internet Engineering Task Force (IETF), which
are organized into different research and working groups,
respectively. The main groups focusing on the area of data
transport are the Internet Congestion Control Research Group
(ICCRG) at IRTF and the working groups of the Transport
and Services Area (TSV) at IETF. The key goal of ICCRG
is to move towards consensus on which technologies can
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be considered as viable long-term solutions for the Internet
congestion control architecture, and to identify the trade-off
between potential benefits and costs. As opposed to ICCRG,
the members of TSV work on mechanisms related to end-to-
end data transfer to support various Internet applications and
services that exchange potentially large volumes of traffic at
high bandwidths.

This paper presents the evolution of transport protocols
since the early days of Internet introducing the main pitfalls
the researchers faced with during the years. Furthermore, we
shed light on a promising approach, which may be able to
satisfy the diverse requirements of future networks.

II. OVERVIEW OF TRANSPORT PROTOCOLS

In current Internet the Transmission Control Protocol carries
the vast majority of network traffic. The history of TCP
dates back to 1981 when the official protocol specification
was published by the IETF in RFC 793 [2]. Over the past
three decades a significant research effort has been devoted
to TCP in order to meet the requirements of the continuously
evolving communication networks. This process has resulted
in countless TCP versions aimed to provide high performance
in various environments [1]. Although, TCP determined the
mainstream of the research on transport protocols, in the last
years many alternative proposals have also been published
to serve as the basis of reliable data communication. In
this section we give an overview of the most widely known
protocols including the different types of TCP and other
proposals, as well.

A. Transmission Control Protocol

TCP is a connection-oriented transport protocol that pro-
vides reliable data transfer in end-to-end communication. It
means that lost packets are retransmitted, and therefore, each
sent packet will eventually be delivered to the destination. One
of the most important features of TCP is its congestion control
mechanism, which is used to avoid congestion collapse [20]
by determining the proper sending rate and to achieve high
performance. To this end, TCP maintains a congestion window
(cwnd) that controls the number of outstanding unacknowl-
edged packets in the network. An important aspect in the
context of congestion control protocols is how they can share
the available bandwidth among competing flows, also known
as fairness property. Fairness can be interpreted between the
same and different TCP versions (intra- and inter-protocol), as
well as on various time scales (transient and steady-state) [21].

TCP variants can be classified based on the type of conges-
tion indication and the target environment as shown in Table I.
Most congestion control methods use packet loss information
to detect congestion also called as loss-based TCPs. In case
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Z. Móczár and S. Molnár are with the Department of Telecommunications

and Media Informatics, Budapest University of Technology and Economics,
Hungary. Authors are also with the Inter-University Centre for Telecommu-
nications and Informatics, Kassai út 26., 4028 Debrecen, Hungary.
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context of congestion control protocols is how they can share
the available bandwidth among competing flows, also known
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in various environments [1]. Although, TCP determined the
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years many alternative proposals have also been published
to serve as the basis of reliable data communication. In
this section we give an overview of the most widely known
protocols including the different types of TCP and other
proposals, as well.
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TCP is a connection-oriented transport protocol that pro-
vides reliable data transfer in end-to-end communication. It
means that lost packets are retransmitted, and therefore, each
sent packet will eventually be delivered to the destination. One
of the most important features of TCP is its congestion control
mechanism, which is used to avoid congestion collapse [20]
by determining the proper sending rate and to achieve high
performance. To this end, TCP maintains a congestion window
(cwnd) that controls the number of outstanding unacknowl-
edged packets in the network. An important aspect in the
context of congestion control protocols is how they can share
the available bandwidth among competing flows, also known
as fairness property. Fairness can be interpreted between the
same and different TCP versions (intra- and inter-protocol), as
well as on various time scales (transient and steady-state) [21].

TCP variants can be classified based on the type of conges-
tion indication and the target environment as shown in Table I.
Most congestion control methods use packet loss information
to detect congestion also called as loss-based TCPs. In case
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decrease [23]) and fast retransmit, as well as an improved
method for round-trip time estimation. These mechanisms
allow the sender to detect available network resources and
adjust the transmission rate accordingly. However, reducing
the congestion window to one packet when a packet loss
occurs, as done by Tahoe, is a very aggressive solution.

TCP Reno [3] tackles this problem by applying a novel
method referred to as fast recovery algorithm. In case of Reno
a lost packet is detected and retransmitted if triple duplicate
acknowledgements are received or a timeout event occurs at
the sender. This mechanism makes TCP Reno effective to
recover from a single packet loss, but it still suffers from
performance degradation when multiple packets are dropped
from a window of data. To overcome this limitation a selective
acknowledgement (SACK) option has been proposed in [24].

TCP NewReno [5] is a variant of TCP Reno intended to
improve its performance when a burst of packets is lost. To
this end, NewReno modifies Reno’s fast recovery algorithm
making it possible to recover without a retransmission timeout
by resending one packet per each round-trip time until all of
the lost packets from the window have been retransmitted.

TCP Cubic [18], being an enhanced version of its prede-
cessor, BIC TCP [15], is one of the most widely used TCP
versions today since it serves as the default congestion control
algorithm of Linux operating systems. BIC TCP was originally
designed to solve the well-known RTT unfairness problem by
combining two schemes called additive increase and binary
search. TCP Cubic simplifies the window control of BIC and
it applies a cubic function in terms of the elapsed time from the
last loss event, which provides good stability and scalability.
Furthermore, it keeps the window growth rate independent of
RTT making the protocol TCP-friendly under both short and
long RTT paths.

Beside the congestion control algorithms described above,
many other solutions have been worked out to improve the
performance of standard TCP. One of the main issues is that
it takes a long time to make a full recovery from packet loss for
high-bandwidth, long-distance connections, because the con-
gestion window builds up very slowly. In order to cope with
this limitation HighSpeed TCP (HSTCP) [13] was proposed,
which can achieve better performance on high-capacity links
by modifying the congestion control algorithm for use with
large congestion windows. Scalable TCP (STCP) [11] applies
a multiplicative increase and multiplicative decrease (MIMD)
algorithm to obtain performance improvement in high-speed
networks and it can also guarantee the scalability of the pro-
tocol. TCP Westwood [8] is a sender-side modification of the
congestion control mechanism that improves the performance
of TCP Reno both in wired and wireless networks. The main
problem is that TCP Reno equally reacts to random and
congestion losses, thus cannot distinguish between them. In
fact, TCP Westwood shows moderate sensitivity to random
errors, therefore the improvement is most significant in wire-
less networks with lossy links. MultiPath TCP (MPTCP) [25]
is a recent approach for enabling the simultaneous use of
multiple IP addresses or interfaces by a modification of TCP
that presents a regular TCP interface to applications, while in
fact spreading data across several subflows.

2) Delay-based TCP Versions: TCP Vegas [4], as a pioneer
of delay-based TCPs, measures the difference (δ) between the
expected and actual throughput based on round-trip delays. If
δ is less than a lower threshold denoted by α, Vegas assumes
that the path is not congested and increases the sending rate. If
δ is larger than an upper threshold denoted by β, it is regarded
as the strong indication of congestion, hence Vegas reduces
the transmission rate. The expected throughput is calculated
by dividing the current congestion window by the minimum
RTT.

FAST TCP [14] is a congestion avoidance algorithm es-
pecially targeted for long-distance, high-latency links. FAST
determines the current congestion window size based on both
round-trip delays and packet losses over a path. The algorithm
estimates the queueing delay of the path using RTTs and if
the delay falls below a threshold, it increases the window
aggressively. If it gets closer to the threshold, the algorithm
slowly reduces the increasing rate.

3) Hybrid Solutions: Compound TCP (CTCP) [16], imple-
mented in several Microsoft Windows operating systems, is a
synergy of delay-based and loss-based approaches extending
the standard TCP Reno congestion avoidance algorithm by a
scalable, delay-based component. CTCP exploits the informa-
tion about both packet loss and delay to control the transmis-
sion rate. The delay-based component can rapidly increase the
sending rate when the network path is underutilized, but ease if
the bottleneck queue becomes full. This mechanism provides
good scalability in terms of bandwidth, and a reasonably fair
behavior.

TCP-Illinois [17] uses packet loss information to determine
whether the congestion window size should be increased or
decreased, and measures the queueing delay to determine
the amount of increment or decrement. This hybrid solution
makes it possible to obtain high throughput and fair resource
allocation, while being compatible with standard TCP.

B. Other Proposals

Beyond the Transmission Control Protocol several ap-
proaches have also been suggested for reliable data transport in
communication networks. Some of these protocols are partially
based on the concept of TCP, or use similar mechanisms.

Internet traffic has a complex characteristics investigated in
many papers in the last decade. Recent studies showed that
most flows are small carrying only several kilobytes of data
and short lasting less than a few seconds [26]. Rate Control
Protocol (RCP) [27] is a congestion control algorithm designed
to significantly speed up the download of short-lived flows
generated by typical applications. For example, a mid-size flow
contains 1000 packets and TCP makes them last nearly 10
times longer than it would be necessary. RCP enables flows
to finish close to the minimum possible, leading to a notable
improvement for web users and distributed file systems.

eXplicit Control Protocol (XCP) [28] uses direct congestion
notification instead of the indirect congestion indicators such
as packet loss or delay. XCP delivers the highest possible
application performance over a broad range of network in-
frastructures including high-speed and high-delay links where
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TABLE I
THE EVOLUTION OF TCP VARIANTS

Version Congestion indicator Target environment Implementation New features Published
Loss Delay Wired Wireless High-speed BSD Linux Win Mac ns-2

TCP Tahoe [2] � � � �
slow-start, congestion avoid-
ance and fast retransmit 1988

TCP Reno [3] � � � � �
fast recovery to mitigate the
impact of packet losses 1990

TCP Vegas [4] � � �
bottleneck buffer utilization
as a congestion feedback 1995

TCP NewReno [5] � � � � �
fast recovery, resistance to
multiple losses 1999

Freeze-TCP [6] � � � �
considering radio signal
quality in mobile networks 2000

TCP-Peach [7] � � �
sudden start and rapid recov-
ery for satellite networks 2001

TCP Westwood [8] � � �
estimation of the available
bandwidth 2001

ATCP [9] � � � �
detection of route changes in
ad-hoc networks 2001

TCP Nice [10] � � �
delay threshold as a sec-
ondary congestion indicator 2002

Scalable TCP [11] � � � �
MIMD congestion avoidance
algorithm 2003

TCP-LP [12] � � � �
early congestion detection to
react sooner than TCP 2003

HighSpeed TCP [13] � � � � �
AIMD mechanism as the
function of cwnd 2003

FAST TCP [14] � � � � �
updating cwnd based on dif-
ferent equations 2003

BIC TCP [15] � � � � �
binary search to find the
proper cwnd 2004

Compound TCP [16] � � � � � �
calculation of cwnd using
loss and delay components 2005

TCP-Illinois [17] � � � � �
AIMD as the function of the
queueing delay 2006

TCP Cubic [18] � � � � �
control of cwnd by applying
a cubic function 2008

LEDBAT [19] � � � � �
congestion control for low-
priority traffic 2012

of these algorithms packet loss is interpreted as the sign of a
full network buffer, from which the last incoming packet was
dropped, hence transmission rate should be reduced. Another
group of congestion control mechanisms react to the increase
observed in the round-trip time (RTT) of packets due to the
building up of queues. This approach, often referred to as
delay-based TCP, has the ability to detect congestion early
rather than merely waiting until the network gets overutilized
and packets are lost. In addition, hybrid solutions have also
been proposed, which combine the beneficial properties of
loss-based and delay-based algorithms.

During the years, the fast development of networks moti-
vated researchers to optimize TCP for certain environments
and purposes by modifying the traditional congestion control
mechanism. Since standard TCP versions (like TCP Tahoe
and Reno) failed to obtain full utilization in networks with
high-bandwidth links, new algorithms have been introduced to
improve the performance in such conditions. The most relevant
high-speed TCP versions include Scalable TCP [11], High-
Speed TCP [13], FAST TCP [14] and TCP Cubic [18]. On the
other hand, as TCP was primarily designed for wired networks,
emerging wireless communication induced a considerable re-
search work to develop TCP versions, which can provide
better performance in different kinds of wireless networks [22].
The performance issues experienced in such environments

stem from the unique characteristics of wireless links and the
packet loss model used by TCP. The problems manifest in
many applications as degradation of throughput, inefficiency
in network resource utilization and excessive interruption of
data transmissions. Modification of standard TCP for wireless
communication has been an active research area in recent
years, and many schemes have been proposed for various
environments such as cellular (e.g. Freeze-TCP [6]), satellite
(e.g. TCP-Peach [7]) and ad-hoc networks (e.g. ATCP [9]). In
real networks a traffic mix consists of hundreds or thousands
of flows generated by diverse applications and services. In
order to treat low-priority traffic (e.g. background transfers like
automatic software updates and data backups) differently from
high-priority traffic, low-priority congestion control methods
have been introduced. These protocols, such as TCP Nice [10],
TCP-LP [12] and LEDBAT [19], respond to congestion earlier
than standard TCP yielding bandwidth to competing TCP
flows with higher priority.

1) Loss-based TCP Versions: One of the earliest ap-
proaches to handle congestion was introduced in TCP
Tahoe [20], which was also served as the first practical
implementation of these control schemes in the BSD operating
system. The proposal is based on the original TCP specifi-
cation [2] and introduces new algorithms called slow-start,
congestion avoidance (AIMD: additive increase multiplicative
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decrease [23]) and fast retransmit, as well as an improved
method for round-trip time estimation. These mechanisms
allow the sender to detect available network resources and
adjust the transmission rate accordingly. However, reducing
the congestion window to one packet when a packet loss
occurs, as done by Tahoe, is a very aggressive solution.

TCP Reno [3] tackles this problem by applying a novel
method referred to as fast recovery algorithm. In case of Reno
a lost packet is detected and retransmitted if triple duplicate
acknowledgements are received or a timeout event occurs at
the sender. This mechanism makes TCP Reno effective to
recover from a single packet loss, but it still suffers from
performance degradation when multiple packets are dropped
from a window of data. To overcome this limitation a selective
acknowledgement (SACK) option has been proposed in [24].

TCP NewReno [5] is a variant of TCP Reno intended to
improve its performance when a burst of packets is lost. To
this end, NewReno modifies Reno’s fast recovery algorithm
making it possible to recover without a retransmission timeout
by resending one packet per each round-trip time until all of
the lost packets from the window have been retransmitted.

TCP Cubic [18], being an enhanced version of its prede-
cessor, BIC TCP [15], is one of the most widely used TCP
versions today since it serves as the default congestion control
algorithm of Linux operating systems. BIC TCP was originally
designed to solve the well-known RTT unfairness problem by
combining two schemes called additive increase and binary
search. TCP Cubic simplifies the window control of BIC and
it applies a cubic function in terms of the elapsed time from the
last loss event, which provides good stability and scalability.
Furthermore, it keeps the window growth rate independent of
RTT making the protocol TCP-friendly under both short and
long RTT paths.

Beside the congestion control algorithms described above,
many other solutions have been worked out to improve the
performance of standard TCP. One of the main issues is that
it takes a long time to make a full recovery from packet loss for
high-bandwidth, long-distance connections, because the con-
gestion window builds up very slowly. In order to cope with
this limitation HighSpeed TCP (HSTCP) [13] was proposed,
which can achieve better performance on high-capacity links
by modifying the congestion control algorithm for use with
large congestion windows. Scalable TCP (STCP) [11] applies
a multiplicative increase and multiplicative decrease (MIMD)
algorithm to obtain performance improvement in high-speed
networks and it can also guarantee the scalability of the pro-
tocol. TCP Westwood [8] is a sender-side modification of the
congestion control mechanism that improves the performance
of TCP Reno both in wired and wireless networks. The main
problem is that TCP Reno equally reacts to random and
congestion losses, thus cannot distinguish between them. In
fact, TCP Westwood shows moderate sensitivity to random
errors, therefore the improvement is most significant in wire-
less networks with lossy links. MultiPath TCP (MPTCP) [25]
is a recent approach for enabling the simultaneous use of
multiple IP addresses or interfaces by a modification of TCP
that presents a regular TCP interface to applications, while in
fact spreading data across several subflows.

2) Delay-based TCP Versions: TCP Vegas [4], as a pioneer
of delay-based TCPs, measures the difference (δ) between the
expected and actual throughput based on round-trip delays. If
δ is less than a lower threshold denoted by α, Vegas assumes
that the path is not congested and increases the sending rate. If
δ is larger than an upper threshold denoted by β, it is regarded
as the strong indication of congestion, hence Vegas reduces
the transmission rate. The expected throughput is calculated
by dividing the current congestion window by the minimum
RTT.

FAST TCP [14] is a congestion avoidance algorithm es-
pecially targeted for long-distance, high-latency links. FAST
determines the current congestion window size based on both
round-trip delays and packet losses over a path. The algorithm
estimates the queueing delay of the path using RTTs and if
the delay falls below a threshold, it increases the window
aggressively. If it gets closer to the threshold, the algorithm
slowly reduces the increasing rate.

3) Hybrid Solutions: Compound TCP (CTCP) [16], imple-
mented in several Microsoft Windows operating systems, is a
synergy of delay-based and loss-based approaches extending
the standard TCP Reno congestion avoidance algorithm by a
scalable, delay-based component. CTCP exploits the informa-
tion about both packet loss and delay to control the transmis-
sion rate. The delay-based component can rapidly increase the
sending rate when the network path is underutilized, but ease if
the bottleneck queue becomes full. This mechanism provides
good scalability in terms of bandwidth, and a reasonably fair
behavior.

TCP-Illinois [17] uses packet loss information to determine
whether the congestion window size should be increased or
decreased, and measures the queueing delay to determine
the amount of increment or decrement. This hybrid solution
makes it possible to obtain high throughput and fair resource
allocation, while being compatible with standard TCP.

B. Other Proposals

Beyond the Transmission Control Protocol several ap-
proaches have also been suggested for reliable data transport in
communication networks. Some of these protocols are partially
based on the concept of TCP, or use similar mechanisms.

Internet traffic has a complex characteristics investigated in
many papers in the last decade. Recent studies showed that
most flows are small carrying only several kilobytes of data
and short lasting less than a few seconds [26]. Rate Control
Protocol (RCP) [27] is a congestion control algorithm designed
to significantly speed up the download of short-lived flows
generated by typical applications. For example, a mid-size flow
contains 1000 packets and TCP makes them last nearly 10
times longer than it would be necessary. RCP enables flows
to finish close to the minimum possible, leading to a notable
improvement for web users and distributed file systems.

eXplicit Control Protocol (XCP) [28] uses direct congestion
notification instead of the indirect congestion indicators such
as packet loss or delay. XCP delivers the highest possible
application performance over a broad range of network in-
frastructures including high-speed and high-delay links where
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TABLE I
THE EVOLUTION OF TCP VARIANTS

Version Congestion indicator Target environment Implementation New features Published
Loss Delay Wired Wireless High-speed BSD Linux Win Mac ns-2

TCP Tahoe [2] � � � �
slow-start, congestion avoid-
ance and fast retransmit 1988

TCP Reno [3] � � � � �
fast recovery to mitigate the
impact of packet losses 1990

TCP Vegas [4] � � �
bottleneck buffer utilization
as a congestion feedback 1995

TCP NewReno [5] � � � � �
fast recovery, resistance to
multiple losses 1999

Freeze-TCP [6] � � � �
considering radio signal
quality in mobile networks 2000

TCP-Peach [7] � � �
sudden start and rapid recov-
ery for satellite networks 2001

TCP Westwood [8] � � �
estimation of the available
bandwidth 2001

ATCP [9] � � � �
detection of route changes in
ad-hoc networks 2001

TCP Nice [10] � � �
delay threshold as a sec-
ondary congestion indicator 2002

Scalable TCP [11] � � � �
MIMD congestion avoidance
algorithm 2003

TCP-LP [12] � � � �
early congestion detection to
react sooner than TCP 2003

HighSpeed TCP [13] � � � � �
AIMD mechanism as the
function of cwnd 2003

FAST TCP [14] � � � � �
updating cwnd based on dif-
ferent equations 2003

BIC TCP [15] � � � � �
binary search to find the
proper cwnd 2004

Compound TCP [16] � � � � � �
calculation of cwnd using
loss and delay components 2005

TCP-Illinois [17] � � � � �
AIMD as the function of the
queueing delay 2006

TCP Cubic [18] � � � � �
control of cwnd by applying
a cubic function 2008

LEDBAT [19] � � � � �
congestion control for low-
priority traffic 2012

of these algorithms packet loss is interpreted as the sign of a
full network buffer, from which the last incoming packet was
dropped, hence transmission rate should be reduced. Another
group of congestion control mechanisms react to the increase
observed in the round-trip time (RTT) of packets due to the
building up of queues. This approach, often referred to as
delay-based TCP, has the ability to detect congestion early
rather than merely waiting until the network gets overutilized
and packets are lost. In addition, hybrid solutions have also
been proposed, which combine the beneficial properties of
loss-based and delay-based algorithms.

During the years, the fast development of networks moti-
vated researchers to optimize TCP for certain environments
and purposes by modifying the traditional congestion control
mechanism. Since standard TCP versions (like TCP Tahoe
and Reno) failed to obtain full utilization in networks with
high-bandwidth links, new algorithms have been introduced to
improve the performance in such conditions. The most relevant
high-speed TCP versions include Scalable TCP [11], High-
Speed TCP [13], FAST TCP [14] and TCP Cubic [18]. On the
other hand, as TCP was primarily designed for wired networks,
emerging wireless communication induced a considerable re-
search work to develop TCP versions, which can provide
better performance in different kinds of wireless networks [22].
The performance issues experienced in such environments

stem from the unique characteristics of wireless links and the
packet loss model used by TCP. The problems manifest in
many applications as degradation of throughput, inefficiency
in network resource utilization and excessive interruption of
data transmissions. Modification of standard TCP for wireless
communication has been an active research area in recent
years, and many schemes have been proposed for various
environments such as cellular (e.g. Freeze-TCP [6]), satellite
(e.g. TCP-Peach [7]) and ad-hoc networks (e.g. ATCP [9]). In
real networks a traffic mix consists of hundreds or thousands
of flows generated by diverse applications and services. In
order to treat low-priority traffic (e.g. background transfers like
automatic software updates and data backups) differently from
high-priority traffic, low-priority congestion control methods
have been introduced. These protocols, such as TCP Nice [10],
TCP-LP [12] and LEDBAT [19], respond to congestion earlier
than standard TCP yielding bandwidth to competing TCP
flows with higher priority.

1) Loss-based TCP Versions: One of the earliest ap-
proaches to handle congestion was introduced in TCP
Tahoe [20], which was also served as the first practical
implementation of these control schemes in the BSD operating
system. The proposal is based on the original TCP specifi-
cation [2] and introduces new algorithms called slow-start,
congestion avoidance (AIMD: additive increase multiplicative
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Fig. 1. The network architecture built upon DFCP

suggest the use of fair schedulers in the network nodes. Several
implementations approximating the ideal fair scheduling, such
as Deficit Round Robin (DRR) [41], are available and can be
configured easily in routers. The feasibility of this solution
is supported by the scalability of per-flow fair queueing [42].
We note that maximal rate sending does not mean the full
utilization of the transmission capacity available at the sender
side in all cases since it would lead to the so-called dead
packet problem. This phenomenon happens when a source
transmits at a higher speed than its fair share of the bottleneck
link needlessly wasting the bandwidth on the whole path from
concurrent flows. However, there are many possible ways to
avoid this undesirable behavior, for example, by carrying a
feedback signal in the acknowledgements about the degree of
congestion at the bottleneck (see, e.g. [43]), or by estimating
the available bandwidth on the path [44].

2) Potential Benefits: The operation of DFCP has been
validated on three independent testing platforms [45] including
a laboratory testbed, the Emulab network emulation environ-
ment [46] and the ns-2 network simulator [47]. In addition,
a comprehensive performance evaluation study comparing
DFCP to the most relevant TCP versions was also presented
in [45]. The main purpose of our investigation was to un-
derstand the nature of digital fountain based communication
and to reveal its features. Measurements were performed both
on simple topologies and in multi-bottleneck networks. The
results pointed out that the new paradigm has many potential
benefits. One of the main fundamental properties of DFCP
is its high resistance to packet losses while it also shows
a moderate sensitivity to delay. The latter feature makes it
possible to eliminate the well-known RTT unfairness problem
of TCP as DFCP can provide fair bandwidth sharing among
competing flows independently of their RTTs. Another ex-
cellent improvement compared to congestion control based

data transmission is that the concept of DFCP avoids the
issues introduced by TCP’s slow-start algorithm, and hence
enables both short-lived and long-lived flows to complete
faster [48]. Furthermore, our protocol is able to obtain maxi-
mum performance even with small buffers, which could make
it attractive for all-optical networks. Finally, digital fountain
based transport guarantees good scalability and stability as
well, both in terms of performance and fairness for increasing
number of flows and link capacity.

3) Possible Applications: The proposed network architec-
ture can provide an efficient framework for numerous appli-
cations. For example, our scheme supports multipath commu-
nication, which makes it possible to achieve better network
resiliency and load balancing. Since DFCP is insensitive to
packet loss and delay, it is a good candidate for wireless
networks, as well. Moreover, the new data transfer paradigm
is closely aligned to the high utilization requirement of data
centers and the concept of all-optical networking where only
small buffers can be realized.

IV. SUMMARY

In this paper we have reviewed the evolution of trans-
port protocols since the introduction of TCP till today, and
discussed the main principles of different congestion control
schemes optimized for various target network environments.
We have also presented several alternative data transport
mechanisms developed in the past decades including recent
approaches. We claim that the main lesson learned from this
long research history of transport protocols is a need for a
paradigm shift. We advocate a promising data transfer method
for Future Internet based on digital fountain codes, which can
provide more efficient and flexible operation than TCP and
may open the way to a broad range of application areas.
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TCP performs poorly. It also introduces a novel way for
separating the efficiency and fairness policies of congestion
control, enabling routers to quickly make use of available
bandwidth while conservatively managing the allocation of the
available bandwidth to competing flows. XCP carries the per-
flow congestion state in the packet header allowing the sender
to request a desired throughput for its transmission, and XCP-
capable routers inform the senders about the degree of the
congestion at the bottleneck.

Stream Control Transmission Protocol (SCTP) [29] is a re-
liable transport protocol that provides stable, ordered delivery
of data between two endpoints by using congestion control
like TCP and also preserves data message boundaries like
UDP. However, unlike TCP and UDP, SCTP offers additional
services such as multi-homing, multi-streaming, security and
authentication.

Quick UDP Internet Connections (QUIC) [30] is a recent
approach for data transfer announced by Google in 2013.
QUIC is currently under development and has been integrated
in Google Chrome for evaluation purposes. The new protocol
supports a set multiplexed connections over UDP, and was
designed to provide security protection equivalent to TLS/SSL,
along with reduced connection and transport latency. It also
implements and applies a bandwidth estimation algorithm in
each direction in order to avoid network congestion. QUIC’s
main goal is to optimize the performance of connection-
oriented web applications and services by reducing the con-
nectivity overhead to zero RTT.

III. DIGITAL FOUNTAIN BASED COMMUNICATION

Over the years, the issues of TCP motivated researchers to
find alternative ways for data transfer beside the traditional
congestion control based approach. In 2007, GENI (Global
Environment for Network Innovations) [31] published a re-
search plan, in which they recommend the omission of the
congestion control mechanism and suggest to use efficient
erasure coding to cope with network congestion. Since then,
the questions related to this idea have been investigated only
in a few papers. Raghavan and Snoeren argue in [32] that
it may not be necessary to keep the network uncongested
to achieve good performance and fairness. They introduce
a concept called decongestion control and presume that a
protocol relying upon greedy, high-speed transmission has the
potential to perform better than TCP. Bonald et al. studied
the consequences of operating a network without congestion
control [33], and concluded that it does not inevitably lead to
congestion collapse as believed earlier.

In this section we review the related work carried out in the
field of erasure code driven data transport, then introduce and
describe a possible data transfer paradigm for Future Internet,
which applies a fundamentally different principle compared to
that of TCP. According to our concept presented in [34], con-
gestion control can be completely omitted from the transport
layer if efficient fountain coding is used as a replacement.
We propose a novel network architecture where each host
communicates by a digital fountain based transport protocol,
while fair schedulers deployed in routers are responsible for

fair bandwidth sharing among competing traffic flows. We
show that this new paradigm has many benefits and also
introduce some possible future application areas.

A. Error-Correcting Codes in Data Transport

In recent times, many research works have focused on the
application of erasure codes in data transport. A theoretical
fountain based protocol (FBP) was investigated in [35]. The
authors showed that a Nash equilibrium can be reached in
a network with FBP-based hosts resulting in a performance
similar to the case when each host uses TCP. Kumar et al.
proposed a transport protocol for wireless networks using
fountain codes [36] and analyzed its performance by a Marko-
vian stochastic model. They demonstrated through packet-
level simulations that their protocol may perform better or
worse than TCP depending on the redundancy parameter, the
number of nodes in a WLAN cell and the wireless channel
conditions. The authors of [37] designed a new TCP version
on the basis of rateless erasure codes to enhance its operation
in lossy environments. According to their results, such mod-
ification of TCP has proven to be effective in case of high
packet loss rate. Y. Cui and his colleagues proposed FMTCP
(Fountain code-based Multipath TCP) in [38], which exploits
the advantage of the fountain coding scheme to avoid the
performance degradation caused by frequent retransmissions
applied in MPTCP. The authors introduced an algorithm to
flexibly allocate encoded symbols to different subflows based
on the expected packet arrival time over different paths.

B. A Novel Data Transfer Paradigm

1) Architecture and Protocol: The key component of our
recent proposal is a new transport mechanism called Digital
Fountain based Communication Protocol (DFCP) [34], which
uses digital fountain codes to recover lost packets instead of
traditional retransmissions. Fountain codes [39] are rateless
erasure codes with the property that a potentially limitless
sequence of encoded symbols can be generated from a given
set of source symbols, such that the original source symbols
can ideally be recovered from any subset of the encoded
symbols of size equal to or only slightly larger than the number
of source symbols. Raptor codes [40] are the most efficient
ones in the family of fountain codes as they offer linear time
encoding and decoding complexity, hence the latest version of
DFCP implements this scheme.

Our vision of the future network architecture relying on
DFCP is shown in Figure 1. There are multiple senders
exchanging information with the corresponding receivers, and
each host is allowed to send at its maximum transmission
rate. Senders generate a potentially infinite stream of encoded
symbols from the original message of size k by adding a
redundancy of ϵ > 0. When any subset of size ⌈(1 + ε)k⌉
encoded symbols arrive to the receiver, high probability decod-
ing becomes possible, and fountain coding ensures that each
received packet at the destination increases the probability
of successful decoding. This approach makes it possible to
leave the network congested resulting in fully utilized links.
To ensure equal bandwidth sharing among competing flows we
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Fig. 1. The network architecture built upon DFCP

suggest the use of fair schedulers in the network nodes. Several
implementations approximating the ideal fair scheduling, such
as Deficit Round Robin (DRR) [41], are available and can be
configured easily in routers. The feasibility of this solution
is supported by the scalability of per-flow fair queueing [42].
We note that maximal rate sending does not mean the full
utilization of the transmission capacity available at the sender
side in all cases since it would lead to the so-called dead
packet problem. This phenomenon happens when a source
transmits at a higher speed than its fair share of the bottleneck
link needlessly wasting the bandwidth on the whole path from
concurrent flows. However, there are many possible ways to
avoid this undesirable behavior, for example, by carrying a
feedback signal in the acknowledgements about the degree of
congestion at the bottleneck (see, e.g. [43]), or by estimating
the available bandwidth on the path [44].

2) Potential Benefits: The operation of DFCP has been
validated on three independent testing platforms [45] including
a laboratory testbed, the Emulab network emulation environ-
ment [46] and the ns-2 network simulator [47]. In addition,
a comprehensive performance evaluation study comparing
DFCP to the most relevant TCP versions was also presented
in [45]. The main purpose of our investigation was to un-
derstand the nature of digital fountain based communication
and to reveal its features. Measurements were performed both
on simple topologies and in multi-bottleneck networks. The
results pointed out that the new paradigm has many potential
benefits. One of the main fundamental properties of DFCP
is its high resistance to packet losses while it also shows
a moderate sensitivity to delay. The latter feature makes it
possible to eliminate the well-known RTT unfairness problem
of TCP as DFCP can provide fair bandwidth sharing among
competing flows independently of their RTTs. Another ex-
cellent improvement compared to congestion control based

data transmission is that the concept of DFCP avoids the
issues introduced by TCP’s slow-start algorithm, and hence
enables both short-lived and long-lived flows to complete
faster [48]. Furthermore, our protocol is able to obtain maxi-
mum performance even with small buffers, which could make
it attractive for all-optical networks. Finally, digital fountain
based transport guarantees good scalability and stability as
well, both in terms of performance and fairness for increasing
number of flows and link capacity.

3) Possible Applications: The proposed network architec-
ture can provide an efficient framework for numerous appli-
cations. For example, our scheme supports multipath commu-
nication, which makes it possible to achieve better network
resiliency and load balancing. Since DFCP is insensitive to
packet loss and delay, it is a good candidate for wireless
networks, as well. Moreover, the new data transfer paradigm
is closely aligned to the high utilization requirement of data
centers and the concept of all-optical networking where only
small buffers can be realized.

IV. SUMMARY

In this paper we have reviewed the evolution of trans-
port protocols since the introduction of TCP till today, and
discussed the main principles of different congestion control
schemes optimized for various target network environments.
We have also presented several alternative data transport
mechanisms developed in the past decades including recent
approaches. We claim that the main lesson learned from this
long research history of transport protocols is a need for a
paradigm shift. We advocate a promising data transfer method
for Future Internet based on digital fountain codes, which can
provide more efficient and flexible operation than TCP and
may open the way to a broad range of application areas.
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TCP performs poorly. It also introduces a novel way for
separating the efficiency and fairness policies of congestion
control, enabling routers to quickly make use of available
bandwidth while conservatively managing the allocation of the
available bandwidth to competing flows. XCP carries the per-
flow congestion state in the packet header allowing the sender
to request a desired throughput for its transmission, and XCP-
capable routers inform the senders about the degree of the
congestion at the bottleneck.

Stream Control Transmission Protocol (SCTP) [29] is a re-
liable transport protocol that provides stable, ordered delivery
of data between two endpoints by using congestion control
like TCP and also preserves data message boundaries like
UDP. However, unlike TCP and UDP, SCTP offers additional
services such as multi-homing, multi-streaming, security and
authentication.

Quick UDP Internet Connections (QUIC) [30] is a recent
approach for data transfer announced by Google in 2013.
QUIC is currently under development and has been integrated
in Google Chrome for evaluation purposes. The new protocol
supports a set multiplexed connections over UDP, and was
designed to provide security protection equivalent to TLS/SSL,
along with reduced connection and transport latency. It also
implements and applies a bandwidth estimation algorithm in
each direction in order to avoid network congestion. QUIC’s
main goal is to optimize the performance of connection-
oriented web applications and services by reducing the con-
nectivity overhead to zero RTT.

III. DIGITAL FOUNTAIN BASED COMMUNICATION

Over the years, the issues of TCP motivated researchers to
find alternative ways for data transfer beside the traditional
congestion control based approach. In 2007, GENI (Global
Environment for Network Innovations) [31] published a re-
search plan, in which they recommend the omission of the
congestion control mechanism and suggest to use efficient
erasure coding to cope with network congestion. Since then,
the questions related to this idea have been investigated only
in a few papers. Raghavan and Snoeren argue in [32] that
it may not be necessary to keep the network uncongested
to achieve good performance and fairness. They introduce
a concept called decongestion control and presume that a
protocol relying upon greedy, high-speed transmission has the
potential to perform better than TCP. Bonald et al. studied
the consequences of operating a network without congestion
control [33], and concluded that it does not inevitably lead to
congestion collapse as believed earlier.

In this section we review the related work carried out in the
field of erasure code driven data transport, then introduce and
describe a possible data transfer paradigm for Future Internet,
which applies a fundamentally different principle compared to
that of TCP. According to our concept presented in [34], con-
gestion control can be completely omitted from the transport
layer if efficient fountain coding is used as a replacement.
We propose a novel network architecture where each host
communicates by a digital fountain based transport protocol,
while fair schedulers deployed in routers are responsible for

fair bandwidth sharing among competing traffic flows. We
show that this new paradigm has many benefits and also
introduce some possible future application areas.

A. Error-Correcting Codes in Data Transport

In recent times, many research works have focused on the
application of erasure codes in data transport. A theoretical
fountain based protocol (FBP) was investigated in [35]. The
authors showed that a Nash equilibrium can be reached in
a network with FBP-based hosts resulting in a performance
similar to the case when each host uses TCP. Kumar et al.
proposed a transport protocol for wireless networks using
fountain codes [36] and analyzed its performance by a Marko-
vian stochastic model. They demonstrated through packet-
level simulations that their protocol may perform better or
worse than TCP depending on the redundancy parameter, the
number of nodes in a WLAN cell and the wireless channel
conditions. The authors of [37] designed a new TCP version
on the basis of rateless erasure codes to enhance its operation
in lossy environments. According to their results, such mod-
ification of TCP has proven to be effective in case of high
packet loss rate. Y. Cui and his colleagues proposed FMTCP
(Fountain code-based Multipath TCP) in [38], which exploits
the advantage of the fountain coding scheme to avoid the
performance degradation caused by frequent retransmissions
applied in MPTCP. The authors introduced an algorithm to
flexibly allocate encoded symbols to different subflows based
on the expected packet arrival time over different paths.

B. A Novel Data Transfer Paradigm

1) Architecture and Protocol: The key component of our
recent proposal is a new transport mechanism called Digital
Fountain based Communication Protocol (DFCP) [34], which
uses digital fountain codes to recover lost packets instead of
traditional retransmissions. Fountain codes [39] are rateless
erasure codes with the property that a potentially limitless
sequence of encoded symbols can be generated from a given
set of source symbols, such that the original source symbols
can ideally be recovered from any subset of the encoded
symbols of size equal to or only slightly larger than the number
of source symbols. Raptor codes [40] are the most efficient
ones in the family of fountain codes as they offer linear time
encoding and decoding complexity, hence the latest version of
DFCP implements this scheme.

Our vision of the future network architecture relying on
DFCP is shown in Figure 1. There are multiple senders
exchanging information with the corresponding receivers, and
each host is allowed to send at its maximum transmission
rate. Senders generate a potentially infinite stream of encoded
symbols from the original message of size k by adding a
redundancy of ϵ > 0. When any subset of size ⌈(1 + ε)k⌉
encoded symbols arrive to the receiver, high probability decod-
ing becomes possible, and fountain coding ensures that each
received packet at the destination increases the probability
of successful decoding. This approach makes it possible to
leave the network congested resulting in fully utilized links.
To ensure equal bandwidth sharing among competing flows we
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Fig. 1. A retrial queue with components

For a request generated from the high priority sources there
are two possibilities. In case of the idle server the request
is transmitted directly to the server, where the request will
be served with an exponentially distributed service time. The
service rate is denoted by µ. When the request is served, it
goes back to the high priority source. In case of the busy
server, the request is sent to the orbit from the high priority
sources. From the orbit the request will retry to be served
after an exponentially distributed retrial time, the retrial rate
is denoted by ν1. Based on these random times, the order of
high priority packets arriving to the orbit may differ from the
order of packets leaving the orbit.

For a request generated from the low priority sources there
are these two possibilities, as well. In case of the idle server the
request is transmitted directly to the server, where the request
will be served with an exponentially distributed service time,
with the same service rate µ. When the request is served,
it goes back to the low priority source. In case of the busy
server, the request is sent to the orbit from the low priority
sources. From the orbit the request will retry to be served
after an exponentially distributed retrial time, the retrial rate
is denoted by ν2. Again, based on these random times, the
order of low priority packets arriving to the orbit may differ
from the order of packets leaving the orbit.

The functionality of this communication network is pre-
sented on Fig. 1.

To create a stochastic process describing the behavior of the
system the following notations are introduced (Table I contains
the overview of parameters of the network):

• k1(t) is the number of active sources in the high priority
class at time t,

• k2(t) is the number of active sources in the low priority
class at time t,

• o1(t) is the number of requests in the orbit for high
priority requests at time t,

• o2(t) is the number of requests in the orbit for low priority
requests at time t,

• y(t) = 0 if there is no request in the server at time t. The
server is available and ready to receive a job. y(t) = 1
if the server is engaged with a request coming from the

high priority class, and y(t) = 2 if the server is engaged
with a job coming from the low priority class at time t.

It is easy to see that:

k1(t) =

{
N − o1(t), y(t) = 0, 2
N − o1(t)− 1, y(t) = 1

and

k2(t) =

{
K − o2(t), y(t) = 0, 1
K − o2(t)− 1, y(t) = 2

TABLE I
LIST OF NETWORK PARAMETERS

Parameter Maximum Value at t Unit
Active high priority s. N k1(t) -
Active low priority s. K k2(t) -
High priority gen. rate λ1 1/s
Low priority gen. rate λ2 1/s
Total gen. rate λ1N + λ2K λ1k1(t) + λ2k2(t) 1/s
Requests in high pr. orbit N o1(t) -
Requests in low pr. orbit K o2(t) -
Ret. rate in high pr. orbit ν1 1/s
Ret. rate in low pr. orbit ν2 1/s
Service rate µ 1/s

In order to obtain the steady-state probabilities and perfor-
mance measures within the Markovian framework, the mathe-
matical tractability of the proposed model should be preserved.
Therefore, we follow the classical approach frequently applied
in the theory of retrial queues for the performance evaluation
of infocommunication systems, namely, the distributions of
inter-event times (i.e., request generation times for low and
high priority packets, service time, retrial times) presented in
the system are assumed to be exponentially distributed and
totally independent of each other.

Consequently, the state of the network at a time t can be
described by a Continuous Time Markov Chain (CTMC) with
3 dimensions:

X(t) = (y(t); o1(t); o2(t))

The steady-state distributions are denoted by

P (y, o1, o2) = lim
t→∞

P (y(t) = y, o1(t) = o1, o2(t) = o2)

Note that in the present case, the unique stationary dis-
tribution always exists, because the underlying CTMC is
irreducible and the state space of the CTMC is finite. For
computing the steady-state probabilities and the system char-
acteristics, the MOSEL-2 software tool is used. These compu-
tations are similar to the ones described in, for example [12],
[13].

As soon as we have calculated the distributions defined
above, the most important steady-state system performance
measures can be obtained in the following way:

• Utilization of the Server with respect to high priority
packets

US1 =

N−1∑
o1=0

K∑
o2=0

P (1, o1, o2)

Modeling a QoS classified communication in a
multiuser Wi-Fi environment

Attila Kuki, Béla Almási, Tamás Bérczes, János Sztrik

Abstract—The aim of the present paper is to propose a
finite source queueing model in order to include the random
backoff feature of the wireless communication. Two classes of
sources (high priority and low priority traffic) are included. The
random backoff feature is implemented by using retrial queues
for each traffic class. Supposing exponentially distributed inter-
event times the MOSEL software tool is used to develop the
special software to calculate the most important steady-state
performance characteristics of the system, such as utilizations,
mean orbit sizes, mean waiting times, that is mean time spent
in the orbit. It is showed how the retrial discipline effects the
mean waiting times (compared to the FIFO discipline): not only
the values, but also the form of the curve is quite different in
the case of packet reordering.

I. INTRODUCTION

The investigation of the users’ connection to a Wi-Fi access
point is a focused research area today.

For the mathematical analysis, queueing models are widely
used to create stochastic models which can be used to calculate
the most important performance characteristics of the commu-
nication systems (e.g. utilizations, response times) (see e.g.
[3], [4], [5], [6], [7], [8], [9]). Using the classic FIFO service
discipline in these models are not suitable for modeling the
wireless network environment, because the random backoff
feature of the wireless access is completely omitted. Although
the queueing model technology can be used efficiently to
model and study the influence of the priorities on the QoS
performance between the traffic classes (see [10]), but it can
be hardly used to model the wireless access feature.

In [1] the authors created a queueing model to evaluate
a sensor network environment with two quality classes of
sources. The Emergency class represents the sources of very
important communication (e.g. fire alarm), and the Normal
class represents the standard communication (e.g. temperature
data). In the model of [1] the Emergency class is served by
a FIFO queue. The FIFO discipline absolutely excludes the
ability of request reordering. The random backoff feature of
the Wi-Fi access can not be precisely described by the FIFO
discipline.

In this paper we would like to introduce a new element in
the queueing modeling of the QoS performance. The basic
idea of our solution appeared in [2], where the authors used
two orbits (retrial queues) in an infinite queueing model.
The requests staying in the orbit are randomly retrying the
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transmission, so opening the possibility of describing the
random backoff feature of the wireless network access. We
establish a finite source queueing model containing two QoS
traffic classes. For the service of the requests in each class
we use retrial systems, random backoff may occur inside the
classes too. In this paper we use finite source queueing system
to model small sized network environments, where the number
of users may not be considered as infinite.

The main contribution of the present paper is to introduce a
finite source queueing system with two orbits, which is more
suitable for modeling small environments (e.g. a picocell or
femtocell sized radio networks, where the number of sources
may not be considered as infinite). We would like to study the
system parameters of the multiuser Wi-Fi access environment
(queue length, service time etc).

The rest of the paper is organized as follows. Section
2 describes the precise mathematical model when a multi-
dimensional continuous time Markov-chain is defined for
describing the system’s dynamics. Formulas of the most
important performance measures are also discussed here. For
presentation of numerical results the MOdeling Specification
and Evaluation Language (MOSEL see [11]) tool is used. In
Section 3 we investigate a concrete environment, and we study
the effect of different parameters on the systems performance.
Finally, the conclusion closes the paper.

II. SYSTEM MODEL

For modeling the effect of the wireless access problem, let’s
see a queueing model with a single server unit, where the
jobs come from two classes of finite sources. These sources
represent the incoming packets of the Wi-Fi connected users.
The first class of sources corresponds to the high priority
sessions (eg. interactive voice or video stream), and the second
class of sources refers to the low priority sessions (eg. file
transfer or database transaction). The number of sources of the
high priority class is denoted by N , and the number of sources
of the low priority class is denoted by K. The sources of both
classes may send a new service request (ie. a new packet is
sent through the communication channel). The distribution of
the inter-request times is exponential with parameter λ1 for
the high priority packets and with parameter λ2 for the low
priority class.

Because there are no queues (buffers) for either high priority
class or low priority class, there can be at most one request in
the service area. So, the server can be engaged with a request
from the high priority class, or with a request from the low
priority class (or it can be idle).
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Fig. 1. A retrial queue with components

For a request generated from the high priority sources there
are two possibilities. In case of the idle server the request
is transmitted directly to the server, where the request will
be served with an exponentially distributed service time. The
service rate is denoted by µ. When the request is served, it
goes back to the high priority source. In case of the busy
server, the request is sent to the orbit from the high priority
sources. From the orbit the request will retry to be served
after an exponentially distributed retrial time, the retrial rate
is denoted by ν1. Based on these random times, the order of
high priority packets arriving to the orbit may differ from the
order of packets leaving the orbit.

For a request generated from the low priority sources there
are these two possibilities, as well. In case of the idle server the
request is transmitted directly to the server, where the request
will be served with an exponentially distributed service time,
with the same service rate µ. When the request is served,
it goes back to the low priority source. In case of the busy
server, the request is sent to the orbit from the low priority
sources. From the orbit the request will retry to be served
after an exponentially distributed retrial time, the retrial rate
is denoted by ν2. Again, based on these random times, the
order of low priority packets arriving to the orbit may differ
from the order of packets leaving the orbit.

The functionality of this communication network is pre-
sented on Fig. 1.

To create a stochastic process describing the behavior of the
system the following notations are introduced (Table I contains
the overview of parameters of the network):

• k1(t) is the number of active sources in the high priority
class at time t,

• k2(t) is the number of active sources in the low priority
class at time t,

• o1(t) is the number of requests in the orbit for high
priority requests at time t,

• o2(t) is the number of requests in the orbit for low priority
requests at time t,

• y(t) = 0 if there is no request in the server at time t. The
server is available and ready to receive a job. y(t) = 1
if the server is engaged with a request coming from the

high priority class, and y(t) = 2 if the server is engaged
with a job coming from the low priority class at time t.

It is easy to see that:

k1(t) =

{
N − o1(t), y(t) = 0, 2
N − o1(t)− 1, y(t) = 1

and

k2(t) =

{
K − o2(t), y(t) = 0, 1
K − o2(t)− 1, y(t) = 2

TABLE I
LIST OF NETWORK PARAMETERS

Parameter Maximum Value at t Unit
Active high priority s. N k1(t) -
Active low priority s. K k2(t) -
High priority gen. rate λ1 1/s
Low priority gen. rate λ2 1/s
Total gen. rate λ1N + λ2K λ1k1(t) + λ2k2(t) 1/s
Requests in high pr. orbit N o1(t) -
Requests in low pr. orbit K o2(t) -
Ret. rate in high pr. orbit ν1 1/s
Ret. rate in low pr. orbit ν2 1/s
Service rate µ 1/s

In order to obtain the steady-state probabilities and perfor-
mance measures within the Markovian framework, the mathe-
matical tractability of the proposed model should be preserved.
Therefore, we follow the classical approach frequently applied
in the theory of retrial queues for the performance evaluation
of infocommunication systems, namely, the distributions of
inter-event times (i.e., request generation times for low and
high priority packets, service time, retrial times) presented in
the system are assumed to be exponentially distributed and
totally independent of each other.

Consequently, the state of the network at a time t can be
described by a Continuous Time Markov Chain (CTMC) with
3 dimensions:

X(t) = (y(t); o1(t); o2(t))

The steady-state distributions are denoted by

P (y, o1, o2) = lim
t→∞

P (y(t) = y, o1(t) = o1, o2(t) = o2)

Note that in the present case, the unique stationary dis-
tribution always exists, because the underlying CTMC is
irreducible and the state space of the CTMC is finite. For
computing the steady-state probabilities and the system char-
acteristics, the MOSEL-2 software tool is used. These compu-
tations are similar to the ones described in, for example [12],
[13].

As soon as we have calculated the distributions defined
above, the most important steady-state system performance
measures can be obtained in the following way:

• Utilization of the Server with respect to high priority
packets

US1 =

N−1∑
o1=0

K∑
o2=0

P (1, o1, o2)

Modeling a QoS classified communication in a
multiuser Wi-Fi environment
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I. INTRODUCTION

The investigation of the users’ connection to a Wi-Fi access
point is a focused research area today.

For the mathematical analysis, queueing models are widely
used to create stochastic models which can be used to calculate
the most important performance characteristics of the commu-
nication systems (e.g. utilizations, response times) (see e.g.
[3], [4], [5], [6], [7], [8], [9]). Using the classic FIFO service
discipline in these models are not suitable for modeling the
wireless network environment, because the random backoff
feature of the wireless access is completely omitted. Although
the queueing model technology can be used efficiently to
model and study the influence of the priorities on the QoS
performance between the traffic classes (see [10]), but it can
be hardly used to model the wireless access feature.

In [1] the authors created a queueing model to evaluate
a sensor network environment with two quality classes of
sources. The Emergency class represents the sources of very
important communication (e.g. fire alarm), and the Normal
class represents the standard communication (e.g. temperature
data). In the model of [1] the Emergency class is served by
a FIFO queue. The FIFO discipline absolutely excludes the
ability of request reordering. The random backoff feature of
the Wi-Fi access can not be precisely described by the FIFO
discipline.

In this paper we would like to introduce a new element in
the queueing modeling of the QoS performance. The basic
idea of our solution appeared in [2], where the authors used
two orbits (retrial queues) in an infinite queueing model.
The requests staying in the orbit are randomly retrying the
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transmission, so opening the possibility of describing the
random backoff feature of the wireless network access. We
establish a finite source queueing model containing two QoS
traffic classes. For the service of the requests in each class
we use retrial systems, random backoff may occur inside the
classes too. In this paper we use finite source queueing system
to model small sized network environments, where the number
of users may not be considered as infinite.

The main contribution of the present paper is to introduce a
finite source queueing system with two orbits, which is more
suitable for modeling small environments (e.g. a picocell or
femtocell sized radio networks, where the number of sources
may not be considered as infinite). We would like to study the
system parameters of the multiuser Wi-Fi access environment
(queue length, service time etc).

The rest of the paper is organized as follows. Section
2 describes the precise mathematical model when a multi-
dimensional continuous time Markov-chain is defined for
describing the system’s dynamics. Formulas of the most
important performance measures are also discussed here. For
presentation of numerical results the MOdeling Specification
and Evaluation Language (MOSEL see [11]) tool is used. In
Section 3 we investigate a concrete environment, and we study
the effect of different parameters on the systems performance.
Finally, the conclusion closes the paper.

II. SYSTEM MODEL

For modeling the effect of the wireless access problem, let’s
see a queueing model with a single server unit, where the
jobs come from two classes of finite sources. These sources
represent the incoming packets of the Wi-Fi connected users.
The first class of sources corresponds to the high priority
sessions (eg. interactive voice or video stream), and the second
class of sources refers to the low priority sessions (eg. file
transfer or database transaction). The number of sources of the
high priority class is denoted by N , and the number of sources
of the low priority class is denoted by K. The sources of both
classes may send a new service request (ie. a new packet is
sent through the communication channel). The distribution of
the inter-request times is exponential with parameter λ1 for
the high priority packets and with parameter λ2 for the low
priority class.

Because there are no queues (buffers) for either high priority
class or low priority class, there can be at most one request in
the service area. So, the server can be engaged with a request
from the high priority class, or with a request from the low
priority class (or it can be idle).
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• Utilization of the Server with respect to low priority
packets

US2 =

N∑
o1=0

K−1∑
o2=0

P (2, o1, o2)

• Overall utilization of the Server

US = US1 + US2

• Mean number of jobs in the orbit for high priority
requests

O1 = E(o1(t)) =

=
2∑

y=0

N∑
o1=0

K∑
o2=0

o1P (y, o1, o2)

• Mean number of jobs in the orbit for low priority requests

O2 = E(o2(t)) =

=
2∑

y=0

N∑
o1=0

K∑
o2=0

o2P (y, o1, o2)

• Mean number of high priority jobs in the network

M1 = O1 + US1

• Mean number of low priority jobs in the network

M2 = O2 + US2

• Mean number of jobs in the network

M = M1 +M2

• Mean number of active high priority sources

Λ1 = N −M1

• Mean number of active low priority sources

Λ2 = K −M2

• Mean generation rate of high priority sources

λ1 = λ1Λ1

• Mean generation rate of low priority sources

λ2 = λ2Λ2

• Mean waiting time in orbit for high priority requests

W1 =
O1

λ1

• Mean waiting time in orbit for low priority requests

W2 =
O2

λ2

• Mean response time of high priority requests

T1 =
M1

λ1

• Mean response time of low priority requests

T2 =
M2

λ2

III. NUMERICAL RESULTS

Investigating the functionality and the behavior of the
system several numerical calculations were performed. From
the steady-state probabilities computed by MOSEL-2 tool the
most interesting performance characteristics were obtained,
which are graphically presented in this section. The numerical
values of the model parameters are described in Table I and in
Table II. In the calculations a single variable λ is used for the
generation rates. The high priority generation rate is λ1 = λ,
and the low priority generation rate is λ2 = 2λ.

On the Figures 2 - 8 the three different lines represent the
effects of different retrial rates in the orbit for the high priority
requests (ν1 = 2 : blue lines, dotted with rhombus, ν1 = 4
: red lines, dotted with squares, ν1 = 8 : green lines, dotted
with triangles). On Figure 9 the two lines correspond to the
different functionality of the server (described in [1]).

TABLE II
NUMERICAL VALUES OF MODEL PARAMETERS

Case studies
No. N K λ ν1 ν2 µ y-axis
Fig. 2 50 50 x− axis, [0.1..1] 2, 4, 8 2 20 O1

Fig. 3 50 50 x− axis, [0.1..1] 2, 4, 8 2 20 O2

Fig. 4 50 50 x− axis, [0.1..4.6] 2, 4, 8 2 20 W1

Fig. 5 50 50 x− axis, [0.1..4.6] 2, 4, 8 2 20 W2

Fig. 6 50 50 x− axis, [0.1..1] 2, 4, 8 2 20 Us

Fig. 7 50 50 x− axis, [0.1..1] 2, 4, 8 2 20 Us1

Fig. 8 50 50 x− axis, [0.1..1] 2, 4, 8 2 20 Us2

Fig. 8 50 50 x− axis, [0.1..4.6] 2 2 20 O2

On Figure 2 the mean orbit size is displayed for high priority
requests. When the generation rate is increased, the size of the
orbit will be larger. The size of the orbit depends on the retrial
rate, as well. In case of lower retrial rate, the size of orbit will
be significantly larger.

Figure 3 shows the size of the orbit for low priority requests.
Compared to Figure 2, a reverse tendency can be observed
here. As we increase the retrial rate of the orbit for high
priority requests, the low priority requests will have difficulties
reaching the server (higher value of ν1 implies larger O2). In
addition, the size of orbit for low priority request fills up faster
than the size of the other orbit. This is a straight consequence
of the larger generation rate for low priority requests.

Figure 4 displays the Overall Utilization of the Server as
function of λ. The utilization of the server (Us) rises dramat-
ically at the beginning: at value of λ = 0.3 the utilization
equals to 85 percent.

On Figures 5 and 6 the utilization of the server with respect
to high and low priority requests are shown. In cases of higher
values of ν1 the Us1 values will be greater. Reverse effect
stands for low priority requests, because for higher values of
ν1 (high priority retrial rate), larger number of high priority
service demand will be present in the system. If ν2 = ν1 = 2,
the server utilization curves for the two priority classes are
the same (the blue lines. When the retrial rate of ν1 is greater
than ν2 (red and green lines), the lines have maximum points.
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III. NUMERICAL RESULTS

Investigating the functionality and the behavior of the
system several numerical calculations were performed. From
the steady-state probabilities computed by MOSEL-2 tool the
most interesting performance characteristics were obtained,
which are graphically presented in this section. The numerical
values of the model parameters are described in Table I and in
Table II. In the calculations a single variable λ is used for the
generation rates. The high priority generation rate is λ1 = λ,
and the low priority generation rate is λ2 = 2λ.

On the Figures 2 - 8 the three different lines represent the
effects of different retrial rates in the orbit for the high priority
requests (ν1 = 2 : blue lines, dotted with rhombus, ν1 = 4
: red lines, dotted with squares, ν1 = 8 : green lines, dotted
with triangles). On Figure 9 the two lines correspond to the
different functionality of the server (described in [1]).

TABLE II
NUMERICAL VALUES OF MODEL PARAMETERS

Case studies
No. N K λ ν1 ν2 µ y-axis
Fig. 2 50 50 x− axis, [0.1..1] 2, 4, 8 2 20 O1

Fig. 3 50 50 x− axis, [0.1..1] 2, 4, 8 2 20 O2

Fig. 4 50 50 x− axis, [0.1..4.6] 2, 4, 8 2 20 W1

Fig. 5 50 50 x− axis, [0.1..4.6] 2, 4, 8 2 20 W2

Fig. 6 50 50 x− axis, [0.1..1] 2, 4, 8 2 20 Us

Fig. 7 50 50 x− axis, [0.1..1] 2, 4, 8 2 20 Us1

Fig. 8 50 50 x− axis, [0.1..1] 2, 4, 8 2 20 Us2

Fig. 8 50 50 x− axis, [0.1..4.6] 2 2 20 O2

On Figure 2 the mean orbit size is displayed for high priority
requests. When the generation rate is increased, the size of the
orbit will be larger. The size of the orbit depends on the retrial
rate, as well. In case of lower retrial rate, the size of orbit will
be significantly larger.

Figure 3 shows the size of the orbit for low priority requests.
Compared to Figure 2, a reverse tendency can be observed
here. As we increase the retrial rate of the orbit for high
priority requests, the low priority requests will have difficulties
reaching the server (higher value of ν1 implies larger O2). In
addition, the size of orbit for low priority request fills up faster
than the size of the other orbit. This is a straight consequence
of the larger generation rate for low priority requests.

Figure 4 displays the Overall Utilization of the Server as
function of λ. The utilization of the server (Us) rises dramat-
ically at the beginning: at value of λ = 0.3 the utilization
equals to 85 percent.

On Figures 5 and 6 the utilization of the server with respect
to high and low priority requests are shown. In cases of higher
values of ν1 the Us1 values will be greater. Reverse effect
stands for low priority requests, because for higher values of
ν1 (high priority retrial rate), larger number of high priority
service demand will be present in the system. If ν2 = ν1 = 2,
the server utilization curves for the two priority classes are
the same (the blue lines. When the retrial rate of ν1 is greater
than ν2 (red and green lines), the lines have maximum points.
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III. NUMERICAL RESULTS

Investigating the functionality and the behavior of the
system several numerical calculations were performed. From
the steady-state probabilities computed by MOSEL-2 tool the
most interesting performance characteristics were obtained,
which are graphically presented in this section. The numerical
values of the model parameters are described in Table I and in
Table II. In the calculations a single variable λ is used for the
generation rates. The high priority generation rate is λ1 = λ,
and the low priority generation rate is λ2 = 2λ.

On the Figures 2 - 8 the three different lines represent the
effects of different retrial rates in the orbit for the high priority
requests (ν1 = 2 : blue lines, dotted with rhombus, ν1 = 4
: red lines, dotted with squares, ν1 = 8 : green lines, dotted
with triangles). On Figure 9 the two lines correspond to the
different functionality of the server (described in [1]).

TABLE II
NUMERICAL VALUES OF MODEL PARAMETERS

Case studies
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Fig. 2 50 50 x− axis, [0.1..1] 2, 4, 8 2 20 O1

Fig. 3 50 50 x− axis, [0.1..1] 2, 4, 8 2 20 O2

Fig. 4 50 50 x− axis, [0.1..4.6] 2, 4, 8 2 20 W1
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Fig. 6 50 50 x− axis, [0.1..1] 2, 4, 8 2 20 Us

Fig. 7 50 50 x− axis, [0.1..1] 2, 4, 8 2 20 Us1
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On Figure 2 the mean orbit size is displayed for high priority
requests. When the generation rate is increased, the size of the
orbit will be larger. The size of the orbit depends on the retrial
rate, as well. In case of lower retrial rate, the size of orbit will
be significantly larger.

Figure 3 shows the size of the orbit for low priority requests.
Compared to Figure 2, a reverse tendency can be observed
here. As we increase the retrial rate of the orbit for high
priority requests, the low priority requests will have difficulties
reaching the server (higher value of ν1 implies larger O2). In
addition, the size of orbit for low priority request fills up faster
than the size of the other orbit. This is a straight consequence
of the larger generation rate for low priority requests.

Figure 4 displays the Overall Utilization of the Server as
function of λ. The utilization of the server (Us) rises dramat-
ically at the beginning: at value of λ = 0.3 the utilization
equals to 85 percent.

On Figures 5 and 6 the utilization of the server with respect
to high and low priority requests are shown. In cases of higher
values of ν1 the Us1 values will be greater. Reverse effect
stands for low priority requests, because for higher values of
ν1 (high priority retrial rate), larger number of high priority
service demand will be present in the system. If ν2 = ν1 = 2,
the server utilization curves for the two priority classes are
the same (the blue lines. When the retrial rate of ν1 is greater
than ν2 (red and green lines), the lines have maximum points.

Fig. 2. Mean orbit size for high priority requests vs λ

For small values of generation rates the probabilities of CPU
serves low priority requests are increasing, and higher values
of generation rates the large number of high priority retrials
will lower the considered probabilities. On Figure 4 it can be
seen, that for higher values of generation rate (greater than
0.4) the utilization is almost constant (0.9). As Us1 increases
with the higher generation rates, too, consequently Us2 has to
be decreased.

In the Figures 7 and 8 we would like to investigate the
effect of the random backoff feature on the mean waiting times
(i.e. the mean times spent in the orbits). The parameters of
these performance measures were the same like it was in [1].
Obviously, the larger generation rates will cause more time
spent in the orbits. Because of the larger generation rate, for
low priority requests W2 increases faster than W1 for high
priority requests. Comparing the Figure 8 to the one presented
in [1] (see Figure 9) we can see big differences caused by
replacing the FIFO queue with an orbit: the values of the mean
waiting times in the case of using FIFO discipline for the high
priority requests are quite larger than in the case of using two
orbits (the case for modeling the random backoff feature of
the wireless access). On the other hand, it can be stated, that
the functionalities of orbits connected with an other orbit and
connected with a FIFO queue are different. In model of [1]
the curves are first concave, then turn into convex, in recent
model they are first convex, then change into concave. Thus the
presence of the wireless access issue in the high priority class
(which are not present in model of [1]) changes significantly
the working conditions for the low priority class.

IV. CONCLUSION

In this paper a finite source queueing model was created
in order to include the wireless network access feature of the
communication. Two classes of sources (high priority and low
priority traffic) were investigated. The random backoff feature
of the Wi-fi access was implemented by using retrial queues
for each traffic class. The conceptual working scheme of the
model was described by a multidimensional Markov Chain,
and the MOSEL software tool was used to develop the special
software in order to calculate the most important steady-state
performance characteristics of the system. At the end of the
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III. NUMERICAL RESULTS

Investigating the functionality and the behavior of the
system several numerical calculations were performed. From
the steady-state probabilities computed by MOSEL-2 tool the
most interesting performance characteristics were obtained,
which are graphically presented in this section. The numerical
values of the model parameters are described in Table I and in
Table II. In the calculations a single variable λ is used for the
generation rates. The high priority generation rate is λ1 = λ,
and the low priority generation rate is λ2 = 2λ.

On the Figures 2 - 8 the three different lines represent the
effects of different retrial rates in the orbit for the high priority
requests (ν1 = 2 : blue lines, dotted with rhombus, ν1 = 4
: red lines, dotted with squares, ν1 = 8 : green lines, dotted
with triangles). On Figure 9 the two lines correspond to the
different functionality of the server (described in [1]).

TABLE II
NUMERICAL VALUES OF MODEL PARAMETERS

Case studies
No. N K λ ν1 ν2 µ y-axis
Fig. 2 50 50 x− axis, [0.1..1] 2, 4, 8 2 20 O1

Fig. 3 50 50 x− axis, [0.1..1] 2, 4, 8 2 20 O2

Fig. 4 50 50 x− axis, [0.1..4.6] 2, 4, 8 2 20 W1

Fig. 5 50 50 x− axis, [0.1..4.6] 2, 4, 8 2 20 W2

Fig. 6 50 50 x− axis, [0.1..1] 2, 4, 8 2 20 Us

Fig. 7 50 50 x− axis, [0.1..1] 2, 4, 8 2 20 Us1

Fig. 8 50 50 x− axis, [0.1..1] 2, 4, 8 2 20 Us2

Fig. 8 50 50 x− axis, [0.1..4.6] 2 2 20 O2

On Figure 2 the mean orbit size is displayed for high priority
requests. When the generation rate is increased, the size of the
orbit will be larger. The size of the orbit depends on the retrial
rate, as well. In case of lower retrial rate, the size of orbit will
be significantly larger.

Figure 3 shows the size of the orbit for low priority requests.
Compared to Figure 2, a reverse tendency can be observed
here. As we increase the retrial rate of the orbit for high
priority requests, the low priority requests will have difficulties
reaching the server (higher value of ν1 implies larger O2). In
addition, the size of orbit for low priority request fills up faster
than the size of the other orbit. This is a straight consequence
of the larger generation rate for low priority requests.

Figure 4 displays the Overall Utilization of the Server as
function of λ. The utilization of the server (Us) rises dramat-
ically at the beginning: at value of λ = 0.3 the utilization
equals to 85 percent.

On Figures 5 and 6 the utilization of the server with respect
to high and low priority requests are shown. In cases of higher
values of ν1 the Us1 values will be greater. Reverse effect
stands for low priority requests, because for higher values of
ν1 (high priority retrial rate), larger number of high priority
service demand will be present in the system. If ν2 = ν1 = 2,
the server utilization curves for the two priority classes are
the same (the blue lines. When the retrial rate of ν1 is greater
than ν2 (red and green lines), the lines have maximum points.
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III. NUMERICAL RESULTS

Investigating the functionality and the behavior of the
system several numerical calculations were performed. From
the steady-state probabilities computed by MOSEL-2 tool the
most interesting performance characteristics were obtained,
which are graphically presented in this section. The numerical
values of the model parameters are described in Table I and in
Table II. In the calculations a single variable λ is used for the
generation rates. The high priority generation rate is λ1 = λ,
and the low priority generation rate is λ2 = 2λ.

On the Figures 2 - 8 the three different lines represent the
effects of different retrial rates in the orbit for the high priority
requests (ν1 = 2 : blue lines, dotted with rhombus, ν1 = 4
: red lines, dotted with squares, ν1 = 8 : green lines, dotted
with triangles). On Figure 9 the two lines correspond to the
different functionality of the server (described in [1]).

TABLE II
NUMERICAL VALUES OF MODEL PARAMETERS

Case studies
No. N K λ ν1 ν2 µ y-axis
Fig. 2 50 50 x− axis, [0.1..1] 2, 4, 8 2 20 O1

Fig. 3 50 50 x− axis, [0.1..1] 2, 4, 8 2 20 O2

Fig. 4 50 50 x− axis, [0.1..4.6] 2, 4, 8 2 20 W1

Fig. 5 50 50 x− axis, [0.1..4.6] 2, 4, 8 2 20 W2
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Fig. 7 50 50 x− axis, [0.1..1] 2, 4, 8 2 20 Us1

Fig. 8 50 50 x− axis, [0.1..1] 2, 4, 8 2 20 Us2
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On Figure 2 the mean orbit size is displayed for high priority
requests. When the generation rate is increased, the size of the
orbit will be larger. The size of the orbit depends on the retrial
rate, as well. In case of lower retrial rate, the size of orbit will
be significantly larger.

Figure 3 shows the size of the orbit for low priority requests.
Compared to Figure 2, a reverse tendency can be observed
here. As we increase the retrial rate of the orbit for high
priority requests, the low priority requests will have difficulties
reaching the server (higher value of ν1 implies larger O2). In
addition, the size of orbit for low priority request fills up faster
than the size of the other orbit. This is a straight consequence
of the larger generation rate for low priority requests.

Figure 4 displays the Overall Utilization of the Server as
function of λ. The utilization of the server (Us) rises dramat-
ically at the beginning: at value of λ = 0.3 the utilization
equals to 85 percent.

On Figures 5 and 6 the utilization of the server with respect
to high and low priority requests are shown. In cases of higher
values of ν1 the Us1 values will be greater. Reverse effect
stands for low priority requests, because for higher values of
ν1 (high priority retrial rate), larger number of high priority
service demand will be present in the system. If ν2 = ν1 = 2,
the server utilization curves for the two priority classes are
the same (the blue lines. When the retrial rate of ν1 is greater
than ν2 (red and green lines), the lines have maximum points.
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III. NUMERICAL RESULTS

Investigating the functionality and the behavior of the
system several numerical calculations were performed. From
the steady-state probabilities computed by MOSEL-2 tool the
most interesting performance characteristics were obtained,
which are graphically presented in this section. The numerical
values of the model parameters are described in Table I and in
Table II. In the calculations a single variable λ is used for the
generation rates. The high priority generation rate is λ1 = λ,
and the low priority generation rate is λ2 = 2λ.

On the Figures 2 - 8 the three different lines represent the
effects of different retrial rates in the orbit for the high priority
requests (ν1 = 2 : blue lines, dotted with rhombus, ν1 = 4
: red lines, dotted with squares, ν1 = 8 : green lines, dotted
with triangles). On Figure 9 the two lines correspond to the
different functionality of the server (described in [1]).
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Fig. 2 50 50 x− axis, [0.1..1] 2, 4, 8 2 20 O1
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On Figure 2 the mean orbit size is displayed for high priority
requests. When the generation rate is increased, the size of the
orbit will be larger. The size of the orbit depends on the retrial
rate, as well. In case of lower retrial rate, the size of orbit will
be significantly larger.

Figure 3 shows the size of the orbit for low priority requests.
Compared to Figure 2, a reverse tendency can be observed
here. As we increase the retrial rate of the orbit for high
priority requests, the low priority requests will have difficulties
reaching the server (higher value of ν1 implies larger O2). In
addition, the size of orbit for low priority request fills up faster
than the size of the other orbit. This is a straight consequence
of the larger generation rate for low priority requests.

Figure 4 displays the Overall Utilization of the Server as
function of λ. The utilization of the server (Us) rises dramat-
ically at the beginning: at value of λ = 0.3 the utilization
equals to 85 percent.

On Figures 5 and 6 the utilization of the server with respect
to high and low priority requests are shown. In cases of higher
values of ν1 the Us1 values will be greater. Reverse effect
stands for low priority requests, because for higher values of
ν1 (high priority retrial rate), larger number of high priority
service demand will be present in the system. If ν2 = ν1 = 2,
the server utilization curves for the two priority classes are
the same (the blue lines. When the retrial rate of ν1 is greater
than ν2 (red and green lines), the lines have maximum points.

Fig. 2. Mean orbit size for high priority requests vs λ

For small values of generation rates the probabilities of CPU
serves low priority requests are increasing, and higher values
of generation rates the large number of high priority retrials
will lower the considered probabilities. On Figure 4 it can be
seen, that for higher values of generation rate (greater than
0.4) the utilization is almost constant (0.9). As Us1 increases
with the higher generation rates, too, consequently Us2 has to
be decreased.

In the Figures 7 and 8 we would like to investigate the
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paper we showed how the feature of the random backoff effects
the mean waiting times (compared to the FIFO discipline):
not only the values, but also the form of the curve is quite
different in the case of the considered wireless communication
environment.
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The work of Tamás Bérczes was realized in the frames
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serves low priority requests are increasing, and higher values
of generation rates the large number of high priority retrials
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seen, that for higher values of generation rate (greater than
0.4) the utilization is almost constant (0.9). As Us1 increases
with the higher generation rates, too, consequently Us2 has to
be decreased.

In the Figures 7 and 8 we would like to investigate the
effect of the random backoff feature on the mean waiting times
(i.e. the mean times spent in the orbits). The parameters of
these performance measures were the same like it was in [1].
Obviously, the larger generation rates will cause more time
spent in the orbits. Because of the larger generation rate, for
low priority requests W2 increases faster than W1 for high
priority requests. Comparing the Figure 8 to the one presented
in [1] (see Figure 9) we can see big differences caused by
replacing the FIFO queue with an orbit: the values of the mean
waiting times in the case of using FIFO discipline for the high
priority requests are quite larger than in the case of using two
orbits (the case for modeling the random backoff feature of
the wireless access). On the other hand, it can be stated, that
the functionalities of orbits connected with an other orbit and
connected with a FIFO queue are different. In model of [1]
the curves are first concave, then turn into convex, in recent
model they are first convex, then change into concave. Thus the
presence of the wireless access issue in the high priority class
(which are not present in model of [1]) changes significantly
the working conditions for the low priority class.
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In this paper a finite source queueing model was created
in order to include the wireless network access feature of the
communication. Two classes of sources (high priority and low
priority traffic) were investigated. The random backoff feature
of the Wi-fi access was implemented by using retrial queues
for each traffic class. The conceptual working scheme of the
model was described by a multidimensional Markov Chain,
and the MOSEL software tool was used to develop the special
software in order to calculate the most important steady-state
performance characteristics of the system. At the end of the
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• Mean number of high priority jobs in the network

M1 = O1 + US1

• Mean number of low priority jobs in the network

M2 = O2 + US2

• Mean number of jobs in the network

M = M1 +M2

• Mean number of active high priority sources

Λ1 = N −M1

• Mean number of active low priority sources

Λ2 = K −M2

• Mean generation rate of high priority sources

λ1 = λ1Λ1

• Mean generation rate of low priority sources

λ2 = λ2Λ2

• Mean waiting time in orbit for high priority requests

W1 =
O1

λ1

• Mean waiting time in orbit for low priority requests

W2 =
O2

λ2

• Mean response time of high priority requests

T1 =
M1

λ1

• Mean response time of low priority requests

T2 =
M2

λ2

III. NUMERICAL RESULTS

Investigating the functionality and the behavior of the
system several numerical calculations were performed. From
the steady-state probabilities computed by MOSEL-2 tool the
most interesting performance characteristics were obtained,
which are graphically presented in this section. The numerical
values of the model parameters are described in Table I and in
Table II. In the calculations a single variable λ is used for the
generation rates. The high priority generation rate is λ1 = λ,
and the low priority generation rate is λ2 = 2λ.

On the Figures 2 - 8 the three different lines represent the
effects of different retrial rates in the orbit for the high priority
requests (ν1 = 2 : blue lines, dotted with rhombus, ν1 = 4
: red lines, dotted with squares, ν1 = 8 : green lines, dotted
with triangles). On Figure 9 the two lines correspond to the
different functionality of the server (described in [1]).

TABLE II
NUMERICAL VALUES OF MODEL PARAMETERS

Case studies
No. N K λ ν1 ν2 µ y-axis
Fig. 2 50 50 x− axis, [0.1..1] 2, 4, 8 2 20 O1

Fig. 3 50 50 x− axis, [0.1..1] 2, 4, 8 2 20 O2

Fig. 4 50 50 x− axis, [0.1..4.6] 2, 4, 8 2 20 W1

Fig. 5 50 50 x− axis, [0.1..4.6] 2, 4, 8 2 20 W2

Fig. 6 50 50 x− axis, [0.1..1] 2, 4, 8 2 20 Us

Fig. 7 50 50 x− axis, [0.1..1] 2, 4, 8 2 20 Us1

Fig. 8 50 50 x− axis, [0.1..1] 2, 4, 8 2 20 Us2

Fig. 8 50 50 x− axis, [0.1..4.6] 2 2 20 O2

On Figure 2 the mean orbit size is displayed for high priority
requests. When the generation rate is increased, the size of the
orbit will be larger. The size of the orbit depends on the retrial
rate, as well. In case of lower retrial rate, the size of orbit will
be significantly larger.

Figure 3 shows the size of the orbit for low priority requests.
Compared to Figure 2, a reverse tendency can be observed
here. As we increase the retrial rate of the orbit for high
priority requests, the low priority requests will have difficulties
reaching the server (higher value of ν1 implies larger O2). In
addition, the size of orbit for low priority request fills up faster
than the size of the other orbit. This is a straight consequence
of the larger generation rate for low priority requests.

Figure 4 displays the Overall Utilization of the Server as
function of λ. The utilization of the server (Us) rises dramat-
ically at the beginning: at value of λ = 0.3 the utilization
equals to 85 percent.

On Figures 5 and 6 the utilization of the server with respect
to high and low priority requests are shown. In cases of higher
values of ν1 the Us1 values will be greater. Reverse effect
stands for low priority requests, because for higher values of
ν1 (high priority retrial rate), larger number of high priority
service demand will be present in the system. If ν2 = ν1 = 2,
the server utilization curves for the two priority classes are
the same (the blue lines. When the retrial rate of ν1 is greater
than ν2 (red and green lines), the lines have maximum points.
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Fig. 6. Utilization of server for low priority packets vs λ

Fig. 7. Mean time spent in orbit for high priority requests vs λ

paper we showed how the feature of the random backoff effects
the mean waiting times (compared to the FIFO discipline):
not only the values, but also the form of the curve is quite
different in the case of the considered wireless communication
environment.
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[10] Szilágyi, Sz. Almási, B. ”A Review of Congestion Management
Algorithms on Cisco Routers,” Journal of Computer Science and Control
Systems vol. 5, no. 1, pp. 103-107, 2005.

[11] Begain, K., Bolch, G., and Herold, H. ”Practical Performance Modeling,
Application of the MOSEL Language,” Kluwer Academic Publisher,
Boston, 2001.

Fig. 6. Utilization of server for low priority packets vs λ

Fig. 7. Mean time spent in orbit for high priority requests vs λ

paper we showed how the feature of the random backoff effects
the mean waiting times (compared to the FIFO discipline):
not only the values, but also the form of the curve is quite
different in the case of the considered wireless communication
environment.

ACKNOWLEDGMENT

The research of A. Kuki and B. Almási was supported by the
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[10] Szilágyi, Sz. Almási, B. ”A Review of Congestion Management
Algorithms on Cisco Routers,” Journal of Computer Science and Control
Systems vol. 5, no. 1, pp. 103-107, 2005.

[11] Begain, K., Bolch, G., and Herold, H. ”Practical Performance Modeling,
Application of the MOSEL Language,” Kluwer Academic Publisher,
Boston, 2001.

Fig. 6. Utilization of server for low priority packets vs λ

Fig. 7. Mean time spent in orbit for high priority requests vs λ

paper we showed how the feature of the random backoff effects
the mean waiting times (compared to the FIFO discipline):
not only the values, but also the form of the curve is quite
different in the case of the considered wireless communication
environment.

ACKNOWLEDGMENT

The research of A. Kuki and B. Almási was supported by the
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The work of Tamás Bérczes was realized in the frames
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[3] H. T. Tran, T. V. Do, László Pap ”Analysis of a queue with two priority
classes and feedback controls,” Vietnam J. Computer Science 1(2): 71-78
(2014).

[4] Artalejo, J., and Gomez-Corral A. ”Retrial Queueing Systems,” Springer,
Berlin, 2008

[5] Basharin, G. P., Samouylov, K. E., Yarkina, N. V. and Gudkova, I. A.
”A new stage in mathematical teletraffic theory,” Automation Remote
Control, vol. 70, no. 12 pp. 1954-1964, 2009.

[6] Feng, W., and Kowada, M. ”Performance analysis of wireless mobile
networks with queueing priority and guard channels,” International
Transactions on Operational Research, no. 15, pp. 481- 508, 2008.

[7] Lakatos, L., Szeidl, L., and Telek, M. ”Introduction to queuing systems
with telecommunication applications,” Springer, Heidelgerg, 2013.

[8] Ponomarenko, L., Kim, C. S., and Melikov, A. ”Performance analysis
and optimization of multi-traffic on communication networks,” Springer,
Heidelgerg, 2010.

[9] Stasiak, M., Glabowski, M., Wishniewski, A., and Zwierzykowski, P.
”Modeling and dimensioning of mobile networks,” John Wiley, Chich-
ester, 2011.
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Tamás Bérczes received his MSc Degree in Math-
ematics in 2000. at the University of Debrecen,
Hungary. He is currently assistant professor at the
Department of Informatics Systems and Networks
of the same university. He received his Ph.D. in
2011. His primary research interests are performance
analysis of retrial queues and their application.
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of TÁMOP 4.2.4. A/2-11-1-2012-0001 National Excellence
Program - Elaborating and operating an inland student and
researcher personal support system. The project was subsi-
dized by the European Union and co-financed by the European
Social Fund.

REFERENCES
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Abstract — In this paper we provide an extensive 
performance evaluation of an already introduced advanced 
handover management solution which aimed at providing 
ubiquitous IPv6 connection and seamless Internet access for 
network mobility (NEMO) scenarios. The novel solution makes 
use of geographic location information and previous records of 
access network parameters. The method exploits the benefits of 
multihomed mobility configurations by introducing a special 
handover execution protocol entirely based on flow bindings. 
Using actual location information and previously recorded con-
text data, the system is able to predict handovers and proactively 
prepare itself for the appearance of access networks. We studied 
the performance of our proposal by implementing the framework 
and handover execution scheme in a real-life 3G/Wi-Fi multi-
access testbed environment, and showed that handover latency is 
almost totally eliminated. As our solution strongly relies on the 
prediction accuracy, we have also developed a probabilistic 
system model and evaluated of the probability of wrong posi-
tioning on the prediction raster.  
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I. INTRODUCTION 
Trends in information technology show that hetero-

geneous, IP-based wireless networks will support mobility for 
the widest range of single end terminals (e.g., mobile phones, 
SmartPhones, PDAs, tablets and other handhelds), and even 
Personal Area Networks (PANs), Vehicle Area Networks 
(VANs) [1], Intelligent Transportation Systems (ITSs) and 
Cooperative ITS (C-ITS) architectures [2]–[4], networks of 
RFID (Radio Frequency Identification) devices and sensors, 
and various mobile ad hoc networks [5]  will have permanent 
Internet connectivity during movement. Hence, in next gene-
ration wireless telecommunication not only single mobile 
entities have to be taken into account (host or terminal  

mobility), but also entire mobile networks moving between 
different subnets need to be maintained as a whole (i.e., 
network mobility or NEMO). IPv6 has introduced support for 
both mobility cases by defining Mobile IPv6 (MIPv6) [6] and 
Network Mobility Basic Support (NEMO BS) [7]. With these 
mobility supporting mechanisms all sessions remain active, 
even when the mobile node/network changes its subnetwork. 
When a host or a moving network has multiple interfaces 
and/or several IPv6 addresses, it is regarded multihomed. 
Multihomed mobile hosts/networks need special protocols to 
support their mobility management (e.g., MCoA [8], Flow 
Bindings [9], [10]). Handover at network layer usually takes 
several seconds due to the large number of L1/L2/L3 
processes, the lack of interaction between them, and their 
complexity. The overall time needed to complete these 
procedures could go up to several seconds. In order to ensure 
seamless, continuous communication, this huge outage should 
be avoided by applying optimized handover solutions in the 
architecture. 

Several improvement proposals exist to overcome the huge 
delay. All of them aim to speed-up the handover process. 
Mobile IPv6 Fast Handovers [11] is one example, and there 
are plenty of other proposals as well [12]–[16]. However, 
according to our best knowledge, only our previous works 
[17]–[19] exploit the benefits of overlapping radio access 
coverages by proactively managing multiple tunnels and 
executing predictive tunnel switching based on generalized 
flow binding policy exchange. Our solution extends standard 
IPv6-based network mobility by forming an advanced and 
complete framework based on a special, multi-tunnel based, 
predictive, seamless handover solution. In this paper we 
further elaborate our previous work and provide an extensive 
performance analysis of the scheme. In order to do this, we 
provide a more detailed, broad background on the different 
handover schemes, show more implementation details, intro-
duce new measurement results and also provide a novel, 
probabilistic system model for analytical evaluation of the 
prediction system. 

The paper is structured as follows. Section II introduces the 
scientific background and related work, also summarizing the 
existing predictive mobility management schemes. Section III 
recaps our existing solution, and further details the protocol 
operation. Testbed and measurements results are explained in 
Section IV. Section V presents the probabilistic system model 
and our evaluation results on the probability of wrong 
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could launch the necessary L3 procedures to obtain the new 
IPv6 address(es) (with stateless [20] or stateful autoconfigu-
ration [21]). After the new IPv6 address is set, the binding 
procedure starts: it binds (registers) its address(es) in the 
Home Agent (HA), which provides global accessibility. These 
procedures could easily result in several seconds of handover 
delay. Figure 1 introduces how it happens in case of NEMO 
BS [7]. 
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the big number of encapsulations cause header overhead, and 
the fact that all the HAs should be involved in the commu-
nication path results using traffic routes far from the optimal 
ones. NEMO BS is not applicable for multi-access or multi-
homing scenarios as it supports only one interface that has to 
be configured before starting the NEMO stack. In a hetero-
geneous environment such as a 3G/Wi-Fi architecture, recon-
figuration and restarting of the NEMO BS implementation is 
required to use a different interface than the configured one. 
Moreover, the handovers are handled “blind” as no network 
context information is available during the operation: a strictly 
reactive behaviour is used. 

Multihoming is an advantageous method to provide al-
ways-on connectivity in a wireless environment and support 
multi-access scenarios. In order to exploit such possibilities, 
Multiple Care-of Addresses Registration (MCoA) [8] was 
introduced to the Mobile IPv6 protocol family. By utilizing 
that mobile nodes or routers can connect to multiple access 
networks simultaneously, it is now possible to enhance hand-
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routing even in multi-access environments. Figure 2 depicts a 
typical scenario, where the MR has two external interfaces, 
where each interface is connected to an access network with a 
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to the Home Agent. While with NEMO BS, identifying a 
binding was enough using the CoA and the HoA, it is no 
longer the case with NEMO MCoA as each mobility tunnel 
endpoint uses the same Home Address on the MR. Using 
network layer information, the MR can no longer perform an 
exact routing decision to select an individual tunnel. To solve 
this issue another identifier, known as Binding Identifier 
(BID) was introduced to identify the network interface over 
which the tunnel is established. As the BID is sent to the HA 
in the BU signalling message, the HA can differentiate 
between tunnels originating from the same MR. To identify 
and route packets toward the desired tunnel, policy routing 
must be used, which allows fine grained diversification among 
data packets and streams based on network layer and upper 
layer information. To avoid asymmetric routing where packets 
belonging to the same packet flow are routed on different 
tunnels, a flow binding mechanism has to be implemented. 
Using flow binding control messages, the MR registers flow 
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and MAC), and only after the successful L1/L2 connection it 
could launch the necessary L3 procedures to obtain the new 
IPv6 address(es) (with stateless [20] or stateful autoconfigu-
ration [21]). After the new IPv6 address is set, the binding 
procedure starts: it binds (registers) its address(es) in the 
Home Agent (HA), which provides global accessibility. These 
procedures could easily result in several seconds of handover 
delay. Figure 1 introduces how it happens in case of NEMO 
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properly know which tunnel to use when it forwards packets 
of the data flow back to the mobile node [9], [10]. 

Using the above introduced multihoming solution, routing 
of individual media streams can be easily solved, enhancing 
the experience for not only moving, but stationary mobile 
nodes as the presence of multiple egress interfaces makes 
content delivery more reliable and robust. 
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This MCoA handover reduces Layer 2 and Layer 3 latencies 
by connecting to the new network with an MR interface, 
which does not used for any of the actual communication, and 
after the initiation of this new connection (i.e., L2 and L3 
tasks like physical connection and NEMO tunnel creation), a 
simple policy exchange executes the NEMO handover. Of 

course handovers are still handled “blind” (i.e., no context 
information is available about the new network before the 
handover). Now it is clear why this idea requires overlapping 
RANs and creates the possibility for further optimization 
aiming at shrinking the handover latency.  

Various proposals have been published to shrink the delay 
caused by handovers. In the next section, we recap how to use 
location information coming from e.g., Global Navigation 
Satellite System (GNSS), or Geographical Positioning System 
(GPS) data to speed-up the handover process of multihomed 
NEMO architectures in heterogeneous access environments. 
Our proposed method is only usable when the mobile terminal 
or mobile network moves on nearly the same path every time. 
Public transportation vehicles (trains, trams, buses, trolleys, 
etc.), cars and trucks travelling on highways/main roads are 
examples, when this assumption is valid. Random walks in 
city centres are beyond applicability, and thus our method 
cannot be applied there without modification. 

Using location information for preparing handovers dates 
back to 2001. In [15] Wang et al. propose to use location 
information to improve the performance of inter-cell hand-
overs. Their method is limited to L1/L2 handovers; they  
did not consider IP connectivity. Dutta et al. [16] extended 
Wang’s work recently, also concentrating on the L1/L2 hand-
overs only. Hee-Dong Park et al. [14] proposed first a NEMO 
scheme which can be used in vehicles travelling on a pre-
determined route. They store access network information in a 
database which is used to predict handovers. They have not 
considered MCoA scenario, though. Our method makes use of 
multihoming as we propose to use MCoA with advanced po-
licy exchange mechanisms. The policy exchange mechanism 
is based on the recommendations of the IETF’s Flow Bindings 
RFC in Mobile IPv6 and NEMO BS [8], [9]. Our solution 
supports IPv6 only, due to the fact that all related protocols are 
better implemented in IPv6.  

In [22], the authors propose a similar scheme to ours, how-
ever this paper lacks the technical description of the system 
and the handover execution scheme. 

Finally, we have published our solution in [17]–[19], 
where we provided a complete description of our methodology 
with some preliminary results. This article extends our pre-
vious papers with a more complete description also including 
the details of the applied tunnel management/handover exe-
cution scheme, and with a more complete real-life evaluation 
based on a comparison of our framework with other two dif-
ferent Mobile IPv6 based handover management techniques, 
i.e., with NEMO BS (Fig. 1) and NEMO MCoA (Fig. 3) hand-
over solutions. We also provide an analysis of prediction 
accuracy in the proposed solution by studying the limitations 
of the overall architecture inherited by possible wrong positi-
oning on the prediction raster network. We show that our 
proposed solution outperforms all existing implementations, 
and prove that an appropriate prediction raster can keep the 
probability of wrong positioning below 1%. 
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III. PREDICTIVE HANDOVER MANAGEMENT FOR NEMO MOBILE 
ROUTERS IN MULTI-ACCESS ENVIRONMENTS 

In this section we recap the main considerations of our 
already introduced framework including the predictive hand-
over management scheme designed for multihomed NEMO 
configurations, and also present the details of our multi-tunnel 
based efficient handover execution scheme which combines 
the benefits of MCoA with a new prediction-driven cross-
layer management entity. 

A. General considerations of the proposed solution 
There are two levels of handovers which should be consi-

dered independently: L1/L2 handovers, and L3 handovers. 
L1/L2 level handovers are determined by the access tech-
nology currently in use. 3G/HSPA, Wi-Fi, etc. handover de-
lays are due to their respective standard and implementation. 
However, if the mobile terminal or router contain more than 
one egress interface, it is possible to use one interface for 
communication and another one for preparation and execution 
of L1/L2 handovers. In such a handover scenario sessions 
should be re-directed between interfaces. Since our solution is 
based on IPv6, native IPv6 support is a must in all access 
networks.  

L3 level handovers are handled by IP mobility solutions 
(e.g., MIPv6 or NEMO BS). L3 handovers can be speed-up by 
launching L3 procedures before L1/L2 handover happens. For 
this reason we use location information. It could be possible to 
launch the L3 procedure such that it just finishes as the new 
network appears. If so, the handover latency becomes lower 
(down to L1/L2 handover delay) and the service becomes 
almost ubiquitous. Under perfect circumstances (exploiting 
overlapping coverage areas and benefits of multi-access de-
vices) the latency can be totally eliminated if the L1/L2/L3 
preparations are executed in a predictive and timed manner. 

In our IPv6-based NEMO BS extension we propose to use 
location information coming from e.g., Global Navigation 
Satellite System (GNSS), or Geographical Positioning System 
(GPS) data to speed-up the handover process of multihomed 
NEMO architectures in heterogeneous access environments. 

The idea behind predictive handover management is very 
simple: as the node/network moves along a path, it records all 
access network related data in a database together with the 
geographical location information. The next time the node/ 
network moves along the same path, based on the geogra-
phical information and speed vector, the stored information 
can be used to predict and prepare handovers before the actual 
availability of the networks. In the appropriate time, ongoing 
communication sessions can be seamlessly redirected to some 
other interface(s) – thus successfully finishing handovers. 

The following information should be stored. Network type 
(WLAN, 3G, WiMAX, etc.), network identifier (e.g., BSSID 
of WLAN AP, 3G cell identifier, etc.) and IP level information 
(e.g., network prefix, which can be used to gather the IPv6 
address of the node). The first three fields are required: with-
out them it is not possible to prepare handovers in L1/L2/L3 
relations. Some additional information, e.g., Signal-to-Noise 
Ratio (SNR), BandWidth (BW), reliability (how often the net-

work appears at a given geographical location) and Round 
Trip Time (RTT) are useful for further intelligence and more 
sophisticated decisions. For instance, the more reliable net-
work should be chosen if several networks are available.  
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B. The proposed framework and handover execution/tunnel 
management protocol 
The proposed framework (Fig. 4) has three main compo-

nents: Access Network Prediction (ANP), Handover Manager 
on the MR (HM-MR) and on the Home Agent (HM-HA). I do 
not claim all the functional entities; however the overall 
framework and the design of the predictive handover execu-
tion scheme are my results. 
The left most module on Figure 4 running inside the Mobile 
Router is the ANP. The ANP is responsible for 1) maintaining 
the access network database; 2) sending prediction messages 
to HM-MR module; 3) reading GNSS information from the 
GNSS receiver; and 4) processing the network measurement 
messages received from the HM-MR module. Tasks 3) and 4) 
are for the maintenance of the access network database which 
should be continuously extended/updated during the move-
ments of the MR. Based on up-to-date database records and 
current, precise position/speed information the ANP is able to 
provide candidate network parameter prediction. The predict-
tion vector is sent to the HM-MR module in an XML message, 
and the HM-MR measurement messages are also transmitted 
in an XML format. In order to avoid the explosion of the 
access network database size, the received GNSS coordinates 
are rounded in the following way: the longitude and latitude 
values are multiplied by 10,000 and rounded to the closest 
integer. Therefore instead of a continuous space they form a 
limited set with members called raster points inside a raster 
net, which plays an important role in the prediction precision 
(see later). 

The Handover Management (HM) module can be divided 
into two parts depending on which node hosts it. The HM-MR 
runs on the Mobile Router (Fig. 4) and is responsible for two 
main tasks. On one hand HM-MR measures the channel state 
information and other network parameters of the actually 
available access networks during the movement of the MR. 
The scale of the measurable parameters is wide and depends 
on the decision algorithm to be applied. In our proposal the 
following parameters are measured, collected and sent perio-
dically to the ANP module for further processing and storing 
in the database: 

− Receive Signal Strength Indicator (RSSI) of UMTS 
− Signal/Noise Ratio (SNR) and Basic Service Set 

Identifier (BSSID) of WLAN  
− IPv6 prefix information 
 
On the other hand, HM-MR also prepares predictive 

handovers by handling MCoA tunnels in a timed manner 
based on the prediction XML messages received from ANP 
and the indirect interaction with the NEMO MCoA imple-
mentation. In order to achieve this, we proposed a special 
predictive policy exchange scheme which can inform the 
Home Agent (i.e., the HM-HA module) about the Mobile 
Router’s intents of future handovers. The periodically received 
candidate access network predictions supply all the necessary 
information required for handovers to be initiated by the 

HM-MR. If a handover event is predicted for the near future 
(e.g., prediction data reveal that the currently used access 
coverage will disappear soon), the decision algorithm will 
choose the destination network and initiate the handover 
mechanisms. In the proposed framework HM-MR follows a 
simple rule set to select the designated network from multiple 
candidates:  

− an available WLAN network always has higher priority 
than 3G/UMTS 

− the WLAN with the best SNR value has the highest 
priority among simultaneously available WLAN net-
works 

 
The HM-HA module is located on the Home Agent (Fig. 

4). The HA itself represents the same functional entity as in 
the case of standard MIPv6/NEMO/MCoA protocols, but in 
our scheme it also interacts with the HM-MR module through 
the HM-HA instance for predictive, timed and flow binding 
based NEMO MCoA handovers using the Predictive Policy 
Exchange Messages. The HA is informed about the predicted 
network prefixes and timing information, and thus changes in 
flow binding policies can be executed and scheduled before 
the handover event actually happens. 

After the decision is made based on the rules defined at the 
HM-MR module, the designated network will be chosen and 
passed over to the Flow Bindings submodule at the MR side. 
This submodule handles the signalling between the MR and 
the HA for defining which MR-HA tunnel shall the system 
switch to and when. It is important to note, that before exe-
cuting these timed and synchronized policy exchange com-
mands for tunnel/routing adjustments on the MR and the HA 
entities, the designated network (i.e., a new interface) must be 
chosen and the L1/L2/L3 preparations must be finished for the 
selected network. Thanks to the prediction based and multi-
homed NEMO operation, the MR will be able to finish these 
preparations (including also the L3 NEMO MCoA tunnel 
build-up using the binding procedure) before the actual hand-
over event occurs. However, it requires that the candidate 
networks are overlapping in their coverage. 

Based on the GNSS aided predictions the policy exchange 
commands can be executed at exactly the same time both in 
the HM-MR and HM-HA modules. It means that all the 
NEMO traffic will be redirected to the new network defined 
by the new MCoA tunnel without noticeable packet loss or 
other QoS disruption. This is only possible because we already 
have a working Mobile IPv6 connectivity through the new 
network and all L2/L3 configurations are already performed. 
The Predictive Policy Exchange message would only carry 
timed commands to switch the packet flow to a functional, but 
inactive tunnel. Upon disconnect or failure of the active access 
network, routes and tunnel interfaces are deleted and the next 
default route with the highest priority is taken to ensure 
seamless connectivity. Recovering from such failure based on 
the enforcement of handover policies is out of scope of this 
document. 

B. The proposed framework and handover execution/tunnel 
management protocol 
The proposed framework (Fig. 4) has three main compo-

nents: Access Network Prediction (ANP), Handover Manager 
on the MR (HM-MR) and on the Home Agent (HM-HA). I do 
not claim all the functional entities; however the overall 
framework and the design of the predictive handover execu-
tion scheme are my results. 
The left most module on Figure 4 running inside the Mobile 
Router is the ANP. The ANP is responsible for 1) maintaining 
the access network database; 2) sending prediction messages 
to HM-MR module; 3) reading GNSS information from the 
GNSS receiver; and 4) processing the network measurement 
messages received from the HM-MR module. Tasks 3) and 4) 
are for the maintenance of the access network database which 
should be continuously extended/updated during the move-
ments of the MR. Based on up-to-date database records and 
current, precise position/speed information the ANP is able to 
provide candidate network parameter prediction. The predict-
tion vector is sent to the HM-MR module in an XML message, 
and the HM-MR measurement messages are also transmitted 
in an XML format. In order to avoid the explosion of the 
access network database size, the received GNSS coordinates 
are rounded in the following way: the longitude and latitude 
values are multiplied by 10,000 and rounded to the closest 
integer. Therefore instead of a continuous space they form a 
limited set with members called raster points inside a raster 
net, which plays an important role in the prediction precision 
(see later). 

The Handover Management (HM) module can be divided 
into two parts depending on which node hosts it. The HM-MR 
runs on the Mobile Router (Fig. 4) and is responsible for two 
main tasks. On one hand HM-MR measures the channel state 
information and other network parameters of the actually 
available access networks during the movement of the MR. 
The scale of the measurable parameters is wide and depends 
on the decision algorithm to be applied. In our proposal the 
following parameters are measured, collected and sent perio-
dically to the ANP module for further processing and storing 
in the database: 

− Receive Signal Strength Indicator (RSSI) of UMTS 
− Signal/Noise Ratio (SNR) and Basic Service Set 

Identifier (BSSID) of WLAN  
− IPv6 prefix information 
 
On the other hand, HM-MR also prepares predictive 

handovers by handling MCoA tunnels in a timed manner 
based on the prediction XML messages received from ANP 
and the indirect interaction with the NEMO MCoA imple-
mentation. In order to achieve this, we proposed a special 
predictive policy exchange scheme which can inform the 
Home Agent (i.e., the HM-HA module) about the Mobile 
Router’s intents of future handovers. The periodically received 
candidate access network predictions supply all the necessary 
information required for handovers to be initiated by the 

HM-MR. If a handover event is predicted for the near future 
(e.g., prediction data reveal that the currently used access 
coverage will disappear soon), the decision algorithm will 
choose the destination network and initiate the handover 
mechanisms. In the proposed framework HM-MR follows a 
simple rule set to select the designated network from multiple 
candidates:  

− an available WLAN network always has higher priority 
than 3G/UMTS 

− the WLAN with the best SNR value has the highest 
priority among simultaneously available WLAN net-
works 

 
The HM-HA module is located on the Home Agent (Fig. 

4). The HA itself represents the same functional entity as in 
the case of standard MIPv6/NEMO/MCoA protocols, but in 
our scheme it also interacts with the HM-MR module through 
the HM-HA instance for predictive, timed and flow binding 
based NEMO MCoA handovers using the Predictive Policy 
Exchange Messages. The HA is informed about the predicted 
network prefixes and timing information, and thus changes in 
flow binding policies can be executed and scheduled before 
the handover event actually happens. 

After the decision is made based on the rules defined at the 
HM-MR module, the designated network will be chosen and 
passed over to the Flow Bindings submodule at the MR side. 
This submodule handles the signalling between the MR and 
the HA for defining which MR-HA tunnel shall the system 
switch to and when. It is important to note, that before exe-
cuting these timed and synchronized policy exchange com-
mands for tunnel/routing adjustments on the MR and the HA 
entities, the designated network (i.e., a new interface) must be 
chosen and the L1/L2/L3 preparations must be finished for the 
selected network. Thanks to the prediction based and multi-
homed NEMO operation, the MR will be able to finish these 
preparations (including also the L3 NEMO MCoA tunnel 
build-up using the binding procedure) before the actual hand-
over event occurs. However, it requires that the candidate 
networks are overlapping in their coverage. 

Based on the GNSS aided predictions the policy exchange 
commands can be executed at exactly the same time both in 
the HM-MR and HM-HA modules. It means that all the 
NEMO traffic will be redirected to the new network defined 
by the new MCoA tunnel without noticeable packet loss or 
other QoS disruption. This is only possible because we already 
have a working Mobile IPv6 connectivity through the new 
network and all L2/L3 configurations are already performed. 
The Predictive Policy Exchange message would only carry 
timed commands to switch the packet flow to a functional, but 
inactive tunnel. Upon disconnect or failure of the active access 
network, routes and tunnel interfaces are deleted and the next 
default route with the highest priority is taken to ensure 
seamless connectivity. Recovering from such failure based on 
the enforcement of handover policies is out of scope of this 
document. 

B. The proposed framework and handover execution/tunnel 
management protocol 
The proposed framework (Fig. 4) has three main compo-

nents: Access Network Prediction (ANP), Handover Manager 
on the MR (HM-MR) and on the Home Agent (HM-HA). I do 
not claim all the functional entities; however the overall 
framework and the design of the predictive handover execu-
tion scheme are my results. 
The left most module on Figure 4 running inside the Mobile 
Router is the ANP. The ANP is responsible for 1) maintaining 
the access network database; 2) sending prediction messages 
to HM-MR module; 3) reading GNSS information from the 
GNSS receiver; and 4) processing the network measurement 
messages received from the HM-MR module. Tasks 3) and 4) 
are for the maintenance of the access network database which 
should be continuously extended/updated during the move-
ments of the MR. Based on up-to-date database records and 
current, precise position/speed information the ANP is able to 
provide candidate network parameter prediction. The predict-
tion vector is sent to the HM-MR module in an XML message, 
and the HM-MR measurement messages are also transmitted 
in an XML format. In order to avoid the explosion of the 
access network database size, the received GNSS coordinates 
are rounded in the following way: the longitude and latitude 
values are multiplied by 10,000 and rounded to the closest 
integer. Therefore instead of a continuous space they form a 
limited set with members called raster points inside a raster 
net, which plays an important role in the prediction precision 
(see later). 

The Handover Management (HM) module can be divided 
into two parts depending on which node hosts it. The HM-MR 
runs on the Mobile Router (Fig. 4) and is responsible for two 
main tasks. On one hand HM-MR measures the channel state 
information and other network parameters of the actually 
available access networks during the movement of the MR. 
The scale of the measurable parameters is wide and depends 
on the decision algorithm to be applied. In our proposal the 
following parameters are measured, collected and sent perio-
dically to the ANP module for further processing and storing 
in the database: 

− Receive Signal Strength Indicator (RSSI) of UMTS 
− Signal/Noise Ratio (SNR) and Basic Service Set 

Identifier (BSSID) of WLAN  
− IPv6 prefix information 
 
On the other hand, HM-MR also prepares predictive 

handovers by handling MCoA tunnels in a timed manner 
based on the prediction XML messages received from ANP 
and the indirect interaction with the NEMO MCoA imple-
mentation. In order to achieve this, we proposed a special 
predictive policy exchange scheme which can inform the 
Home Agent (i.e., the HM-HA module) about the Mobile 
Router’s intents of future handovers. The periodically received 
candidate access network predictions supply all the necessary 
information required for handovers to be initiated by the 

HM-MR. If a handover event is predicted for the near future 
(e.g., prediction data reveal that the currently used access 
coverage will disappear soon), the decision algorithm will 
choose the destination network and initiate the handover 
mechanisms. In the proposed framework HM-MR follows a 
simple rule set to select the designated network from multiple 
candidates:  

− an available WLAN network always has higher priority 
than 3G/UMTS 

− the WLAN with the best SNR value has the highest 
priority among simultaneously available WLAN net-
works 

 
The HM-HA module is located on the Home Agent (Fig. 

4). The HA itself represents the same functional entity as in 
the case of standard MIPv6/NEMO/MCoA protocols, but in 
our scheme it also interacts with the HM-MR module through 
the HM-HA instance for predictive, timed and flow binding 
based NEMO MCoA handovers using the Predictive Policy 
Exchange Messages. The HA is informed about the predicted 
network prefixes and timing information, and thus changes in 
flow binding policies can be executed and scheduled before 
the handover event actually happens. 

After the decision is made based on the rules defined at the 
HM-MR module, the designated network will be chosen and 
passed over to the Flow Bindings submodule at the MR side. 
This submodule handles the signalling between the MR and 
the HA for defining which MR-HA tunnel shall the system 
switch to and when. It is important to note, that before exe-
cuting these timed and synchronized policy exchange com-
mands for tunnel/routing adjustments on the MR and the HA 
entities, the designated network (i.e., a new interface) must be 
chosen and the L1/L2/L3 preparations must be finished for the 
selected network. Thanks to the prediction based and multi-
homed NEMO operation, the MR will be able to finish these 
preparations (including also the L3 NEMO MCoA tunnel 
build-up using the binding procedure) before the actual hand-
over event occurs. However, it requires that the candidate 
networks are overlapping in their coverage. 

Based on the GNSS aided predictions the policy exchange 
commands can be executed at exactly the same time both in 
the HM-MR and HM-HA modules. It means that all the 
NEMO traffic will be redirected to the new network defined 
by the new MCoA tunnel without noticeable packet loss or 
other QoS disruption. This is only possible because we already 
have a working Mobile IPv6 connectivity through the new 
network and all L2/L3 configurations are already performed. 
The Predictive Policy Exchange message would only carry 
timed commands to switch the packet flow to a functional, but 
inactive tunnel. Upon disconnect or failure of the active access 
network, routes and tunnel interfaces are deleted and the next 
default route with the highest priority is taken to ensure 
seamless connectivity. Recovering from such failure based on 
the enforcement of handover policies is out of scope of this 
document. 

B. The proposed framework and handover execution/tunnel 
management protocol 
The proposed framework (Fig. 4) has three main compo-

nents: Access Network Prediction (ANP), Handover Manager 
on the MR (HM-MR) and on the Home Agent (HM-HA). I do 
not claim all the functional entities; however the overall 
framework and the design of the predictive handover execu-
tion scheme are my results. 
The left most module on Figure 4 running inside the Mobile 
Router is the ANP. The ANP is responsible for 1) maintaining 
the access network database; 2) sending prediction messages 
to HM-MR module; 3) reading GNSS information from the 
GNSS receiver; and 4) processing the network measurement 
messages received from the HM-MR module. Tasks 3) and 4) 
are for the maintenance of the access network database which 
should be continuously extended/updated during the move-
ments of the MR. Based on up-to-date database records and 
current, precise position/speed information the ANP is able to 
provide candidate network parameter prediction. The predict-
tion vector is sent to the HM-MR module in an XML message, 
and the HM-MR measurement messages are also transmitted 
in an XML format. In order to avoid the explosion of the 
access network database size, the received GNSS coordinates 
are rounded in the following way: the longitude and latitude 
values are multiplied by 10,000 and rounded to the closest 
integer. Therefore instead of a continuous space they form a 
limited set with members called raster points inside a raster 
net, which plays an important role in the prediction precision 
(see later). 

The Handover Management (HM) module can be divided 
into two parts depending on which node hosts it. The HM-MR 
runs on the Mobile Router (Fig. 4) and is responsible for two 
main tasks. On one hand HM-MR measures the channel state 
information and other network parameters of the actually 
available access networks during the movement of the MR. 
The scale of the measurable parameters is wide and depends 
on the decision algorithm to be applied. In our proposal the 
following parameters are measured, collected and sent perio-
dically to the ANP module for further processing and storing 
in the database: 

− Receive Signal Strength Indicator (RSSI) of UMTS 
− Signal/Noise Ratio (SNR) and Basic Service Set 

Identifier (BSSID) of WLAN  
− IPv6 prefix information 
 
On the other hand, HM-MR also prepares predictive 

handovers by handling MCoA tunnels in a timed manner 
based on the prediction XML messages received from ANP 
and the indirect interaction with the NEMO MCoA imple-
mentation. In order to achieve this, we proposed a special 
predictive policy exchange scheme which can inform the 
Home Agent (i.e., the HM-HA module) about the Mobile 
Router’s intents of future handovers. The periodically received 
candidate access network predictions supply all the necessary 
information required for handovers to be initiated by the 

HM-MR. If a handover event is predicted for the near future 
(e.g., prediction data reveal that the currently used access 
coverage will disappear soon), the decision algorithm will 
choose the destination network and initiate the handover 
mechanisms. In the proposed framework HM-MR follows a 
simple rule set to select the designated network from multiple 
candidates:  

− an available WLAN network always has higher priority 
than 3G/UMTS 

− the WLAN with the best SNR value has the highest 
priority among simultaneously available WLAN net-
works 

 
The HM-HA module is located on the Home Agent (Fig. 

4). The HA itself represents the same functional entity as in 
the case of standard MIPv6/NEMO/MCoA protocols, but in 
our scheme it also interacts with the HM-MR module through 
the HM-HA instance for predictive, timed and flow binding 
based NEMO MCoA handovers using the Predictive Policy 
Exchange Messages. The HA is informed about the predicted 
network prefixes and timing information, and thus changes in 
flow binding policies can be executed and scheduled before 
the handover event actually happens. 

After the decision is made based on the rules defined at the 
HM-MR module, the designated network will be chosen and 
passed over to the Flow Bindings submodule at the MR side. 
This submodule handles the signalling between the MR and 
the HA for defining which MR-HA tunnel shall the system 
switch to and when. It is important to note, that before exe-
cuting these timed and synchronized policy exchange com-
mands for tunnel/routing adjustments on the MR and the HA 
entities, the designated network (i.e., a new interface) must be 
chosen and the L1/L2/L3 preparations must be finished for the 
selected network. Thanks to the prediction based and multi-
homed NEMO operation, the MR will be able to finish these 
preparations (including also the L3 NEMO MCoA tunnel 
build-up using the binding procedure) before the actual hand-
over event occurs. However, it requires that the candidate 
networks are overlapping in their coverage. 

Based on the GNSS aided predictions the policy exchange 
commands can be executed at exactly the same time both in 
the HM-MR and HM-HA modules. It means that all the 
NEMO traffic will be redirected to the new network defined 
by the new MCoA tunnel without noticeable packet loss or 
other QoS disruption. This is only possible because we already 
have a working Mobile IPv6 connectivity through the new 
network and all L2/L3 configurations are already performed. 
The Predictive Policy Exchange message would only carry 
timed commands to switch the packet flow to a functional, but 
inactive tunnel. Upon disconnect or failure of the active access 
network, routes and tunnel interfaces are deleted and the next 
default route with the highest priority is taken to ensure 
seamless connectivity. Recovering from such failure based on 
the enforcement of handover policies is out of scope of this 
document. 

B. The proposed framework and handover execution/tunnel 
management protocol 
The proposed framework (Fig. 4) has three main compo-

nents: Access Network Prediction (ANP), Handover Manager 
on the MR (HM-MR) and on the Home Agent (HM-HA). I do 
not claim all the functional entities; however the overall 
framework and the design of the predictive handover execu-
tion scheme are my results. 
The left most module on Figure 4 running inside the Mobile 
Router is the ANP. The ANP is responsible for 1) maintaining 
the access network database; 2) sending prediction messages 
to HM-MR module; 3) reading GNSS information from the 
GNSS receiver; and 4) processing the network measurement 
messages received from the HM-MR module. Tasks 3) and 4) 
are for the maintenance of the access network database which 
should be continuously extended/updated during the move-
ments of the MR. Based on up-to-date database records and 
current, precise position/speed information the ANP is able to 
provide candidate network parameter prediction. The predict-
tion vector is sent to the HM-MR module in an XML message, 
and the HM-MR measurement messages are also transmitted 
in an XML format. In order to avoid the explosion of the 
access network database size, the received GNSS coordinates 
are rounded in the following way: the longitude and latitude 
values are multiplied by 10,000 and rounded to the closest 
integer. Therefore instead of a continuous space they form a 
limited set with members called raster points inside a raster 
net, which plays an important role in the prediction precision 
(see later). 

The Handover Management (HM) module can be divided 
into two parts depending on which node hosts it. The HM-MR 
runs on the Mobile Router (Fig. 4) and is responsible for two 
main tasks. On one hand HM-MR measures the channel state 
information and other network parameters of the actually 
available access networks during the movement of the MR. 
The scale of the measurable parameters is wide and depends 
on the decision algorithm to be applied. In our proposal the 
following parameters are measured, collected and sent perio-
dically to the ANP module for further processing and storing 
in the database: 

− Receive Signal Strength Indicator (RSSI) of UMTS 
− Signal/Noise Ratio (SNR) and Basic Service Set 

Identifier (BSSID) of WLAN  
− IPv6 prefix information 
 
On the other hand, HM-MR also prepares predictive 

handovers by handling MCoA tunnels in a timed manner 
based on the prediction XML messages received from ANP 
and the indirect interaction with the NEMO MCoA imple-
mentation. In order to achieve this, we proposed a special 
predictive policy exchange scheme which can inform the 
Home Agent (i.e., the HM-HA module) about the Mobile 
Router’s intents of future handovers. The periodically received 
candidate access network predictions supply all the necessary 
information required for handovers to be initiated by the 

HM-MR. If a handover event is predicted for the near future 
(e.g., prediction data reveal that the currently used access 
coverage will disappear soon), the decision algorithm will 
choose the destination network and initiate the handover 
mechanisms. In the proposed framework HM-MR follows a 
simple rule set to select the designated network from multiple 
candidates:  

− an available WLAN network always has higher priority 
than 3G/UMTS 

− the WLAN with the best SNR value has the highest 
priority among simultaneously available WLAN net-
works 

 
The HM-HA module is located on the Home Agent (Fig. 

4). The HA itself represents the same functional entity as in 
the case of standard MIPv6/NEMO/MCoA protocols, but in 
our scheme it also interacts with the HM-MR module through 
the HM-HA instance for predictive, timed and flow binding 
based NEMO MCoA handovers using the Predictive Policy 
Exchange Messages. The HA is informed about the predicted 
network prefixes and timing information, and thus changes in 
flow binding policies can be executed and scheduled before 
the handover event actually happens. 

After the decision is made based on the rules defined at the 
HM-MR module, the designated network will be chosen and 
passed over to the Flow Bindings submodule at the MR side. 
This submodule handles the signalling between the MR and 
the HA for defining which MR-HA tunnel shall the system 
switch to and when. It is important to note, that before exe-
cuting these timed and synchronized policy exchange com-
mands for tunnel/routing adjustments on the MR and the HA 
entities, the designated network (i.e., a new interface) must be 
chosen and the L1/L2/L3 preparations must be finished for the 
selected network. Thanks to the prediction based and multi-
homed NEMO operation, the MR will be able to finish these 
preparations (including also the L3 NEMO MCoA tunnel 
build-up using the binding procedure) before the actual hand-
over event occurs. However, it requires that the candidate 
networks are overlapping in their coverage. 

Based on the GNSS aided predictions the policy exchange 
commands can be executed at exactly the same time both in 
the HM-MR and HM-HA modules. It means that all the 
NEMO traffic will be redirected to the new network defined 
by the new MCoA tunnel without noticeable packet loss or 
other QoS disruption. This is only possible because we already 
have a working Mobile IPv6 connectivity through the new 
network and all L2/L3 configurations are already performed. 
The Predictive Policy Exchange message would only carry 
timed commands to switch the packet flow to a functional, but 
inactive tunnel. Upon disconnect or failure of the active access 
network, routes and tunnel interfaces are deleted and the next 
default route with the highest priority is taken to ensure 
seamless connectivity. Recovering from such failure based on 
the enforcement of handover policies is out of scope of this 
document. 



A study on the Performance of an Advanced Framework for
Prediction-based NEMO Handovers in Multihomed Scenarios

INFOCOMMUNICATIONS JOURNAL

SEPTEMBER 2014 • VOLUME VI • NUMBER 3 21

 

 
Fig. 5. Details of the proposed handover execution/tunnel management 

protocol 

The proposed handover execution protocol is detailed in 
Figure 5. When the HM decides to perform a handover, in 
order to use the benefits of MCoA, the following steps are 
executed. Using one of the inactive interfaces the HM con-
nects to the new access network and establishes a new Mobile 
IPv6 binding. At this stage, the current and new access net-
works are both connected and Mobility Tunnels are estab-
lished between the MR and the HA. Handing over to the new 
access network is entirely based on Flow Bindings, which in 
this case means that all flows are moved from one interface to 
another. To avoid asymmetric routing, the MA and HA has to 
modify their bindings simultaneously, in a timely manner. The 
schedule is communicated by the Flow Binding modules in 
predictive Flow Binding Update/Acknowledgement messages 
(Figure 5). When the changes of flow bindings are executed, 
the new interface is marked as active, while the rest of the 
communication interfaces are set to inactive mode. The mobile 
network nodes (MNNs) inside the NEMO will always and 
transparently use the communication path spanned by the 
active interface. Different Handover Policies may have dif-
ferent effects on handover strategies.  

IV. IMPLEMENTATION DETAILS 
In this section we introduce the most important imple-

mentation details, our real-life, loosely-coupled UMTS/Wi-Fi 
heterogeneous testbed, the scenario created to evaluate our 
GNSS aided predictive NEMO handover management frame-
work, and the measurement results. We compared our method 
against two other handover solutions (standard NEMO BS and 
NEMO MCoA handovers as detailed in Section II) in one 
networking scenario using four main handover performance 
metrics (Handover latency, UDP packet loss, TCP throughput 
and RTT). 

A. Implementation details 
This section is devoted to present some additional 

implementation details of some crucial modules of the overall 
framework. 

1) Access Network Prediction (ANP) 
The ANP has two main roles. On one hand it processes the 

measurements and records the data into the database. On the 
other hand it sends the periodic prediction messages towards 
the HM module. Measurement data  

 

 
Fig. 6. Database scheme designed for the ANP module 

Data from the measurement unit will be processed based 
on their time stamp <MeasTimeStamp>: GPS coordinates 
must be paired based on the measurement time, and then an 
entry should be inserted into the PHY_MEAS table about the 
followings:  

 
− AN_ID: access network identification 
− GPSCoord: the closest GPS coordinate in the raster to 

the measurement time  
− SNR: Signal-to-Noise Ratio [dBm] 
− IP_MEAS table is filled only if IP level measurement 

was also received (bandwidth and round-time-trip 
values) 

− The Prefix entry could be empty or also could contain 
multiple prefix values  

− Reliability table stores the level of reliability of a par-
ticular access network: as our vehicle could pass on the 
same route multiple times, we can summarize the 
measurement snapshots and using a special rating 
technique we can classify the stored data according to 
its appropriateness in a longer session of measure-
ments. E.g., if the BW is low or the Home Agent is not 
available on a particular link during one measurement 
snapshot, the system will not immediately remove that 
access network but will start to degrade the level of 
reliability for that entry. 

 
In order to create the prediction, first we filter the 

PHY_MEAS table based on GPS coordinates and SNR values: 
e.g., if we would like to implement a 10 second prediction 
window, then we will query AN_IDs with GPS coordinates in 
the next 10 seconds, and then unusable networks with terrible 
SNR values should be left out from the answer. Then we 
search the IP_MEAS table for prefixes for the given GPS 

 

 
Fig. 5. Details of the proposed handover execution/tunnel management 

protocol 

The proposed handover execution protocol is detailed in 
Figure 5. When the HM decides to perform a handover, in 
order to use the benefits of MCoA, the following steps are 
executed. Using one of the inactive interfaces the HM con-
nects to the new access network and establishes a new Mobile 
IPv6 binding. At this stage, the current and new access net-
works are both connected and Mobility Tunnels are estab-
lished between the MR and the HA. Handing over to the new 
access network is entirely based on Flow Bindings, which in 
this case means that all flows are moved from one interface to 
another. To avoid asymmetric routing, the MA and HA has to 
modify their bindings simultaneously, in a timely manner. The 
schedule is communicated by the Flow Binding modules in 
predictive Flow Binding Update/Acknowledgement messages 
(Figure 5). When the changes of flow bindings are executed, 
the new interface is marked as active, while the rest of the 
communication interfaces are set to inactive mode. The mobile 
network nodes (MNNs) inside the NEMO will always and 
transparently use the communication path spanned by the 
active interface. Different Handover Policies may have dif-
ferent effects on handover strategies.  

IV. IMPLEMENTATION DETAILS 
In this section we introduce the most important imple-

mentation details, our real-life, loosely-coupled UMTS/Wi-Fi 
heterogeneous testbed, the scenario created to evaluate our 
GNSS aided predictive NEMO handover management frame-
work, and the measurement results. We compared our method 
against two other handover solutions (standard NEMO BS and 
NEMO MCoA handovers as detailed in Section II) in one 
networking scenario using four main handover performance 
metrics (Handover latency, UDP packet loss, TCP throughput 
and RTT). 

A. Implementation details 
This section is devoted to present some additional 

implementation details of some crucial modules of the overall 
framework. 

1) Access Network Prediction (ANP) 
The ANP has two main roles. On one hand it processes the 

measurements and records the data into the database. On the 
other hand it sends the periodic prediction messages towards 
the HM module. Measurement data  

 

 
Fig. 6. Database scheme designed for the ANP module 

Data from the measurement unit will be processed based 
on their time stamp <MeasTimeStamp>: GPS coordinates 
must be paired based on the measurement time, and then an 
entry should be inserted into the PHY_MEAS table about the 
followings:  

 
− AN_ID: access network identification 
− GPSCoord: the closest GPS coordinate in the raster to 

the measurement time  
− SNR: Signal-to-Noise Ratio [dBm] 
− IP_MEAS table is filled only if IP level measurement 

was also received (bandwidth and round-time-trip 
values) 

− The Prefix entry could be empty or also could contain 
multiple prefix values  

− Reliability table stores the level of reliability of a par-
ticular access network: as our vehicle could pass on the 
same route multiple times, we can summarize the 
measurement snapshots and using a special rating 
technique we can classify the stored data according to 
its appropriateness in a longer session of measure-
ments. E.g., if the BW is low or the Home Agent is not 
available on a particular link during one measurement 
snapshot, the system will not immediately remove that 
access network but will start to degrade the level of 
reliability for that entry. 

 
In order to create the prediction, first we filter the 

PHY_MEAS table based on GPS coordinates and SNR values: 
e.g., if we would like to implement a 10 second prediction 
window, then we will query AN_IDs with GPS coordinates in 
the next 10 seconds, and then unusable networks with terrible 
SNR values should be left out from the answer. Then we 
search the IP_MEAS table for prefixes for the given GPS 

 

 
Fig. 5. Details of the proposed handover execution/tunnel management 

protocol 

The proposed handover execution protocol is detailed in 
Figure 5. When the HM decides to perform a handover, in 
order to use the benefits of MCoA, the following steps are 
executed. Using one of the inactive interfaces the HM con-
nects to the new access network and establishes a new Mobile 
IPv6 binding. At this stage, the current and new access net-
works are both connected and Mobility Tunnels are estab-
lished between the MR and the HA. Handing over to the new 
access network is entirely based on Flow Bindings, which in 
this case means that all flows are moved from one interface to 
another. To avoid asymmetric routing, the MA and HA has to 
modify their bindings simultaneously, in a timely manner. The 
schedule is communicated by the Flow Binding modules in 
predictive Flow Binding Update/Acknowledgement messages 
(Figure 5). When the changes of flow bindings are executed, 
the new interface is marked as active, while the rest of the 
communication interfaces are set to inactive mode. The mobile 
network nodes (MNNs) inside the NEMO will always and 
transparently use the communication path spanned by the 
active interface. Different Handover Policies may have dif-
ferent effects on handover strategies.  

IV. IMPLEMENTATION DETAILS 
In this section we introduce the most important imple-

mentation details, our real-life, loosely-coupled UMTS/Wi-Fi 
heterogeneous testbed, the scenario created to evaluate our 
GNSS aided predictive NEMO handover management frame-
work, and the measurement results. We compared our method 
against two other handover solutions (standard NEMO BS and 
NEMO MCoA handovers as detailed in Section II) in one 
networking scenario using four main handover performance 
metrics (Handover latency, UDP packet loss, TCP throughput 
and RTT). 

A. Implementation details 
This section is devoted to present some additional 

implementation details of some crucial modules of the overall 
framework. 

1) Access Network Prediction (ANP) 
The ANP has two main roles. On one hand it processes the 

measurements and records the data into the database. On the 
other hand it sends the periodic prediction messages towards 
the HM module. Measurement data  

 

 
Fig. 6. Database scheme designed for the ANP module 

Data from the measurement unit will be processed based 
on their time stamp <MeasTimeStamp>: GPS coordinates 
must be paired based on the measurement time, and then an 
entry should be inserted into the PHY_MEAS table about the 
followings:  

 
− AN_ID: access network identification 
− GPSCoord: the closest GPS coordinate in the raster to 

the measurement time  
− SNR: Signal-to-Noise Ratio [dBm] 
− IP_MEAS table is filled only if IP level measurement 

was also received (bandwidth and round-time-trip 
values) 

− The Prefix entry could be empty or also could contain 
multiple prefix values  

− Reliability table stores the level of reliability of a par-
ticular access network: as our vehicle could pass on the 
same route multiple times, we can summarize the 
measurement snapshots and using a special rating 
technique we can classify the stored data according to 
its appropriateness in a longer session of measure-
ments. E.g., if the BW is low or the Home Agent is not 
available on a particular link during one measurement 
snapshot, the system will not immediately remove that 
access network but will start to degrade the level of 
reliability for that entry. 

 
In order to create the prediction, first we filter the 

PHY_MEAS table based on GPS coordinates and SNR values: 
e.g., if we would like to implement a 10 second prediction 
window, then we will query AN_IDs with GPS coordinates in 
the next 10 seconds, and then unusable networks with terrible 
SNR values should be left out from the answer. Then we 
search the IP_MEAS table for prefixes for the given GPS 

 

 
Fig. 5. Details of the proposed handover execution/tunnel management 

protocol 

The proposed handover execution protocol is detailed in 
Figure 5. When the HM decides to perform a handover, in 
order to use the benefits of MCoA, the following steps are 
executed. Using one of the inactive interfaces the HM con-
nects to the new access network and establishes a new Mobile 
IPv6 binding. At this stage, the current and new access net-
works are both connected and Mobility Tunnels are estab-
lished between the MR and the HA. Handing over to the new 
access network is entirely based on Flow Bindings, which in 
this case means that all flows are moved from one interface to 
another. To avoid asymmetric routing, the MA and HA has to 
modify their bindings simultaneously, in a timely manner. The 
schedule is communicated by the Flow Binding modules in 
predictive Flow Binding Update/Acknowledgement messages 
(Figure 5). When the changes of flow bindings are executed, 
the new interface is marked as active, while the rest of the 
communication interfaces are set to inactive mode. The mobile 
network nodes (MNNs) inside the NEMO will always and 
transparently use the communication path spanned by the 
active interface. Different Handover Policies may have dif-
ferent effects on handover strategies.  

IV. IMPLEMENTATION DETAILS 
In this section we introduce the most important imple-

mentation details, our real-life, loosely-coupled UMTS/Wi-Fi 
heterogeneous testbed, the scenario created to evaluate our 
GNSS aided predictive NEMO handover management frame-
work, and the measurement results. We compared our method 
against two other handover solutions (standard NEMO BS and 
NEMO MCoA handovers as detailed in Section II) in one 
networking scenario using four main handover performance 
metrics (Handover latency, UDP packet loss, TCP throughput 
and RTT). 

A. Implementation details 
This section is devoted to present some additional 

implementation details of some crucial modules of the overall 
framework. 

1) Access Network Prediction (ANP) 
The ANP has two main roles. On one hand it processes the 

measurements and records the data into the database. On the 
other hand it sends the periodic prediction messages towards 
the HM module. Measurement data  

 

 
Fig. 6. Database scheme designed for the ANP module 

Data from the measurement unit will be processed based 
on their time stamp <MeasTimeStamp>: GPS coordinates 
must be paired based on the measurement time, and then an 
entry should be inserted into the PHY_MEAS table about the 
followings:  

 
− AN_ID: access network identification 
− GPSCoord: the closest GPS coordinate in the raster to 

the measurement time  
− SNR: Signal-to-Noise Ratio [dBm] 
− IP_MEAS table is filled only if IP level measurement 

was also received (bandwidth and round-time-trip 
values) 

− The Prefix entry could be empty or also could contain 
multiple prefix values  

− Reliability table stores the level of reliability of a par-
ticular access network: as our vehicle could pass on the 
same route multiple times, we can summarize the 
measurement snapshots and using a special rating 
technique we can classify the stored data according to 
its appropriateness in a longer session of measure-
ments. E.g., if the BW is low or the Home Agent is not 
available on a particular link during one measurement 
snapshot, the system will not immediately remove that 
access network but will start to degrade the level of 
reliability for that entry. 

 
In order to create the prediction, first we filter the 

PHY_MEAS table based on GPS coordinates and SNR values: 
e.g., if we would like to implement a 10 second prediction 
window, then we will query AN_IDs with GPS coordinates in 
the next 10 seconds, and then unusable networks with terrible 
SNR values should be left out from the answer. Then we 
search the IP_MEAS table for prefixes for the given GPS 

 

 
Fig. 5. Details of the proposed handover execution/tunnel management 

protocol 

The proposed handover execution protocol is detailed in 
Figure 5. When the HM decides to perform a handover, in 
order to use the benefits of MCoA, the following steps are 
executed. Using one of the inactive interfaces the HM con-
nects to the new access network and establishes a new Mobile 
IPv6 binding. At this stage, the current and new access net-
works are both connected and Mobility Tunnels are estab-
lished between the MR and the HA. Handing over to the new 
access network is entirely based on Flow Bindings, which in 
this case means that all flows are moved from one interface to 
another. To avoid asymmetric routing, the MA and HA has to 
modify their bindings simultaneously, in a timely manner. The 
schedule is communicated by the Flow Binding modules in 
predictive Flow Binding Update/Acknowledgement messages 
(Figure 5). When the changes of flow bindings are executed, 
the new interface is marked as active, while the rest of the 
communication interfaces are set to inactive mode. The mobile 
network nodes (MNNs) inside the NEMO will always and 
transparently use the communication path spanned by the 
active interface. Different Handover Policies may have dif-
ferent effects on handover strategies.  

IV. IMPLEMENTATION DETAILS 
In this section we introduce the most important imple-

mentation details, our real-life, loosely-coupled UMTS/Wi-Fi 
heterogeneous testbed, the scenario created to evaluate our 
GNSS aided predictive NEMO handover management frame-
work, and the measurement results. We compared our method 
against two other handover solutions (standard NEMO BS and 
NEMO MCoA handovers as detailed in Section II) in one 
networking scenario using four main handover performance 
metrics (Handover latency, UDP packet loss, TCP throughput 
and RTT). 

A. Implementation details 
This section is devoted to present some additional 

implementation details of some crucial modules of the overall 
framework. 

1) Access Network Prediction (ANP) 
The ANP has two main roles. On one hand it processes the 

measurements and records the data into the database. On the 
other hand it sends the periodic prediction messages towards 
the HM module. Measurement data  

 

 
Fig. 6. Database scheme designed for the ANP module 

Data from the measurement unit will be processed based 
on their time stamp <MeasTimeStamp>: GPS coordinates 
must be paired based on the measurement time, and then an 
entry should be inserted into the PHY_MEAS table about the 
followings:  

 
− AN_ID: access network identification 
− GPSCoord: the closest GPS coordinate in the raster to 

the measurement time  
− SNR: Signal-to-Noise Ratio [dBm] 
− IP_MEAS table is filled only if IP level measurement 

was also received (bandwidth and round-time-trip 
values) 

− The Prefix entry could be empty or also could contain 
multiple prefix values  

− Reliability table stores the level of reliability of a par-
ticular access network: as our vehicle could pass on the 
same route multiple times, we can summarize the 
measurement snapshots and using a special rating 
technique we can classify the stored data according to 
its appropriateness in a longer session of measure-
ments. E.g., if the BW is low or the Home Agent is not 
available on a particular link during one measurement 
snapshot, the system will not immediately remove that 
access network but will start to degrade the level of 
reliability for that entry. 

 
In order to create the prediction, first we filter the 

PHY_MEAS table based on GPS coordinates and SNR values: 
e.g., if we would like to implement a 10 second prediction 
window, then we will query AN_IDs with GPS coordinates in 
the next 10 seconds, and then unusable networks with terrible 
SNR values should be left out from the answer. Then we 
search the IP_MEAS table for prefixes for the given GPS 

 

 
Fig. 5. Details of the proposed handover execution/tunnel management 

protocol 

The proposed handover execution protocol is detailed in 
Figure 5. When the HM decides to perform a handover, in 
order to use the benefits of MCoA, the following steps are 
executed. Using one of the inactive interfaces the HM con-
nects to the new access network and establishes a new Mobile 
IPv6 binding. At this stage, the current and new access net-
works are both connected and Mobility Tunnels are estab-
lished between the MR and the HA. Handing over to the new 
access network is entirely based on Flow Bindings, which in 
this case means that all flows are moved from one interface to 
another. To avoid asymmetric routing, the MA and HA has to 
modify their bindings simultaneously, in a timely manner. The 
schedule is communicated by the Flow Binding modules in 
predictive Flow Binding Update/Acknowledgement messages 
(Figure 5). When the changes of flow bindings are executed, 
the new interface is marked as active, while the rest of the 
communication interfaces are set to inactive mode. The mobile 
network nodes (MNNs) inside the NEMO will always and 
transparently use the communication path spanned by the 
active interface. Different Handover Policies may have dif-
ferent effects on handover strategies.  

IV. IMPLEMENTATION DETAILS 
In this section we introduce the most important imple-

mentation details, our real-life, loosely-coupled UMTS/Wi-Fi 
heterogeneous testbed, the scenario created to evaluate our 
GNSS aided predictive NEMO handover management frame-
work, and the measurement results. We compared our method 
against two other handover solutions (standard NEMO BS and 
NEMO MCoA handovers as detailed in Section II) in one 
networking scenario using four main handover performance 
metrics (Handover latency, UDP packet loss, TCP throughput 
and RTT). 

A. Implementation details 
This section is devoted to present some additional 

implementation details of some crucial modules of the overall 
framework. 

1) Access Network Prediction (ANP) 
The ANP has two main roles. On one hand it processes the 

measurements and records the data into the database. On the 
other hand it sends the periodic prediction messages towards 
the HM module. Measurement data  

 

 
Fig. 6. Database scheme designed for the ANP module 

Data from the measurement unit will be processed based 
on their time stamp <MeasTimeStamp>: GPS coordinates 
must be paired based on the measurement time, and then an 
entry should be inserted into the PHY_MEAS table about the 
followings:  

 
− AN_ID: access network identification 
− GPSCoord: the closest GPS coordinate in the raster to 

the measurement time  
− SNR: Signal-to-Noise Ratio [dBm] 
− IP_MEAS table is filled only if IP level measurement 

was also received (bandwidth and round-time-trip 
values) 

− The Prefix entry could be empty or also could contain 
multiple prefix values  

− Reliability table stores the level of reliability of a par-
ticular access network: as our vehicle could pass on the 
same route multiple times, we can summarize the 
measurement snapshots and using a special rating 
technique we can classify the stored data according to 
its appropriateness in a longer session of measure-
ments. E.g., if the BW is low or the Home Agent is not 
available on a particular link during one measurement 
snapshot, the system will not immediately remove that 
access network but will start to degrade the level of 
reliability for that entry. 

 
In order to create the prediction, first we filter the 

PHY_MEAS table based on GPS coordinates and SNR values: 
e.g., if we would like to implement a 10 second prediction 
window, then we will query AN_IDs with GPS coordinates in 
the next 10 seconds, and then unusable networks with terrible 
SNR values should be left out from the answer. Then we 
search the IP_MEAS table for prefixes for the given GPS 

 

 
Fig. 5. Details of the proposed handover execution/tunnel management 

protocol 

The proposed handover execution protocol is detailed in 
Figure 5. When the HM decides to perform a handover, in 
order to use the benefits of MCoA, the following steps are 
executed. Using one of the inactive interfaces the HM con-
nects to the new access network and establishes a new Mobile 
IPv6 binding. At this stage, the current and new access net-
works are both connected and Mobility Tunnels are estab-
lished between the MR and the HA. Handing over to the new 
access network is entirely based on Flow Bindings, which in 
this case means that all flows are moved from one interface to 
another. To avoid asymmetric routing, the MA and HA has to 
modify their bindings simultaneously, in a timely manner. The 
schedule is communicated by the Flow Binding modules in 
predictive Flow Binding Update/Acknowledgement messages 
(Figure 5). When the changes of flow bindings are executed, 
the new interface is marked as active, while the rest of the 
communication interfaces are set to inactive mode. The mobile 
network nodes (MNNs) inside the NEMO will always and 
transparently use the communication path spanned by the 
active interface. Different Handover Policies may have dif-
ferent effects on handover strategies.  

IV. IMPLEMENTATION DETAILS 
In this section we introduce the most important imple-

mentation details, our real-life, loosely-coupled UMTS/Wi-Fi 
heterogeneous testbed, the scenario created to evaluate our 
GNSS aided predictive NEMO handover management frame-
work, and the measurement results. We compared our method 
against two other handover solutions (standard NEMO BS and 
NEMO MCoA handovers as detailed in Section II) in one 
networking scenario using four main handover performance 
metrics (Handover latency, UDP packet loss, TCP throughput 
and RTT). 

A. Implementation details 
This section is devoted to present some additional 

implementation details of some crucial modules of the overall 
framework. 

1) Access Network Prediction (ANP) 
The ANP has two main roles. On one hand it processes the 

measurements and records the data into the database. On the 
other hand it sends the periodic prediction messages towards 
the HM module. Measurement data  

 

 
Fig. 6. Database scheme designed for the ANP module 

Data from the measurement unit will be processed based 
on their time stamp <MeasTimeStamp>: GPS coordinates 
must be paired based on the measurement time, and then an 
entry should be inserted into the PHY_MEAS table about the 
followings:  

 
− AN_ID: access network identification 
− GPSCoord: the closest GPS coordinate in the raster to 

the measurement time  
− SNR: Signal-to-Noise Ratio [dBm] 
− IP_MEAS table is filled only if IP level measurement 

was also received (bandwidth and round-time-trip 
values) 

− The Prefix entry could be empty or also could contain 
multiple prefix values  

− Reliability table stores the level of reliability of a par-
ticular access network: as our vehicle could pass on the 
same route multiple times, we can summarize the 
measurement snapshots and using a special rating 
technique we can classify the stored data according to 
its appropriateness in a longer session of measure-
ments. E.g., if the BW is low or the Home Agent is not 
available on a particular link during one measurement 
snapshot, the system will not immediately remove that 
access network but will start to degrade the level of 
reliability for that entry. 

 
In order to create the prediction, first we filter the 

PHY_MEAS table based on GPS coordinates and SNR values: 
e.g., if we would like to implement a 10 second prediction 
window, then we will query AN_IDs with GPS coordinates in 
the next 10 seconds, and then unusable networks with terrible 
SNR values should be left out from the answer. Then we 
search the IP_MEAS table for prefixes for the given GPS 

 

 
Fig. 5. Details of the proposed handover execution/tunnel management 

protocol 

The proposed handover execution protocol is detailed in 
Figure 5. When the HM decides to perform a handover, in 
order to use the benefits of MCoA, the following steps are 
executed. Using one of the inactive interfaces the HM con-
nects to the new access network and establishes a new Mobile 
IPv6 binding. At this stage, the current and new access net-
works are both connected and Mobility Tunnels are estab-
lished between the MR and the HA. Handing over to the new 
access network is entirely based on Flow Bindings, which in 
this case means that all flows are moved from one interface to 
another. To avoid asymmetric routing, the MA and HA has to 
modify their bindings simultaneously, in a timely manner. The 
schedule is communicated by the Flow Binding modules in 
predictive Flow Binding Update/Acknowledgement messages 
(Figure 5). When the changes of flow bindings are executed, 
the new interface is marked as active, while the rest of the 
communication interfaces are set to inactive mode. The mobile 
network nodes (MNNs) inside the NEMO will always and 
transparently use the communication path spanned by the 
active interface. Different Handover Policies may have dif-
ferent effects on handover strategies.  

IV. IMPLEMENTATION DETAILS 
In this section we introduce the most important imple-

mentation details, our real-life, loosely-coupled UMTS/Wi-Fi 
heterogeneous testbed, the scenario created to evaluate our 
GNSS aided predictive NEMO handover management frame-
work, and the measurement results. We compared our method 
against two other handover solutions (standard NEMO BS and 
NEMO MCoA handovers as detailed in Section II) in one 
networking scenario using four main handover performance 
metrics (Handover latency, UDP packet loss, TCP throughput 
and RTT). 

A. Implementation details 
This section is devoted to present some additional 

implementation details of some crucial modules of the overall 
framework. 

1) Access Network Prediction (ANP) 
The ANP has two main roles. On one hand it processes the 

measurements and records the data into the database. On the 
other hand it sends the periodic prediction messages towards 
the HM module. Measurement data  

 

 
Fig. 6. Database scheme designed for the ANP module 

Data from the measurement unit will be processed based 
on their time stamp <MeasTimeStamp>: GPS coordinates 
must be paired based on the measurement time, and then an 
entry should be inserted into the PHY_MEAS table about the 
followings:  

 
− AN_ID: access network identification 
− GPSCoord: the closest GPS coordinate in the raster to 

the measurement time  
− SNR: Signal-to-Noise Ratio [dBm] 
− IP_MEAS table is filled only if IP level measurement 

was also received (bandwidth and round-time-trip 
values) 

− The Prefix entry could be empty or also could contain 
multiple prefix values  

− Reliability table stores the level of reliability of a par-
ticular access network: as our vehicle could pass on the 
same route multiple times, we can summarize the 
measurement snapshots and using a special rating 
technique we can classify the stored data according to 
its appropriateness in a longer session of measure-
ments. E.g., if the BW is low or the Home Agent is not 
available on a particular link during one measurement 
snapshot, the system will not immediately remove that 
access network but will start to degrade the level of 
reliability for that entry. 

 
In order to create the prediction, first we filter the 

PHY_MEAS table based on GPS coordinates and SNR values: 
e.g., if we would like to implement a 10 second prediction 
window, then we will query AN_IDs with GPS coordinates in 
the next 10 seconds, and then unusable networks with terrible 
SNR values should be left out from the answer. Then we 
search the IP_MEAS table for prefixes for the given GPS 

 

 
Fig. 5. Details of the proposed handover execution/tunnel management 

protocol 

The proposed handover execution protocol is detailed in 
Figure 5. When the HM decides to perform a handover, in 
order to use the benefits of MCoA, the following steps are 
executed. Using one of the inactive interfaces the HM con-
nects to the new access network and establishes a new Mobile 
IPv6 binding. At this stage, the current and new access net-
works are both connected and Mobility Tunnels are estab-
lished between the MR and the HA. Handing over to the new 
access network is entirely based on Flow Bindings, which in 
this case means that all flows are moved from one interface to 
another. To avoid asymmetric routing, the MA and HA has to 
modify their bindings simultaneously, in a timely manner. The 
schedule is communicated by the Flow Binding modules in 
predictive Flow Binding Update/Acknowledgement messages 
(Figure 5). When the changes of flow bindings are executed, 
the new interface is marked as active, while the rest of the 
communication interfaces are set to inactive mode. The mobile 
network nodes (MNNs) inside the NEMO will always and 
transparently use the communication path spanned by the 
active interface. Different Handover Policies may have dif-
ferent effects on handover strategies.  

IV. IMPLEMENTATION DETAILS 
In this section we introduce the most important imple-

mentation details, our real-life, loosely-coupled UMTS/Wi-Fi 
heterogeneous testbed, the scenario created to evaluate our 
GNSS aided predictive NEMO handover management frame-
work, and the measurement results. We compared our method 
against two other handover solutions (standard NEMO BS and 
NEMO MCoA handovers as detailed in Section II) in one 
networking scenario using four main handover performance 
metrics (Handover latency, UDP packet loss, TCP throughput 
and RTT). 

A. Implementation details 
This section is devoted to present some additional 

implementation details of some crucial modules of the overall 
framework. 

1) Access Network Prediction (ANP) 
The ANP has two main roles. On one hand it processes the 

measurements and records the data into the database. On the 
other hand it sends the periodic prediction messages towards 
the HM module. Measurement data  

 

 
Fig. 6. Database scheme designed for the ANP module 

Data from the measurement unit will be processed based 
on their time stamp <MeasTimeStamp>: GPS coordinates 
must be paired based on the measurement time, and then an 
entry should be inserted into the PHY_MEAS table about the 
followings:  

 
− AN_ID: access network identification 
− GPSCoord: the closest GPS coordinate in the raster to 

the measurement time  
− SNR: Signal-to-Noise Ratio [dBm] 
− IP_MEAS table is filled only if IP level measurement 

was also received (bandwidth and round-time-trip 
values) 

− The Prefix entry could be empty or also could contain 
multiple prefix values  

− Reliability table stores the level of reliability of a par-
ticular access network: as our vehicle could pass on the 
same route multiple times, we can summarize the 
measurement snapshots and using a special rating 
technique we can classify the stored data according to 
its appropriateness in a longer session of measure-
ments. E.g., if the BW is low or the Home Agent is not 
available on a particular link during one measurement 
snapshot, the system will not immediately remove that 
access network but will start to degrade the level of 
reliability for that entry. 

 
In order to create the prediction, first we filter the 

PHY_MEAS table based on GPS coordinates and SNR values: 
e.g., if we would like to implement a 10 second prediction 
window, then we will query AN_IDs with GPS coordinates in 
the next 10 seconds, and then unusable networks with terrible 
SNR values should be left out from the answer. Then we 
search the IP_MEAS table for prefixes for the given GPS 

 

 
Fig. 5. Details of the proposed handover execution/tunnel management 

protocol 

The proposed handover execution protocol is detailed in 
Figure 5. When the HM decides to perform a handover, in 
order to use the benefits of MCoA, the following steps are 
executed. Using one of the inactive interfaces the HM con-
nects to the new access network and establishes a new Mobile 
IPv6 binding. At this stage, the current and new access net-
works are both connected and Mobility Tunnels are estab-
lished between the MR and the HA. Handing over to the new 
access network is entirely based on Flow Bindings, which in 
this case means that all flows are moved from one interface to 
another. To avoid asymmetric routing, the MA and HA has to 
modify their bindings simultaneously, in a timely manner. The 
schedule is communicated by the Flow Binding modules in 
predictive Flow Binding Update/Acknowledgement messages 
(Figure 5). When the changes of flow bindings are executed, 
the new interface is marked as active, while the rest of the 
communication interfaces are set to inactive mode. The mobile 
network nodes (MNNs) inside the NEMO will always and 
transparently use the communication path spanned by the 
active interface. Different Handover Policies may have dif-
ferent effects on handover strategies.  

IV. IMPLEMENTATION DETAILS 
In this section we introduce the most important imple-

mentation details, our real-life, loosely-coupled UMTS/Wi-Fi 
heterogeneous testbed, the scenario created to evaluate our 
GNSS aided predictive NEMO handover management frame-
work, and the measurement results. We compared our method 
against two other handover solutions (standard NEMO BS and 
NEMO MCoA handovers as detailed in Section II) in one 
networking scenario using four main handover performance 
metrics (Handover latency, UDP packet loss, TCP throughput 
and RTT). 

A. Implementation details 
This section is devoted to present some additional 

implementation details of some crucial modules of the overall 
framework. 

1) Access Network Prediction (ANP) 
The ANP has two main roles. On one hand it processes the 

measurements and records the data into the database. On the 
other hand it sends the periodic prediction messages towards 
the HM module. Measurement data  

 

 
Fig. 6. Database scheme designed for the ANP module 

Data from the measurement unit will be processed based 
on their time stamp <MeasTimeStamp>: GPS coordinates 
must be paired based on the measurement time, and then an 
entry should be inserted into the PHY_MEAS table about the 
followings:  

 
− AN_ID: access network identification 
− GPSCoord: the closest GPS coordinate in the raster to 

the measurement time  
− SNR: Signal-to-Noise Ratio [dBm] 
− IP_MEAS table is filled only if IP level measurement 

was also received (bandwidth and round-time-trip 
values) 

− The Prefix entry could be empty or also could contain 
multiple prefix values  

− Reliability table stores the level of reliability of a par-
ticular access network: as our vehicle could pass on the 
same route multiple times, we can summarize the 
measurement snapshots and using a special rating 
technique we can classify the stored data according to 
its appropriateness in a longer session of measure-
ments. E.g., if the BW is low or the Home Agent is not 
available on a particular link during one measurement 
snapshot, the system will not immediately remove that 
access network but will start to degrade the level of 
reliability for that entry. 

 
In order to create the prediction, first we filter the 

PHY_MEAS table based on GPS coordinates and SNR values: 
e.g., if we would like to implement a 10 second prediction 
window, then we will query AN_IDs with GPS coordinates in 
the next 10 seconds, and then unusable networks with terrible 
SNR values should be left out from the answer. Then we 
search the IP_MEAS table for prefixes for the given GPS coordinates and AN_ID values. In that way only networks 
with appropriate physical and IP level parameters will be sent 
towards the HM module. Based on the prefixes and the 
AN_ID all the stored values (Reliability, RTT, BW, etc.) can 
be gathered, which can be used by the HM module to make 
the handover decisions. 

 

 
Fig. 7. Detailed operation of the Connection Manager module 

2) Connection manager module 
This module handles the execution of handovers, deals 

with the medium-dependent preparation tasks, maintains 
available interfaces and actual connections, and initiates Po-
licy Exchange operations. As Figure 7 depicts, the Connection 
Manager loads up a default setting during the startup process. 
After that it awakes periodically and checks whether there is a 
need for handover or not. Depending on the decision, it will 
react according to the type of HO. 
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ronment did not allow real, open-air motion of the NEMO, a 
special solution for movement emulation was introduced in 
our testbed using pre-recorded GPS traces. The traces were 
played back by the gpsfake component of gpsd [28] during 
every measurement run. This component is located on the MR 
together with the Access Network Prediction and Handover 
Manager modules of the predictive handover management 
system, and contains a virtual test track with pre-defined co-
verage structure along the path (Figure 9). The different 
coverage areas of this test track were emulated by a prepared 
database at the ANP, but the access networks were real. 

 

 
Fig. 9. Virtual test-track defined for the evaluation 

The evaluation scenario we used was implemented based 
on the above testbed details strongly relying on this virtual 
motion/coverage information scheme. The yellow, two-lane 
road represents the left-to-right virtual path of network mobi-
lity executed during our measurement runs using the pre-
recorded GPS trace. We assume that 3G UMTS coverage is 
available during the whole route, while WLAN access net-
works – represented with colored circles – are to appear and 
disappear  according to Figure 9 when the mobile network 
moves. The green, red and yellow circles represent overlap-
ping WLAN networks with similar range, quality and trans-
mission power, while the blue circle is for an umbrella WLAN 
coverage with bigger range but worst quality (in means of 
SNR). On this path consisting of several heterogeneous over-
lapping access networks, every handover type (3G=>Wi-Fi, 
Wi-Fi=>Wi-Fi and Wi-Fi=>3G) appears. 

V. MEASUREMENT RESULTS 
In order to evaluate the performance of our proposed 

handover mechanism in the presented testbed, an extensive 
comparison with existing implementations of different Mobile 
IPv6 based handover management schemes is necessary.  

NEMO BS was chosen as basis to emphasize the draw-
backs of using only a single media for horizontal handovers 
without prediction. Due to the limited functionalities of this 
mobility protocol the presence of network outage during 
handovers is expected, causing error-prone transport protocols 
such as UDP to perform suboptimal.  
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To fully take advantage of our heterogeneous test envi-
ronment NEMO MCoA handovers were used to demonstrate 
the benefits of inter-media handovers in multihomed networks 
by manually changing data flows among multiple network 
interfaces and applying Flow Bindings and Policy Exchange 
for handover execution. The chance of packet loss and the 
handover delay is expected to be less compared to the NEMO 
BS case, as the MCoA protocol extension allows switching 
data flows on already configured network interfaces. As this 
method lacks the prediction and automation features our 
approach has, we simulate handovers by changing to the first 
new available network blindly, emphasizing the risks what the 
absence of pre-recorded information can bring. 

This second approach however is still expected to be 
outperformed by our GNSS aided predictive NEMO MCoA 
handover solution which uses automatic handover decisions 
based on various likelihood criteria, such as SNR/RSSI and 
reliability. The overall data throughput is expected to be the 
highest with our approach, as the amount of time spent on 
networks with good QoS parameters is maximized and the 
handover latency is minimized during any mobility cases. 

The objective of our evaluation was to compare the above 
three handover methods and show the power of our frame-
work. Therefore four main parameters were analyzed. In each 
scenario fifty measurements were executed. Netperf [25] was 
used for TCP and UDP packet flow generation while Tshark 
[26] was responsible for packet capture and analysis. The 
results are presented in box-and-whisker diagrams to display 
the collected numerical data groups in a compact way. The 
depicted statistical information are as follows: the lowest 
sample value (lower line), the lower quartile called Q1 (the 
lower edge of the box), the median called Q2 (the delimiter of 
the two distinctive colors of the box), the upper quartile called 
Q3 (the upper edge of the box), the largest sample value (the 
upper line), and the mean of the collected data (red lined 
rhombus). Red crosses are depicting outliers (i.e., measure-
ment data if they are larger than Q3 + 1.5*(Q3 – Q1) or 
smaller than Q1 – 1.5*(Q3 – Q1)). The length of boxes (i.e., 
the interquartile range) represents the middle fifty percent of 
the measured data. Diamonds show the mean (average) value 
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available during the whole route, while WLAN access net-
works – represented with colored circles – are to appear and 
disappear  according to Figure 9 when the mobile network 
moves. The green, red and yellow circles represent overlap-
ping WLAN networks with similar range, quality and trans-
mission power, while the blue circle is for an umbrella WLAN 
coverage with bigger range but worst quality (in means of 
SNR). On this path consisting of several heterogeneous over-
lapping access networks, every handover type (3G=>Wi-Fi, 
Wi-Fi=>Wi-Fi and Wi-Fi=>3G) appears. 

V. MEASUREMENT RESULTS 
In order to evaluate the performance of our proposed 

handover mechanism in the presented testbed, an extensive 
comparison with existing implementations of different Mobile 
IPv6 based handover management schemes is necessary.  

NEMO BS was chosen as basis to emphasize the draw-
backs of using only a single media for horizontal handovers 
without prediction. Due to the limited functionalities of this 
mobility protocol the presence of network outage during 
handovers is expected, causing error-prone transport protocols 
such as UDP to perform suboptimal.  

 
Fig. 10. Handover latency measurement results of multiple runs 

To fully take advantage of our heterogeneous test envi-
ronment NEMO MCoA handovers were used to demonstrate 
the benefits of inter-media handovers in multihomed networks 
by manually changing data flows among multiple network 
interfaces and applying Flow Bindings and Policy Exchange 
for handover execution. The chance of packet loss and the 
handover delay is expected to be less compared to the NEMO 
BS case, as the MCoA protocol extension allows switching 
data flows on already configured network interfaces. As this 
method lacks the prediction and automation features our 
approach has, we simulate handovers by changing to the first 
new available network blindly, emphasizing the risks what the 
absence of pre-recorded information can bring. 

This second approach however is still expected to be 
outperformed by our GNSS aided predictive NEMO MCoA 
handover solution which uses automatic handover decisions 
based on various likelihood criteria, such as SNR/RSSI and 
reliability. The overall data throughput is expected to be the 
highest with our approach, as the amount of time spent on 
networks with good QoS parameters is maximized and the 
handover latency is minimized during any mobility cases. 

The objective of our evaluation was to compare the above 
three handover methods and show the power of our frame-
work. Therefore four main parameters were analyzed. In each 
scenario fifty measurements were executed. Netperf [25] was 
used for TCP and UDP packet flow generation while Tshark 
[26] was responsible for packet capture and analysis. The 
results are presented in box-and-whisker diagrams to display 
the collected numerical data groups in a compact way. The 
depicted statistical information are as follows: the lowest 
sample value (lower line), the lower quartile called Q1 (the 
lower edge of the box), the median called Q2 (the delimiter of 
the two distinctive colors of the box), the upper quartile called 
Q3 (the upper edge of the box), the largest sample value (the 
upper line), and the mean of the collected data (red lined 
rhombus). Red crosses are depicting outliers (i.e., measure-
ment data if they are larger than Q3 + 1.5*(Q3 – Q1) or 
smaller than Q1 – 1.5*(Q3 – Q1)). The length of boxes (i.e., 
the interquartile range) represents the middle fifty percent of 
the measured data. Diamonds show the mean (average) value 

of the measurements, the solid line in the background depicts 
the range of measured data. 

 
Fig. 11. TCP Throughput measurement results of multiple runs 

Figure 10 shows the results of handover latency measure-
ments of multiple runs. Time stamped log messages and ker-
nel events provide the measured latency in seconds passed 
between the handover decision and the availability of the new 
Mobile IPv6 tunnel interface on the Mobile Router. As NEMO 
BS only uses a single interface for handover operations, it 
showed significant delays while changing between different 
wireless networks. The gap in dataflow is partly caused by 
Layer 2 connection delays and Layer 3 operations such as 
IPv6 address acquiring from the access router and mobility 
signalling between the MR and the HA. In both MCoA cases 
the handovers took place on already configured network 

interfaces, where the mobility tunnels were already estab-
lished. The only signalling on the channel was the above 
introduced policy exchange mechanism between the Mobile 
Router and the Home Agent. The handover latency in this 
scenario was measured based on the round-trip-time of the 
Predictive Policy Exchange Messages. As visible, there is not 
much improvement between NEMO MCoA and our method. 
The small improvement of Predictive NEMO MCoA comes 
from better network QoS parameters as it is capable of 
selecting the best networks along the path. 

Figure 12 depicts our HO latency measurement results 
focusing on one single run on the virtual test-track.  The figure 
shows that a simple NEMO BS system provides much higher 
HO delays compared to the advanced MCoA based solutions. 
It is also highlighted that our prediction based framework 
adapts to the actual network coverage more precisely while 
also maximising the time spent on a satisfactory RAN. The 
prediction based system chooses alternative networks, and 
follows the handover policy aiming to use 3G network only if 
Wi-Fi is not available. Our system does not connect to the Wi-
Fi with bad SNR (i.e., Blue WLAN) while the MCoA hand-
over is not able to differentiate between such parameters. 

 Our second test case in our evaluation was the measure-
ment of TCP throughput between a Mobile Network Node and 
a Correspondent Node. The five-number-representation of 
TCP throughput is shown on Figure 11. The connection was 
not lost during the tests due to the error detection and flow 
control feature of the applied transport protocol.  
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shows that a simple NEMO BS system provides much higher 
HO delays compared to the advanced MCoA based solutions. 
It is also highlighted that our prediction based framework 
adapts to the actual network coverage more precisely while 
also maximising the time spent on a satisfactory RAN. The 
prediction based system chooses alternative networks, and 
follows the handover policy aiming to use 3G network only if 
Wi-Fi is not available. Our system does not connect to the Wi-
Fi with bad SNR (i.e., Blue WLAN) while the MCoA hand-
over is not able to differentiate between such parameters. 

 Our second test case in our evaluation was the measure-
ment of TCP throughput between a Mobile Network Node and 
a Correspondent Node. The five-number-representation of 
TCP throughput is shown on Figure 11. The connection was 
not lost during the tests due to the error detection and flow 
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Figure 10 shows the results of handover latency measure-
ments of multiple runs. Time stamped log messages and ker-
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between the handover decision and the availability of the new 
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BS only uses a single interface for handover operations, it 
showed significant delays while changing between different 
wireless networks. The gap in dataflow is partly caused by 
Layer 2 connection delays and Layer 3 operations such as 
IPv6 address acquiring from the access router and mobility 
signalling between the MR and the HA. In both MCoA cases 
the handovers took place on already configured network 

interfaces, where the mobility tunnels were already estab-
lished. The only signalling on the channel was the above 
introduced policy exchange mechanism between the Mobile 
Router and the Home Agent. The handover latency in this 
scenario was measured based on the round-trip-time of the 
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much improvement between NEMO MCoA and our method. 
The small improvement of Predictive NEMO MCoA comes 
from better network QoS parameters as it is capable of 
selecting the best networks along the path. 

Figure 12 depicts our HO latency measurement results 
focusing on one single run on the virtual test-track.  The figure 
shows that a simple NEMO BS system provides much higher 
HO delays compared to the advanced MCoA based solutions. 
It is also highlighted that our prediction based framework 
adapts to the actual network coverage more precisely while 
also maximising the time spent on a satisfactory RAN. The 
prediction based system chooses alternative networks, and 
follows the handover policy aiming to use 3G network only if 
Wi-Fi is not available. Our system does not connect to the Wi-
Fi with bad SNR (i.e., Blue WLAN) while the MCoA hand-
over is not able to differentiate between such parameters. 

 Our second test case in our evaluation was the measure-
ment of TCP throughput between a Mobile Network Node and 
a Correspondent Node. The five-number-representation of 
TCP throughput is shown on Figure 11. The connection was 
not lost during the tests due to the error detection and flow 
control feature of the applied transport protocol.  
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Fig. 11. TCP Throughput measurement results of multiple runs 

Figure 10 shows the results of handover latency measure-
ments of multiple runs. Time stamped log messages and ker-
nel events provide the measured latency in seconds passed 
between the handover decision and the availability of the new 
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much improvement between NEMO MCoA and our method. 
The small improvement of Predictive NEMO MCoA comes 
from better network QoS parameters as it is capable of 
selecting the best networks along the path. 

Figure 12 depicts our HO latency measurement results 
focusing on one single run on the virtual test-track.  The figure 
shows that a simple NEMO BS system provides much higher 
HO delays compared to the advanced MCoA based solutions. 
It is also highlighted that our prediction based framework 
adapts to the actual network coverage more precisely while 
also maximising the time spent on a satisfactory RAN. The 
prediction based system chooses alternative networks, and 
follows the handover policy aiming to use 3G network only if 
Wi-Fi is not available. Our system does not connect to the Wi-
Fi with bad SNR (i.e., Blue WLAN) while the MCoA hand-
over is not able to differentiate between such parameters. 

 Our second test case in our evaluation was the measure-
ment of TCP throughput between a Mobile Network Node and 
a Correspondent Node. The five-number-representation of 
TCP throughput is shown on Figure 11. The connection was 
not lost during the tests due to the error detection and flow 
control feature of the applied transport protocol.  
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Fig. 13. RTT measurement results of one single run (i.e., one virtual path according to Fig. 9) 

The results justified our assumptions that the gap during 
the NEMO BS handovers significantly slows down the TCP 
stream, while during the MCoA handovers it remains stable on 
a much higher transfer rate. The Predictive NEMO MCoA 
handover outperformed all the others, thanks to the automated 
optimal network selection. 

Figure 14 shows the boxplot of packet loss when trans-
mitting a unidirectional UDP stream that originated from a 
MNN towards a CN (our third test scenario). The UDP stream 
was captured on both the MNN and the CN. After each run the 
packet loss ratio was calculated by dividing the sum of cap-
tured packages on both ends of the communication.  

As the single communication medium is not ready during 
the NEMO BS handover for several seconds, and the transport 
layer protocol has no error recovery, there is a substantial 
amount of lost packets in that case. However, in both MCoA 
scenarios the packet loss remained below the acceptable 5% 
percent. The usage of Predictive NEMO MCoA handover 
clearly converges towards the ideal 0% in our evaluation 
scenario. Note that wireless transmission itself implies some 
packet loss, so 1% should be regarded really low. 

The last test case was focusing on the RTT measurements. 
Figure 13 depicts our results gathered with one single run of 
test. The blue coloured Wi-Fi network was artificially de-
graded with Radio level settings and IP traffic shaping. In case 
of NEMO BS we can see that there are significant gaps in the 
connection around the handover points, meaning packet losses 
caused by managing handovers with only one active interface. 
In case of NEMO MCoA handovers our MR could also use 
the 3G access network. The figure clearly shows that without 
prediction the MR connects to every single Wi-Fi network 
sensed during the path. The continuity of the graph proves that 
no significant packet loss occurred, but the MR also used a 
bad quality Wi-Fi network with 400ms RTT (however, only 
for a limited amount of time, until the next Wi-Fi network was 
sensed by the MR on the road).  Our predictive scheme avoids 
Wi-Fi networks with bad SNR if possible: the Blue Wi-Fi will 
not be used, the MR chooses the Red network right after the 
Green one, despite the fact that the Blue appears sooner during 

the movement. Networks with insufficient performance can be 
avoided. 

 
Fig. 14. UDP packet loss measurement results of multiple runs 

VI. ANALYSIS OF PREDICTION ACCURACY 
The proposed framework and handover execution protocol 

strongly relies on the prediction accuracy which depends on 
the rasterization scheme working inside the ANP module. That 
is why we have started to analyze the limitations of the overall 
architecture inherited by possible wrong positioning on the 
raster net inside the ANP. We have developed a probabilistic 
system model for the ANP module and proposed an appro-
priate rasterization scheme where the probability of wrong 
positioning on the raster remains below 1%. 

Assume that we have a set of raster points given as 
              .    represents the  th point which is a 
geographical position with two coordinates: one on the west-
east axis and one on the north-south axis.   is an infinite but 
countable set. The members of the set are constant: they are 
given by the actual raster size. 

Assume that we are at a geographical position    (  can 
be given by god – no possibility to measure it exactly). We 
have a GNSS measurement equipment and want to figure out, 
what    is. We make measurements and we get   as an 
estimate, which is not exact of course.   is a random number 
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Fig. 11. TCP Throughput measurement results of multiple runs 

Figure 10 shows the results of handover latency measure-
ments of multiple runs. Time stamped log messages and ker-
nel events provide the measured latency in seconds passed 
between the handover decision and the availability of the new 
Mobile IPv6 tunnel interface on the Mobile Router. As NEMO 
BS only uses a single interface for handover operations, it 
showed significant delays while changing between different 
wireless networks. The gap in dataflow is partly caused by 
Layer 2 connection delays and Layer 3 operations such as 
IPv6 address acquiring from the access router and mobility 
signalling between the MR and the HA. In both MCoA cases 
the handovers took place on already configured network 

interfaces, where the mobility tunnels were already estab-
lished. The only signalling on the channel was the above 
introduced policy exchange mechanism between the Mobile 
Router and the Home Agent. The handover latency in this 
scenario was measured based on the round-trip-time of the 
Predictive Policy Exchange Messages. As visible, there is not 
much improvement between NEMO MCoA and our method. 
The small improvement of Predictive NEMO MCoA comes 
from better network QoS parameters as it is capable of 
selecting the best networks along the path. 

Figure 12 depicts our HO latency measurement results 
focusing on one single run on the virtual test-track.  The figure 
shows that a simple NEMO BS system provides much higher 
HO delays compared to the advanced MCoA based solutions. 
It is also highlighted that our prediction based framework 
adapts to the actual network coverage more precisely while 
also maximising the time spent on a satisfactory RAN. The 
prediction based system chooses alternative networks, and 
follows the handover policy aiming to use 3G network only if 
Wi-Fi is not available. Our system does not connect to the Wi-
Fi with bad SNR (i.e., Blue WLAN) while the MCoA hand-
over is not able to differentiate between such parameters. 

 Our second test case in our evaluation was the measure-
ment of TCP throughput between a Mobile Network Node and 
a Correspondent Node. The five-number-representation of 
TCP throughput is shown on Figure 11. The connection was 
not lost during the tests due to the error detection and flow 
control feature of the applied transport protocol.  
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Fig. 11. TCP Throughput measurement results of multiple runs 

Figure 10 shows the results of handover latency measure-
ments of multiple runs. Time stamped log messages and ker-
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between the handover decision and the availability of the new 
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follows the handover policy aiming to use 3G network only if 
Wi-Fi is not available. Our system does not connect to the Wi-
Fi with bad SNR (i.e., Blue WLAN) while the MCoA hand-
over is not able to differentiate between such parameters. 

 Our second test case in our evaluation was the measure-
ment of TCP throughput between a Mobile Network Node and 
a Correspondent Node. The five-number-representation of 
TCP throughput is shown on Figure 11. The connection was 
not lost during the tests due to the error detection and flow 
control feature of the applied transport protocol.  
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Fig. 11. TCP Throughput measurement results of multiple runs 

Figure 10 shows the results of handover latency measure-
ments of multiple runs. Time stamped log messages and ker-
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follows the handover policy aiming to use 3G network only if 
Wi-Fi is not available. Our system does not connect to the Wi-
Fi with bad SNR (i.e., Blue WLAN) while the MCoA hand-
over is not able to differentiate between such parameters. 

 Our second test case in our evaluation was the measure-
ment of TCP throughput between a Mobile Network Node and 
a Correspondent Node. The five-number-representation of 
TCP throughput is shown on Figure 11. The connection was 
not lost during the tests due to the error detection and flow 
control feature of the applied transport protocol.  
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Fig. 13. RTT measurement results of one single run (i.e., one virtual path according to Fig. 9) 

The results justified our assumptions that the gap during 
the NEMO BS handovers significantly slows down the TCP 
stream, while during the MCoA handovers it remains stable on 
a much higher transfer rate. The Predictive NEMO MCoA 
handover outperformed all the others, thanks to the automated 
optimal network selection. 

Figure 14 shows the boxplot of packet loss when trans-
mitting a unidirectional UDP stream that originated from a 
MNN towards a CN (our third test scenario). The UDP stream 
was captured on both the MNN and the CN. After each run the 
packet loss ratio was calculated by dividing the sum of cap-
tured packages on both ends of the communication.  

As the single communication medium is not ready during 
the NEMO BS handover for several seconds, and the transport 
layer protocol has no error recovery, there is a substantial 
amount of lost packets in that case. However, in both MCoA 
scenarios the packet loss remained below the acceptable 5% 
percent. The usage of Predictive NEMO MCoA handover 
clearly converges towards the ideal 0% in our evaluation 
scenario. Note that wireless transmission itself implies some 
packet loss, so 1% should be regarded really low. 

The last test case was focusing on the RTT measurements. 
Figure 13 depicts our results gathered with one single run of 
test. The blue coloured Wi-Fi network was artificially de-
graded with Radio level settings and IP traffic shaping. In case 
of NEMO BS we can see that there are significant gaps in the 
connection around the handover points, meaning packet losses 
caused by managing handovers with only one active interface. 
In case of NEMO MCoA handovers our MR could also use 
the 3G access network. The figure clearly shows that without 
prediction the MR connects to every single Wi-Fi network 
sensed during the path. The continuity of the graph proves that 
no significant packet loss occurred, but the MR also used a 
bad quality Wi-Fi network with 400ms RTT (however, only 
for a limited amount of time, until the next Wi-Fi network was 
sensed by the MR on the road).  Our predictive scheme avoids 
Wi-Fi networks with bad SNR if possible: the Blue Wi-Fi will 
not be used, the MR chooses the Red network right after the 
Green one, despite the fact that the Blue appears sooner during 

the movement. Networks with insufficient performance can be 
avoided. 

 
Fig. 14. UDP packet loss measurement results of multiple runs 

VI. ANALYSIS OF PREDICTION ACCURACY 
The proposed framework and handover execution protocol 

strongly relies on the prediction accuracy which depends on 
the rasterization scheme working inside the ANP module. That 
is why we have started to analyze the limitations of the overall 
architecture inherited by possible wrong positioning on the 
raster net inside the ANP. We have developed a probabilistic 
system model for the ANP module and proposed an appro-
priate rasterization scheme where the probability of wrong 
positioning on the raster remains below 1%. 

Assume that we have a set of raster points given as 
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The results justified our assumptions that the gap during 
the NEMO BS handovers significantly slows down the TCP 
stream, while during the MCoA handovers it remains stable on 
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handover outperformed all the others, thanks to the automated 
optimal network selection. 
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was captured on both the MNN and the CN. After each run the 
packet loss ratio was calculated by dividing the sum of cap-
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As the single communication medium is not ready during 
the NEMO BS handover for several seconds, and the transport 
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amount of lost packets in that case. However, in both MCoA 
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clearly converges towards the ideal 0% in our evaluation 
scenario. Note that wireless transmission itself implies some 
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caused by managing handovers with only one active interface. 
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the 3G access network. The figure clearly shows that without 
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for a limited amount of time, until the next Wi-Fi network was 
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handovers in our proposed scheme, Flow Bindings and Policy 
Exchange is required, which is also mandatory for the simple 
MCoA handover solution. 

In the future we plan to implement pluggable decision and 
prediction modules that further optimize network selection on 
various types of transportation scenarios.  

We also plan to extend the solution with possible impro-
vements in the sub modules of the system. For instance, 
gyroscope could be used to improve localization in places 
where GNSS systems are not able to work (e.g., in tunnels). 
Databases could be built quicker if P2P sharing of the 
database is supported. That is, Mobile Routers could improve 
their knowledge if they share their database with neighboring 
routers, or infrastructure based information arrives (e.g., from 
the road operator). Obviously, security considerations should 
be addressed first, before opening the databases. 
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gyroscope could be used to improve localization in places 
where GNSS systems are not able to work (e.g., in tunnels). 
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database is supported. That is, Mobile Routers could improve 
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networks Wi-Fi is preferred, but from multiple Wi-Fi RANs 
the one with the best SNR should be chosen. To execute the 
handovers in our proposed scheme, Flow Bindings and Policy 
Exchange is required, which is also mandatory for the simple 
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prediction modules that further optimize network selection on 
various types of transportation scenarios.  
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vements in the sub modules of the system. For instance, 
gyroscope could be used to improve localization in places 
where GNSS systems are not able to work (e.g., in tunnels). 
Databases could be built quicker if P2P sharing of the 
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routers, or infrastructure based information arrives (e.g., from 
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networks Wi-Fi is preferred, but from multiple Wi-Fi RANs 
the one with the best SNR should be chosen. To execute the 
handovers in our proposed scheme, Flow Bindings and Policy 
Exchange is required, which is also mandatory for the simple 
MCoA handover solution. 

In the future we plan to implement pluggable decision and 
prediction modules that further optimize network selection on 
various types of transportation scenarios.  

We also plan to extend the solution with possible impro-
vements in the sub modules of the system. For instance, 
gyroscope could be used to improve localization in places 
where GNSS systems are not able to work (e.g., in tunnels). 
Databases could be built quicker if P2P sharing of the 
database is supported. That is, Mobile Routers could improve 
their knowledge if they share their database with neighboring 
routers, or infrastructure based information arrives (e.g., from 
the road operator). Obviously, security considerations should 
be addressed first, before opening the databases. 
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networks Wi-Fi is preferred, but from multiple Wi-Fi RANs 
the one with the best SNR should be chosen. To execute the 
handovers in our proposed scheme, Flow Bindings and Policy 
Exchange is required, which is also mandatory for the simple 
MCoA handover solution. 

In the future we plan to implement pluggable decision and 
prediction modules that further optimize network selection on 
various types of transportation scenarios.  

We also plan to extend the solution with possible impro-
vements in the sub modules of the system. For instance, 
gyroscope could be used to improve localization in places 
where GNSS systems are not able to work (e.g., in tunnels). 
Databases could be built quicker if P2P sharing of the 
database is supported. That is, Mobile Routers could improve 
their knowledge if they share their database with neighboring 
routers, or infrastructure based information arrives (e.g., from 
the road operator). Obviously, security considerations should 
be addressed first, before opening the databases. 
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Abstract— Transmission Control Protocol (TCP) and User 
Datagram Protocol (UDP) are the essential transport protocols 
of the Internet Protocol (IP) networks. Both of them are 
dedicated for certain purposes and face their obvious 
limitations. Thus, there is a constant endeavor for developing 
alternatives. Despite the reliability feature of TCP, its 
relatively high complexity does not always enable to implement 
it in a hardware environment with constrained resources. Our 
paper introduces a low-complexity transport protocol 
dedicated to a real-time network monitoring system operating 
at 10+ Gbps. Its task is to transport the preprocessed IP 
packets from the monitoring device to the post-processing 
hosts without loss over a dedicated LAN. Resource 
requirement on sender side has to be reduced as much as 
possible while trying to maintain high throughput. Although 
RCTP is intended to serve in a network measurement system, 
it may be suitable for other measurement infrastructures such 
as sensor networks, where data provided by the sensors with 
limited resources have to be collected at a central node. 

Keywords- Transport protocol; datagram; UDP; monitoring 
system. 

I.  INTRODUCTION 
Passive traffic monitoring is an essential task for network 

infrastructure providers. There is a growing demand on high 
processing capacity to monitor core networks. In order to 
support lossless packet-level monitoring, dedicated 
hardware-accelerated equipments should be deployed on 
certain links of the infrastructure. Besides network 
processors, an increasing number of solutions are based on 
Field Programmable Gate Arrays (FPGA) as central building 
block. This technology ensures flexibility for integrating 
services into one device and performing real-time 
processing, while its resources (e.g., number of logical units 
and available on-chip memory) are always limited. The 
transport protocol introduced in this paper is optimized to 
distributed measurement architectures with constrained 
hardware resources and is part of a high performance 
monitoring system using FPGA-acceleration for packet 
capturing, parsing and filtering. 

Each probe device is tapping one specific direction of a 
100 Gbps link with passive optical splitter as seen in Fig. 1. 
Received packets are preprocessed within the FPGA. These 
tasks include high precision timestamping, protocol parsing 
and classification of the packets. 
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Packet flows are also identified and forwarded to 
collector agents, where deeper inspection, heuristic 
recognition and statistical analysis are done. Up to 10 
collectors are connected with 10 Gbps links to one probe 
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memory, TCP retransmission buffer has to be implemented 
in an off-chip RAM. However, accessing an external 
memory by many concurrent TCP instances would build up a 
serious bottleneck at line rate. To overcome processing 
bottlenecks we commonly used offloading techniques in our 
former research projects; converting the complex and 
resource-intensive operations to delay-tolerant processes 
generally improve the overall performance [8]. In our system 
the monitoring device itself is connected to the agents 
directly or through a dedicated LAN. This private 
infrastructure can forward packets reliably. In our design, 
transmission control is offloaded from the sender to the 
receiver in the form of rate control. Therefore, sender side is 
simple enough to be implemented even in a resource- and 
energy-constrained hardware. We improved its performance 
further by packetizing the data into MTU-sized packets 
before transmission, thus reducing packet and interrupt rates 
at the receiver. 

In Section II, TCP, the most feature-rich and widely 
applied transport protocol is set in contrast with a more 
lightweight UDP as well as a number of alternative protocols 
with reliability feature. Linux packet processing is reviewed 
from point of lossless packet reception in Section III. In 
Section IV our custom protocol is introduced in detail. 
Section V is about the performance evaluation of the 
protocol using a hybrid FPGA and Linux implementation at 
10 Gbps. 

II. RELATED WORKS 
TCP is a set of algorithms ensuring the adaptation of the 

protocol to various traffic situations. Reliable transmission is 
its basic feature, which is implemented using a positive 
acknowledgement mechanism. Buffering unacknowledged 
data makes possible to retransmit the whole buffered byte 
stream or a part of it when packet loss occurs. Researches 
proposed formulas for optimal sizing of buffers which is 
commonly specified by the bandwidth-delay product, to 
increase the performance of the protocol [9]. The size of the 
retransmission buffer at 10+ Gbps bandwidth, adjusted with 
this formula, exceeds the megabyte limit. This renders an 
efficient hardware implementation difficult to design. The 
complex logic required by TCP‟s algorithms make the 
situation even challenging. T. Uchida implemented TCP in 
FPGA for Gigabit Ethernet [10]. His circuit took up about 
3000 slices. It uses block RAM buffering, which is sufficient 
only for storing small amount of data. We ruled out this 
implementation since our application requires wire speed 
transmission at 10+ Gbps, which implies large memory 
buffers. 

By its simplicity, UDP is an optimal basis for a transport 
protocol dedicated for hardware implementation. Reliability 
feature is normally implemented in an upper protocol layer 
or in the application itself, by using extra buffer. UDP Lite is 
a variant of UDP that enables the forwarding of corrupted 
packets as well. One of the first attempts of combining 
simple message-oriented communication with reliable 
transmission into a lightweight transport protocol was 
Reliable UDP (rUDP) developed at Bell Labs [11]. It 
resembles TCP‟s retransmission mechanism with a 

windowing technique very similar to TCP resulting in the 
demand on extra buffer. Although Cisco and Microsoft have 
their own implementation of this protocol, it remained in 
draft status at IETF. 

Y. Gu and R. L. Grossman worked out an UDP-based 
transport protocol for WAN purposes [12]. It uses 
acknowledgements similar for TCP but it is timer-based and 
makes possible to acknowledge more frequently on slow or 
unreliable connections. Its main bottleneck for our 
application is its requirement for sender buffer. 

E.Kohler et al. introduced Datagram Congestion Control 
Protocol (DCCP) [13]. It provides a TCP-like feature set 
with reliable packet transmission and focuses on congestion 
control using Explicit Notification Control (ECN). Though it 
does not support in-order delivery of packets, it is not an 
explicit requirement for our application since packets are 
timestamped by the monitor hardware. Its real bottleneck is 
the recovery process triggering by a series of lost packets 
that vindicates the demand for buffering high amount of data. 

An effective combination of TCP and UDP called Stream 
Control Transmission Protocol (SCTP) was presented by R. 
Stewart and C. Metz [14]. It supports fragmentation of 
transmitted data into chunks and thus enabling to overcome 
some limitations of TCP by making some of its features 
disabled. It can reliably transmit data but since no system 
bottlenecks are taken into account, it retransmits lost data. 
This makes data buffering necessary and thus this protocol is 
also ruled out. 

The same limitation is present if we consider Reliable 
Datagram Sockets (RDS) developed at Oracle [15]. This 
transport protocol is designed for inter-process 
communication (IPC) on InfiniBand and primarily benefits 
from bidirectional dataflow because acknowledgements are 
placed at the end of data payload. Although it avoids losses 
caused by a saturated socket buffer, it does not care about 
other factors such as processing capacity bottlenecks. 

Scalable and Secure Transport Protocol (SSTP) is 
intended to serve as a scalable transport for metering systems 
[16]. The protocol presented by Y.J. Kim et al. ensures 
reliable transfer of data for short flows as well as data 
encryption. Although it is less complex compared to TCP it 
still contains functions (i.e., fairness and secure layer) 
unnecessary in our environment. 

Y.J. Kim and M. Thottan also presented Smart Grid 
Transport Protocol (SGTP) as an alternative transport 
protocol for collecting periodic measured data but it focuses 
on short-term flows consisting of small packets [17]. Our 
monitoring system produces long flows and large packets. 

Lossless transmission of metered or monitored data 
through various network conditions (e.g. 802.11x, etc.) is a 
general requirement. Thus transport protocols intended for 
these applications generally include buffering and 
retransmission of lost data. This is not a problem when only 
short packet flows are present. At the same time it is not 
likely to achieve line rate transmission performance. Probes 
collecting the measurement information are generally low 
performance hardware with a requirement of low resource 
consumption. 
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does not support in-order delivery of packets, it is not an 
explicit requirement for our application since packets are 
timestamped by the monitor hardware. Its real bottleneck is 
the recovery process triggering by a series of lost packets 
that vindicates the demand for buffering high amount of data. 

An effective combination of TCP and UDP called Stream 
Control Transmission Protocol (SCTP) was presented by R. 
Stewart and C. Metz [14]. It supports fragmentation of 
transmitted data into chunks and thus enabling to overcome 
some limitations of TCP by making some of its features 
disabled. It can reliably transmit data but since no system 
bottlenecks are taken into account, it retransmits lost data. 
This makes data buffering necessary and thus this protocol is 
also ruled out. 

The same limitation is present if we consider Reliable 
Datagram Sockets (RDS) developed at Oracle [15]. This 
transport protocol is designed for inter-process 
communication (IPC) on InfiniBand and primarily benefits 
from bidirectional dataflow because acknowledgements are 
placed at the end of data payload. Although it avoids losses 
caused by a saturated socket buffer, it does not care about 
other factors such as processing capacity bottlenecks. 

Scalable and Secure Transport Protocol (SSTP) is 
intended to serve as a scalable transport for metering systems 
[16]. The protocol presented by Y.J. Kim et al. ensures 
reliable transfer of data for short flows as well as data 
encryption. Although it is less complex compared to TCP it 
still contains functions (i.e., fairness and secure layer) 
unnecessary in our environment. 

Y.J. Kim and M. Thottan also presented Smart Grid 
Transport Protocol (SGTP) as an alternative transport 
protocol for collecting periodic measured data but it focuses 
on short-term flows consisting of small packets [17]. Our 
monitoring system produces long flows and large packets. 

Lossless transmission of metered or monitored data 
through various network conditions (e.g. 802.11x, etc.) is a 
general requirement. Thus transport protocols intended for 
these applications generally include buffering and 
retransmission of lost data. This is not a problem when only 
short packet flows are present. At the same time it is not 
likely to achieve line rate transmission performance. Probes 
collecting the measurement information are generally low 
performance hardware with a requirement of low resource 
consumption. 
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memory, TCP retransmission buffer has to be implemented 
in an off-chip RAM. However, accessing an external 
memory by many concurrent TCP instances would build up a 
serious bottleneck at line rate. To overcome processing 
bottlenecks we commonly used offloading techniques in our 
former research projects; converting the complex and 
resource-intensive operations to delay-tolerant processes 
generally improve the overall performance [8]. In our system 
the monitoring device itself is connected to the agents 
directly or through a dedicated LAN. This private 
infrastructure can forward packets reliably. In our design, 
transmission control is offloaded from the sender to the 
receiver in the form of rate control. Therefore, sender side is 
simple enough to be implemented even in a resource- and 
energy-constrained hardware. We improved its performance 
further by packetizing the data into MTU-sized packets 
before transmission, thus reducing packet and interrupt rates 
at the receiver. 

In Section II, TCP, the most feature-rich and widely 
applied transport protocol is set in contrast with a more 
lightweight UDP as well as a number of alternative protocols 
with reliability feature. Linux packet processing is reviewed 
from point of lossless packet reception in Section III. In 
Section IV our custom protocol is introduced in detail. 
Section V is about the performance evaluation of the 
protocol using a hybrid FPGA and Linux implementation at 
10 Gbps. 

II. RELATED WORKS 
TCP is a set of algorithms ensuring the adaptation of the 

protocol to various traffic situations. Reliable transmission is 
its basic feature, which is implemented using a positive 
acknowledgement mechanism. Buffering unacknowledged 
data makes possible to retransmit the whole buffered byte 
stream or a part of it when packet loss occurs. Researches 
proposed formulas for optimal sizing of buffers which is 
commonly specified by the bandwidth-delay product, to 
increase the performance of the protocol [9]. The size of the 
retransmission buffer at 10+ Gbps bandwidth, adjusted with 
this formula, exceeds the megabyte limit. This renders an 
efficient hardware implementation difficult to design. The 
complex logic required by TCP‟s algorithms make the 
situation even challenging. T. Uchida implemented TCP in 
FPGA for Gigabit Ethernet [10]. His circuit took up about 
3000 slices. It uses block RAM buffering, which is sufficient 
only for storing small amount of data. We ruled out this 
implementation since our application requires wire speed 
transmission at 10+ Gbps, which implies large memory 
buffers. 

By its simplicity, UDP is an optimal basis for a transport 
protocol dedicated for hardware implementation. Reliability 
feature is normally implemented in an upper protocol layer 
or in the application itself, by using extra buffer. UDP Lite is 
a variant of UDP that enables the forwarding of corrupted 
packets as well. One of the first attempts of combining 
simple message-oriented communication with reliable 
transmission into a lightweight transport protocol was 
Reliable UDP (rUDP) developed at Bell Labs [11]. It 
resembles TCP‟s retransmission mechanism with a 

windowing technique very similar to TCP resulting in the 
demand on extra buffer. Although Cisco and Microsoft have 
their own implementation of this protocol, it remained in 
draft status at IETF. 

Y. Gu and R. L. Grossman worked out an UDP-based 
transport protocol for WAN purposes [12]. It uses 
acknowledgements similar for TCP but it is timer-based and 
makes possible to acknowledge more frequently on slow or 
unreliable connections. Its main bottleneck for our 
application is its requirement for sender buffer. 

E.Kohler et al. introduced Datagram Congestion Control 
Protocol (DCCP) [13]. It provides a TCP-like feature set 
with reliable packet transmission and focuses on congestion 
control using Explicit Notification Control (ECN). Though it 
does not support in-order delivery of packets, it is not an 
explicit requirement for our application since packets are 
timestamped by the monitor hardware. Its real bottleneck is 
the recovery process triggering by a series of lost packets 
that vindicates the demand for buffering high amount of data. 

An effective combination of TCP and UDP called Stream 
Control Transmission Protocol (SCTP) was presented by R. 
Stewart and C. Metz [14]. It supports fragmentation of 
transmitted data into chunks and thus enabling to overcome 
some limitations of TCP by making some of its features 
disabled. It can reliably transmit data but since no system 
bottlenecks are taken into account, it retransmits lost data. 
This makes data buffering necessary and thus this protocol is 
also ruled out. 

The same limitation is present if we consider Reliable 
Datagram Sockets (RDS) developed at Oracle [15]. This 
transport protocol is designed for inter-process 
communication (IPC) on InfiniBand and primarily benefits 
from bidirectional dataflow because acknowledgements are 
placed at the end of data payload. Although it avoids losses 
caused by a saturated socket buffer, it does not care about 
other factors such as processing capacity bottlenecks. 

Scalable and Secure Transport Protocol (SSTP) is 
intended to serve as a scalable transport for metering systems 
[16]. The protocol presented by Y.J. Kim et al. ensures 
reliable transfer of data for short flows as well as data 
encryption. Although it is less complex compared to TCP it 
still contains functions (i.e., fairness and secure layer) 
unnecessary in our environment. 

Y.J. Kim and M. Thottan also presented Smart Grid 
Transport Protocol (SGTP) as an alternative transport 
protocol for collecting periodic measured data but it focuses 
on short-term flows consisting of small packets [17]. Our 
monitoring system produces long flows and large packets. 

Lossless transmission of metered or monitored data 
through various network conditions (e.g. 802.11x, etc.) is a 
general requirement. Thus transport protocols intended for 
these applications generally include buffering and 
retransmission of lost data. This is not a problem when only 
short packet flows are present. At the same time it is not 
likely to achieve line rate transmission performance. Probes 
collecting the measurement information are generally low 
performance hardware with a requirement of low resource 
consumption. 
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alternatives. Despite the reliability feature of TCP, its 
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it may be suitable for other measurement infrastructures such 
as sensor networks, where data provided by the sensors with 
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I.  INTRODUCTION 
Passive traffic monitoring is an essential task for network 

infrastructure providers. There is a growing demand on high 
processing capacity to monitor core networks. In order to 
support lossless packet-level monitoring, dedicated 
hardware-accelerated equipments should be deployed on 
certain links of the infrastructure. Besides network 
processors, an increasing number of solutions are based on 
Field Programmable Gate Arrays (FPGA) as central building 
block. This technology ensures flexibility for integrating 
services into one device and performing real-time 
processing, while its resources (e.g., number of logical units 
and available on-chip memory) are always limited. The 
transport protocol introduced in this paper is optimized to 
distributed measurement architectures with constrained 
hardware resources and is part of a high performance 
monitoring system using FPGA-acceleration for packet 
capturing, parsing and filtering. 

Each probe device is tapping one specific direction of a 
100 Gbps link with passive optical splitter as seen in Fig. 1. 
Received packets are preprocessed within the FPGA. These 
tasks include high precision timestamping, protocol parsing 
and classification of the packets. 
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Packet flows are also identified and forwarded to 
collector agents, where deeper inspection, heuristic 
recognition and statistical analysis are done. Up to 10 
collectors are connected with 10 Gbps links to one probe 
device and the monitored traffic of the 100 Gbps link is 
distributed uniformly between the 10 Gbps links. One 
specific flow is forwarded to one specific collector only.  
The transport protocol introduced is intended to serve the 
transmission of captured traffic from the probe to the 
collectors. 

 
Figure 1.  The monitoring system tapping a 100 Gbps link and distributing 

monitored data to collectors after preprocessing tasks are done 

Nevertheless, the proposed protocol can be integrated to 
any measurement infrastructure where multiple monitoring 
devices are generating and transmitting measurement data 
towards processing agents over the network. In an FPGA-
accelerated system, the high processing capacity is 
achievable by using pipelining technique, hence a number of 
modules (interface MACs, transport protocols, etc) are 
placed into the chip in multiple instances [1]. Therefore, a 
transport protocol that is implemented in hardware should 
have a low resource usage. Many TCP variants provide 
reliable transmission with high throughput [2][3][4][5][6][7]. 
However, implementing multiple instances of the protocol 
inside an FPGA chip results in a significant resource 
utilization. In our measurement system the captured and 
preprocessed traffic of an aggregated 10+ Gbps link is 
distributed to multiple 10 Gbps outgoing connections 
towards post-processing hosts. Considering the required 

memory, TCP retransmission buffer has to be implemented 
in an off-chip RAM. However, accessing an external 
memory by many concurrent TCP instances would build up a 
serious bottleneck at line rate. To overcome processing 
bottlenecks we commonly used offloading techniques in our 
former research projects; converting the complex and 
resource-intensive operations to delay-tolerant processes 
generally improve the overall performance [8]. In our system 
the monitoring device itself is connected to the agents 
directly or through a dedicated LAN. This private 
infrastructure can forward packets reliably. In our design, 
transmission control is offloaded from the sender to the 
receiver in the form of rate control. Therefore, sender side is 
simple enough to be implemented even in a resource- and 
energy-constrained hardware. We improved its performance 
further by packetizing the data into MTU-sized packets 
before transmission, thus reducing packet and interrupt rates 
at the receiver. 

In Section II, TCP, the most feature-rich and widely 
applied transport protocol is set in contrast with a more 
lightweight UDP as well as a number of alternative protocols 
with reliability feature. Linux packet processing is reviewed 
from point of lossless packet reception in Section III. In 
Section IV our custom protocol is introduced in detail. 
Section V is about the performance evaluation of the 
protocol using a hybrid FPGA and Linux implementation at 
10 Gbps. 

II. RELATED WORKS 
TCP is a set of algorithms ensuring the adaptation of the 

protocol to various traffic situations. Reliable transmission is 
its basic feature, which is implemented using a positive 
acknowledgement mechanism. Buffering unacknowledged 
data makes possible to retransmit the whole buffered byte 
stream or a part of it when packet loss occurs. Researches 
proposed formulas for optimal sizing of buffers which is 
commonly specified by the bandwidth-delay product, to 
increase the performance of the protocol [9]. The size of the 
retransmission buffer at 10+ Gbps bandwidth, adjusted with 
this formula, exceeds the megabyte limit. This renders an 
efficient hardware implementation difficult to design. The 
complex logic required by TCP‟s algorithms make the 
situation even challenging. T. Uchida implemented TCP in 
FPGA for Gigabit Ethernet [10]. His circuit took up about 
3000 slices. It uses block RAM buffering, which is sufficient 
only for storing small amount of data. We ruled out this 
implementation since our application requires wire speed 
transmission at 10+ Gbps, which implies large memory 
buffers. 

By its simplicity, UDP is an optimal basis for a transport 
protocol dedicated for hardware implementation. Reliability 
feature is normally implemented in an upper protocol layer 
or in the application itself, by using extra buffer. UDP Lite is 
a variant of UDP that enables the forwarding of corrupted 
packets as well. One of the first attempts of combining 
simple message-oriented communication with reliable 
transmission into a lightweight transport protocol was 
Reliable UDP (rUDP) developed at Bell Labs [11]. It 
resembles TCP‟s retransmission mechanism with a 

windowing technique very similar to TCP resulting in the 
demand on extra buffer. Although Cisco and Microsoft have 
their own implementation of this protocol, it remained in 
draft status at IETF. 

Y. Gu and R. L. Grossman worked out an UDP-based 
transport protocol for WAN purposes [12]. It uses 
acknowledgements similar for TCP but it is timer-based and 
makes possible to acknowledge more frequently on slow or 
unreliable connections. Its main bottleneck for our 
application is its requirement for sender buffer. 

E.Kohler et al. introduced Datagram Congestion Control 
Protocol (DCCP) [13]. It provides a TCP-like feature set 
with reliable packet transmission and focuses on congestion 
control using Explicit Notification Control (ECN). Though it 
does not support in-order delivery of packets, it is not an 
explicit requirement for our application since packets are 
timestamped by the monitor hardware. Its real bottleneck is 
the recovery process triggering by a series of lost packets 
that vindicates the demand for buffering high amount of data. 

An effective combination of TCP and UDP called Stream 
Control Transmission Protocol (SCTP) was presented by R. 
Stewart and C. Metz [14]. It supports fragmentation of 
transmitted data into chunks and thus enabling to overcome 
some limitations of TCP by making some of its features 
disabled. It can reliably transmit data but since no system 
bottlenecks are taken into account, it retransmits lost data. 
This makes data buffering necessary and thus this protocol is 
also ruled out. 

The same limitation is present if we consider Reliable 
Datagram Sockets (RDS) developed at Oracle [15]. This 
transport protocol is designed for inter-process 
communication (IPC) on InfiniBand and primarily benefits 
from bidirectional dataflow because acknowledgements are 
placed at the end of data payload. Although it avoids losses 
caused by a saturated socket buffer, it does not care about 
other factors such as processing capacity bottlenecks. 

Scalable and Secure Transport Protocol (SSTP) is 
intended to serve as a scalable transport for metering systems 
[16]. The protocol presented by Y.J. Kim et al. ensures 
reliable transfer of data for short flows as well as data 
encryption. Although it is less complex compared to TCP it 
still contains functions (i.e., fairness and secure layer) 
unnecessary in our environment. 

Y.J. Kim and M. Thottan also presented Smart Grid 
Transport Protocol (SGTP) as an alternative transport 
protocol for collecting periodic measured data but it focuses 
on short-term flows consisting of small packets [17]. Our 
monitoring system produces long flows and large packets. 

Lossless transmission of metered or monitored data 
through various network conditions (e.g. 802.11x, etc.) is a 
general requirement. Thus transport protocols intended for 
these applications generally include buffering and 
retransmission of lost data. This is not a problem when only 
short packet flows are present. At the same time it is not 
likely to achieve line rate transmission performance. Probes 
collecting the measurement information are generally low 
performance hardware with a requirement of low resource 
consumption. 

memory, TCP retransmission buffer has to be implemented 
in an off-chip RAM. However, accessing an external 
memory by many concurrent TCP instances would build up a 
serious bottleneck at line rate. To overcome processing 
bottlenecks we commonly used offloading techniques in our 
former research projects; converting the complex and 
resource-intensive operations to delay-tolerant processes 
generally improve the overall performance [8]. In our system 
the monitoring device itself is connected to the agents 
directly or through a dedicated LAN. This private 
infrastructure can forward packets reliably. In our design, 
transmission control is offloaded from the sender to the 
receiver in the form of rate control. Therefore, sender side is 
simple enough to be implemented even in a resource- and 
energy-constrained hardware. We improved its performance 
further by packetizing the data into MTU-sized packets 
before transmission, thus reducing packet and interrupt rates 
at the receiver. 

In Section II, TCP, the most feature-rich and widely 
applied transport protocol is set in contrast with a more 
lightweight UDP as well as a number of alternative protocols 
with reliability feature. Linux packet processing is reviewed 
from point of lossless packet reception in Section III. In 
Section IV our custom protocol is introduced in detail. 
Section V is about the performance evaluation of the 
protocol using a hybrid FPGA and Linux implementation at 
10 Gbps. 

II. RELATED WORKS 
TCP is a set of algorithms ensuring the adaptation of the 

protocol to various traffic situations. Reliable transmission is 
its basic feature, which is implemented using a positive 
acknowledgement mechanism. Buffering unacknowledged 
data makes possible to retransmit the whole buffered byte 
stream or a part of it when packet loss occurs. Researches 
proposed formulas for optimal sizing of buffers which is 
commonly specified by the bandwidth-delay product, to 
increase the performance of the protocol [9]. The size of the 
retransmission buffer at 10+ Gbps bandwidth, adjusted with 
this formula, exceeds the megabyte limit. This renders an 
efficient hardware implementation difficult to design. The 
complex logic required by TCP‟s algorithms make the 
situation even challenging. T. Uchida implemented TCP in 
FPGA for Gigabit Ethernet [10]. His circuit took up about 
3000 slices. It uses block RAM buffering, which is sufficient 
only for storing small amount of data. We ruled out this 
implementation since our application requires wire speed 
transmission at 10+ Gbps, which implies large memory 
buffers. 

By its simplicity, UDP is an optimal basis for a transport 
protocol dedicated for hardware implementation. Reliability 
feature is normally implemented in an upper protocol layer 
or in the application itself, by using extra buffer. UDP Lite is 
a variant of UDP that enables the forwarding of corrupted 
packets as well. One of the first attempts of combining 
simple message-oriented communication with reliable 
transmission into a lightweight transport protocol was 
Reliable UDP (rUDP) developed at Bell Labs [11]. It 
resembles TCP‟s retransmission mechanism with a 

windowing technique very similar to TCP resulting in the 
demand on extra buffer. Although Cisco and Microsoft have 
their own implementation of this protocol, it remained in 
draft status at IETF. 

Y. Gu and R. L. Grossman worked out an UDP-based 
transport protocol for WAN purposes [12]. It uses 
acknowledgements similar for TCP but it is timer-based and 
makes possible to acknowledge more frequently on slow or 
unreliable connections. Its main bottleneck for our 
application is its requirement for sender buffer. 

E.Kohler et al. introduced Datagram Congestion Control 
Protocol (DCCP) [13]. It provides a TCP-like feature set 
with reliable packet transmission and focuses on congestion 
control using Explicit Notification Control (ECN). Though it 
does not support in-order delivery of packets, it is not an 
explicit requirement for our application since packets are 
timestamped by the monitor hardware. Its real bottleneck is 
the recovery process triggering by a series of lost packets 
that vindicates the demand for buffering high amount of data. 

An effective combination of TCP and UDP called Stream 
Control Transmission Protocol (SCTP) was presented by R. 
Stewart and C. Metz [14]. It supports fragmentation of 
transmitted data into chunks and thus enabling to overcome 
some limitations of TCP by making some of its features 
disabled. It can reliably transmit data but since no system 
bottlenecks are taken into account, it retransmits lost data. 
This makes data buffering necessary and thus this protocol is 
also ruled out. 

The same limitation is present if we consider Reliable 
Datagram Sockets (RDS) developed at Oracle [15]. This 
transport protocol is designed for inter-process 
communication (IPC) on InfiniBand and primarily benefits 
from bidirectional dataflow because acknowledgements are 
placed at the end of data payload. Although it avoids losses 
caused by a saturated socket buffer, it does not care about 
other factors such as processing capacity bottlenecks. 

Scalable and Secure Transport Protocol (SSTP) is 
intended to serve as a scalable transport for metering systems 
[16]. The protocol presented by Y.J. Kim et al. ensures 
reliable transfer of data for short flows as well as data 
encryption. Although it is less complex compared to TCP it 
still contains functions (i.e., fairness and secure layer) 
unnecessary in our environment. 

Y.J. Kim and M. Thottan also presented Smart Grid 
Transport Protocol (SGTP) as an alternative transport 
protocol for collecting periodic measured data but it focuses 
on short-term flows consisting of small packets [17]. Our 
monitoring system produces long flows and large packets. 

Lossless transmission of metered or monitored data 
through various network conditions (e.g. 802.11x, etc.) is a 
general requirement. Thus transport protocols intended for 
these applications generally include buffering and 
retransmission of lost data. This is not a problem when only 
short packet flows are present. At the same time it is not 
likely to achieve line rate transmission performance. Probes 
collecting the measurement information are generally low 
performance hardware with a requirement of low resource 
consumption. 
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In contrast, data center transport protocols take aim at 
high throughput besides the demand on reliable transmission. 
Generic hardware is applied in this environment with the 
feasibility to use more complex protocols and larger 
retransmission buffers.  Replacement of TCP is researched to 
achieve better transmission performance. 

Our monitoring system differs from the aforementioned 
monitoring and data center applications. Although 
information flow is unidirectional, network probes can 
collect high amount of measurement data. Even though 
FPGAs have high processing performance, their resources 
are limited. Amongst monitoring and preprocessing 
functions, many instances of a chosen transport protocol 
have to be compiled in. This transport protocol has to occupy 
as low resources as possible. Throughput has to be 
maximized and no loss of measured data should occur. 

Like in most data centers we also have a dedicated packet 
forwarding infrastructure that ensures lossless transmission. 
This implies that a packet loss can be caused by the 
collector‟s operating system or data processing application. 
Also there is only one packet flow per agent, hereby no flow 
will be interfering and no fairness has to be implemented. 

Since we did not find any suitable protocol to fit our 
special requirement, we created a new datagram-based 
protocol. The design was driven by the sender-side 
simplicity and reception-side flow control. 

III. BACKGROUND 
In a packet processing system packet loss occurs when 

any of the buffers in the data path gets saturated. There are 
three critical buffers for UDP reception in the Linux kernel. 
Since these buffers are critical factors from the view of our 
protocol, we inspected their behavior more closely. The first 
one is related to the network interface card (NIC) hardware, 
it is the RX ring buffer [18]. This buffer is relatively small 
and its size is fixed or limited to a certain range, if 
configurable at all. A high performance NIC and its driver 
can process this queue at wire speed therefore no extra 
attention needed to take when using enterprise grade NIC 
such as Intel‟s server cards. Modern NICs can handle 
multiple RX queues. Each RX queue can be assigned to a 
different flow. In our measurement system there is only one 
packet flow to a specific agent, consequently advances of 
multiple RX queues cannot be exploited. Moreover current 
packet processing architectures in the generic operating 
systems are not designed to parallelize the processing of one 
packet flow between multiple CPU cores. However utilizing 
multiple cores is an important factor for preparing our 
architecture. 

 The second RX buffer is the ingress buffer or backlog 
queue. Packets are copied to this queue from the RX ring by 
the interrupt handler. Modern NAPI based drivers omit this 
step, hardware interrupts (hard IRQs) are performing critical 
tasks instead. Our protocol implementation is designed for 
NAPI supported NICs, thus no consideration is made to the 
load of the backlog queue. In case of NAPI drivers executing 
non-critical packet processing tasks are up to the software 
interrupts (soft IRQs), hereby minimizing the CPU time 
spent in hardware IRQ context. Moreover soft IRQs can be 

run simultaneously (with the limitation of single flow per 
CPU). The most important constraint for this kernel task is 
the processing capacity of the CPU core executing the soft 
IRQ for the corresponding RX interface (soft RX). On 
contemporary generic PC architectures at 1 Gbps or higher 
data rate, processing high intensity traffic containing small 
sized packets saturates the CPU. To maximize the 
performance of these architectures, it is advisable to use 
MTU-sized packets, especially if latency is not a critical 
factor. 

The last kernel-related buffer is the sockets' receive 
buffer. A user space application receives data through this 
queue. The socket buffer is not a ring buffer. If the 
application cannot keep up with processing, the kernel will 
drop packets not fitting into the socket buffer. Size and 
occupancy of this buffer have to be considered if reliable 
transmission is an aim. 

 

 
Figure 2.  Packet processing performance behaving like a traffic shaper 

Performance of software based packet processing is 
strictly limited by the processing capacity of the CPU core 
running the processing task. Intensive bursts overwhelm the 
processing CPU core. In this case, a smaller amount of 
packets are processed immediately, while the remaining 
packets can be processed when no new packets arrive. By 
using larger buffers the number of these temporarily 
unprocessed packets can be increased. When processing 
longer buffers we can also expect higher latency in packet 
forwarding. Also, larger buffers compensate processing 
bottleneck temporarily. In this aspect, packet processing 
subsystem of the operating system acts like a traffic shaper 
as seen in Fig. 2 where CPU's processing capacity 
corresponds to a limited bandwidth. If there is a higher rate 
of traffic at its input, it lengthens the traffic in time with a 
lower de-queuing rate. 

We also examined the Ethernet flow control mechanism 
as a possible method for controlling the packet rate. We 
concluded that it is not efficient enough because it allows 
only a pulse-width modulation (PWM) type shaping of the 
traffic and control packets should be sent out at a very high 
rate. 

IV. INTRODUCTION TO RCTP 
The control mechanism in RCTP is based on a closed-

loop controller. Fig. 3 shows the feedback mechanism of the 
protocol. Sender is instructed by the receiver to send packets 
at a specified rate. The rate is adjusted by a control function 
based on resource usage. Sender side (inside a monitoring 

hardware) is low-complexity. Its task is the send UDP 
packets at the current limiting rate. Software-based reception 
side (processing agent) is not strictly limited in resources, 
thus it can implement and handle more complex tasks. We 
have chosen the generic Linux operating system as 
implementation ground.   

Continuous monitoring of critical system resources 
enables us to avoid packet loss. As we unfolded in Section 
III, the most important metrics are the current usage of the 
RX socket buffer and the current load of CPU core running 
the soft RX. These parameters are monitored at a fixed 
sampling frequency specified at the initialization phase. 
These values are fed into the controller function. For output, 
the function calculates an enforced packet rate that the agent 
is able to keep up with the processing considering the current 
system load and buffer occupancy. Our experiments show 
that different control functions and parameters are not 
equally efficient for every metrics. They are detailed in 
subsection IV.D. 

 

 
Figure 3.  Rate and control mechanism of RCTP transported data 

A. Sender-side operation 
Data sender implements a simple logic packetizing the 

byte stream to MTU-sized UDP packets. These are 
transmitted to the agent. Transmission of a packet is 
scheduled by the enforced sending rate. Fig. 4 displays 
transmission loop based on the forced packet rate and the 
action to take upon reception of a control packet. When a 
rate control packet is received, a new packet rate is 
calculated to schedule later packet transmissions. Only a 
small-size FIFO is required for packing the payload and 
shaping the traffic to the enforced rate. This can be 
implemented in block RAMs inside the FPGA. 

A timeout parameter built into the packetizer can trigger 
flushing data from the FIFO even if there is not enough data 
to construct an MTU-sized packet. The latency caused by 
packetizing and delayed flushing is not a bottleneck in the 
monitoring system. 

B. Receiver-side operation 
Reception side consists of two parts. The receiving 

application is a user space program capable of receiving 
UDP packets. Its socket buffer size has to be adjusted 
considering connection bandwidth and network delay. 
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monitoring and data center applications. Although 
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functions, many instances of a chosen transport protocol 
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as low resources as possible. Throughput has to be 
maximized and no loss of measured data should occur. 

Like in most data centers we also have a dedicated packet 
forwarding infrastructure that ensures lossless transmission. 
This implies that a packet loss can be caused by the 
collector‟s operating system or data processing application. 
Also there is only one packet flow per agent, hereby no flow 
will be interfering and no fairness has to be implemented. 

Since we did not find any suitable protocol to fit our 
special requirement, we created a new datagram-based 
protocol. The design was driven by the sender-side 
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any of the buffers in the data path gets saturated. There are 
three critical buffers for UDP reception in the Linux kernel. 
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it is the RX ring buffer [18]. This buffer is relatively small 
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configurable at all. A high performance NIC and its driver 
can process this queue at wire speed therefore no extra 
attention needed to take when using enterprise grade NIC 
such as Intel‟s server cards. Modern NICs can handle 
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multiple RX queues cannot be exploited. Moreover current 
packet processing architectures in the generic operating 
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spent in hardware IRQ context. Moreover soft IRQs can be 
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CPU). The most important constraint for this kernel task is 
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IRQ for the corresponding RX interface (soft RX). On 
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sized packets saturates the CPU. To maximize the 
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drop packets not fitting into the socket buffer. Size and 
occupancy of this buffer have to be considered if reliable 
transmission is an aim. 

 

 
Figure 2.  Packet processing performance behaving like a traffic shaper 

Performance of software based packet processing is 
strictly limited by the processing capacity of the CPU core 
running the processing task. Intensive bursts overwhelm the 
processing CPU core. In this case, a smaller amount of 
packets are processed immediately, while the remaining 
packets can be processed when no new packets arrive. By 
using larger buffers the number of these temporarily 
unprocessed packets can be increased. When processing 
longer buffers we can also expect higher latency in packet 
forwarding. Also, larger buffers compensate processing 
bottleneck temporarily. In this aspect, packet processing 
subsystem of the operating system acts like a traffic shaper 
as seen in Fig. 2 where CPU's processing capacity 
corresponds to a limited bandwidth. If there is a higher rate 
of traffic at its input, it lengthens the traffic in time with a 
lower de-queuing rate. 

We also examined the Ethernet flow control mechanism 
as a possible method for controlling the packet rate. We 
concluded that it is not efficient enough because it allows 
only a pulse-width modulation (PWM) type shaping of the 
traffic and control packets should be sent out at a very high 
rate. 

IV. INTRODUCTION TO RCTP 
The control mechanism in RCTP is based on a closed-

loop controller. Fig. 3 shows the feedback mechanism of the 
protocol. Sender is instructed by the receiver to send packets 
at a specified rate. The rate is adjusted by a control function 
based on resource usage. Sender side (inside a monitoring 

In contrast, data center transport protocols take aim at 
high throughput besides the demand on reliable transmission. 
Generic hardware is applied in this environment with the 
feasibility to use more complex protocols and larger 
retransmission buffers.  Replacement of TCP is researched to 
achieve better transmission performance. 

Our monitoring system differs from the aforementioned 
monitoring and data center applications. Although 
information flow is unidirectional, network probes can 
collect high amount of measurement data. Even though 
FPGAs have high processing performance, their resources 
are limited. Amongst monitoring and preprocessing 
functions, many instances of a chosen transport protocol 
have to be compiled in. This transport protocol has to occupy 
as low resources as possible. Throughput has to be 
maximized and no loss of measured data should occur. 

Like in most data centers we also have a dedicated packet 
forwarding infrastructure that ensures lossless transmission. 
This implies that a packet loss can be caused by the 
collector‟s operating system or data processing application. 
Also there is only one packet flow per agent, hereby no flow 
will be interfering and no fairness has to be implemented. 

Since we did not find any suitable protocol to fit our 
special requirement, we created a new datagram-based 
protocol. The design was driven by the sender-side 
simplicity and reception-side flow control. 

III. BACKGROUND 
In a packet processing system packet loss occurs when 

any of the buffers in the data path gets saturated. There are 
three critical buffers for UDP reception in the Linux kernel. 
Since these buffers are critical factors from the view of our 
protocol, we inspected their behavior more closely. The first 
one is related to the network interface card (NIC) hardware, 
it is the RX ring buffer [18]. This buffer is relatively small 
and its size is fixed or limited to a certain range, if 
configurable at all. A high performance NIC and its driver 
can process this queue at wire speed therefore no extra 
attention needed to take when using enterprise grade NIC 
such as Intel‟s server cards. Modern NICs can handle 
multiple RX queues. Each RX queue can be assigned to a 
different flow. In our measurement system there is only one 
packet flow to a specific agent, consequently advances of 
multiple RX queues cannot be exploited. Moreover current 
packet processing architectures in the generic operating 
systems are not designed to parallelize the processing of one 
packet flow between multiple CPU cores. However utilizing 
multiple cores is an important factor for preparing our 
architecture. 

 The second RX buffer is the ingress buffer or backlog 
queue. Packets are copied to this queue from the RX ring by 
the interrupt handler. Modern NAPI based drivers omit this 
step, hardware interrupts (hard IRQs) are performing critical 
tasks instead. Our protocol implementation is designed for 
NAPI supported NICs, thus no consideration is made to the 
load of the backlog queue. In case of NAPI drivers executing 
non-critical packet processing tasks are up to the software 
interrupts (soft IRQs), hereby minimizing the CPU time 
spent in hardware IRQ context. Moreover soft IRQs can be 

run simultaneously (with the limitation of single flow per 
CPU). The most important constraint for this kernel task is 
the processing capacity of the CPU core executing the soft 
IRQ for the corresponding RX interface (soft RX). On 
contemporary generic PC architectures at 1 Gbps or higher 
data rate, processing high intensity traffic containing small 
sized packets saturates the CPU. To maximize the 
performance of these architectures, it is advisable to use 
MTU-sized packets, especially if latency is not a critical 
factor. 

The last kernel-related buffer is the sockets' receive 
buffer. A user space application receives data through this 
queue. The socket buffer is not a ring buffer. If the 
application cannot keep up with processing, the kernel will 
drop packets not fitting into the socket buffer. Size and 
occupancy of this buffer have to be considered if reliable 
transmission is an aim. 

 

 
Figure 2.  Packet processing performance behaving like a traffic shaper 

Performance of software based packet processing is 
strictly limited by the processing capacity of the CPU core 
running the processing task. Intensive bursts overwhelm the 
processing CPU core. In this case, a smaller amount of 
packets are processed immediately, while the remaining 
packets can be processed when no new packets arrive. By 
using larger buffers the number of these temporarily 
unprocessed packets can be increased. When processing 
longer buffers we can also expect higher latency in packet 
forwarding. Also, larger buffers compensate processing 
bottleneck temporarily. In this aspect, packet processing 
subsystem of the operating system acts like a traffic shaper 
as seen in Fig. 2 where CPU's processing capacity 
corresponds to a limited bandwidth. If there is a higher rate 
of traffic at its input, it lengthens the traffic in time with a 
lower de-queuing rate. 

We also examined the Ethernet flow control mechanism 
as a possible method for controlling the packet rate. We 
concluded that it is not efficient enough because it allows 
only a pulse-width modulation (PWM) type shaping of the 
traffic and control packets should be sent out at a very high 
rate. 

IV. INTRODUCTION TO RCTP 
The control mechanism in RCTP is based on a closed-

loop controller. Fig. 3 shows the feedback mechanism of the 
protocol. Sender is instructed by the receiver to send packets 
at a specified rate. The rate is adjusted by a control function 
based on resource usage. Sender side (inside a monitoring 

In contrast, data center transport protocols take aim at 
high throughput besides the demand on reliable transmission. 
Generic hardware is applied in this environment with the 
feasibility to use more complex protocols and larger 
retransmission buffers.  Replacement of TCP is researched to 
achieve better transmission performance. 

Our monitoring system differs from the aforementioned 
monitoring and data center applications. Although 
information flow is unidirectional, network probes can 
collect high amount of measurement data. Even though 
FPGAs have high processing performance, their resources 
are limited. Amongst monitoring and preprocessing 
functions, many instances of a chosen transport protocol 
have to be compiled in. This transport protocol has to occupy 
as low resources as possible. Throughput has to be 
maximized and no loss of measured data should occur. 

Like in most data centers we also have a dedicated packet 
forwarding infrastructure that ensures lossless transmission. 
This implies that a packet loss can be caused by the 
collector‟s operating system or data processing application. 
Also there is only one packet flow per agent, hereby no flow 
will be interfering and no fairness has to be implemented. 

Since we did not find any suitable protocol to fit our 
special requirement, we created a new datagram-based 
protocol. The design was driven by the sender-side 
simplicity and reception-side flow control. 

III. BACKGROUND 
In a packet processing system packet loss occurs when 

any of the buffers in the data path gets saturated. There are 
three critical buffers for UDP reception in the Linux kernel. 
Since these buffers are critical factors from the view of our 
protocol, we inspected their behavior more closely. The first 
one is related to the network interface card (NIC) hardware, 
it is the RX ring buffer [18]. This buffer is relatively small 
and its size is fixed or limited to a certain range, if 
configurable at all. A high performance NIC and its driver 
can process this queue at wire speed therefore no extra 
attention needed to take when using enterprise grade NIC 
such as Intel‟s server cards. Modern NICs can handle 
multiple RX queues. Each RX queue can be assigned to a 
different flow. In our measurement system there is only one 
packet flow to a specific agent, consequently advances of 
multiple RX queues cannot be exploited. Moreover current 
packet processing architectures in the generic operating 
systems are not designed to parallelize the processing of one 
packet flow between multiple CPU cores. However utilizing 
multiple cores is an important factor for preparing our 
architecture. 

 The second RX buffer is the ingress buffer or backlog 
queue. Packets are copied to this queue from the RX ring by 
the interrupt handler. Modern NAPI based drivers omit this 
step, hardware interrupts (hard IRQs) are performing critical 
tasks instead. Our protocol implementation is designed for 
NAPI supported NICs, thus no consideration is made to the 
load of the backlog queue. In case of NAPI drivers executing 
non-critical packet processing tasks are up to the software 
interrupts (soft IRQs), hereby minimizing the CPU time 
spent in hardware IRQ context. Moreover soft IRQs can be 

run simultaneously (with the limitation of single flow per 
CPU). The most important constraint for this kernel task is 
the processing capacity of the CPU core executing the soft 
IRQ for the corresponding RX interface (soft RX). On 
contemporary generic PC architectures at 1 Gbps or higher 
data rate, processing high intensity traffic containing small 
sized packets saturates the CPU. To maximize the 
performance of these architectures, it is advisable to use 
MTU-sized packets, especially if latency is not a critical 
factor. 

The last kernel-related buffer is the sockets' receive 
buffer. A user space application receives data through this 
queue. The socket buffer is not a ring buffer. If the 
application cannot keep up with processing, the kernel will 
drop packets not fitting into the socket buffer. Size and 
occupancy of this buffer have to be considered if reliable 
transmission is an aim. 

 

 
Figure 2.  Packet processing performance behaving like a traffic shaper 

Performance of software based packet processing is 
strictly limited by the processing capacity of the CPU core 
running the processing task. Intensive bursts overwhelm the 
processing CPU core. In this case, a smaller amount of 
packets are processed immediately, while the remaining 
packets can be processed when no new packets arrive. By 
using larger buffers the number of these temporarily 
unprocessed packets can be increased. When processing 
longer buffers we can also expect higher latency in packet 
forwarding. Also, larger buffers compensate processing 
bottleneck temporarily. In this aspect, packet processing 
subsystem of the operating system acts like a traffic shaper 
as seen in Fig. 2 where CPU's processing capacity 
corresponds to a limited bandwidth. If there is a higher rate 
of traffic at its input, it lengthens the traffic in time with a 
lower de-queuing rate. 

We also examined the Ethernet flow control mechanism 
as a possible method for controlling the packet rate. We 
concluded that it is not efficient enough because it allows 
only a pulse-width modulation (PWM) type shaping of the 
traffic and control packets should be sent out at a very high 
rate. 

IV. INTRODUCTION TO RCTP 
The control mechanism in RCTP is based on a closed-

loop controller. Fig. 3 shows the feedback mechanism of the 
protocol. Sender is instructed by the receiver to send packets 
at a specified rate. The rate is adjusted by a control function 
based on resource usage. Sender side (inside a monitoring 



RCTP: A Low-complexity Transport Protocol for 
Collecting Measurement Data

INFOCOMMUNICATIONS JOURNAL

SEPTEMBER 2014 • VOLUME VI • NUMBER 3 31

hardware) is low-complexity. Its task is the send UDP 
packets at the current limiting rate. Software-based reception 
side (processing agent) is not strictly limited in resources, 
thus it can implement and handle more complex tasks. We 
have chosen the generic Linux operating system as 
implementation ground.   

Continuous monitoring of critical system resources 
enables us to avoid packet loss. As we unfolded in Section 
III, the most important metrics are the current usage of the 
RX socket buffer and the current load of CPU core running 
the soft RX. These parameters are monitored at a fixed 
sampling frequency specified at the initialization phase. 
These values are fed into the controller function. For output, 
the function calculates an enforced packet rate that the agent 
is able to keep up with the processing considering the current 
system load and buffer occupancy. Our experiments show 
that different control functions and parameters are not 
equally efficient for every metrics. They are detailed in 
subsection IV.D. 
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Figure 3.  Rate and control mechanism of RCTP transported data 

A. Sender-side operation 
Data sender implements a simple logic packetizing the 

byte stream to MTU-sized UDP packets. These are 
transmitted to the agent. Transmission of a packet is 
scheduled by the enforced sending rate. Fig. 4 displays 
transmission loop based on the forced packet rate and the 
action to take upon reception of a control packet. When a 
rate control packet is received, a new packet rate is 
calculated to schedule later packet transmissions. Only a 
small-size FIFO is required for packing the payload and 
shaping the traffic to the enforced rate. This can be 
implemented in block RAMs inside the FPGA. 

A timeout parameter built into the packetizer can trigger 
flushing data from the FIFO even if there is not enough data 
to construct an MTU-sized packet. The latency caused by 
packetizing and delayed flushing is not a bottleneck in the 
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B. Receiver-side operation 
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application is a user space program capable of receiving 
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Figure 4.  Sender-side packet transmission based on current delay (left) 

and control packet feedback mechanism (right) 

 

 
Figure 5.  Rate control mechanism operating at the receiver side 

Resource monitoring and packet loss avoidance is done 
by the controller logic. Since its task is time-critical, the 
controller should be implemented as a kernel process. This 
ensures a faster feedback. Although we implemented the 
protocol‟s control logic in a Linux kernel module, it can be 
ported to any operating systems capable of reporting the 
corresponding performance metrics for the controller‟s input 
and its exclusive execution can be assured. 

Fig. 5 depicts the rate calculation and the signaling 
mechanism. Current packet rate, socket buffer occupancy 
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and idle CPU cycles are monitored. Both for the socket 
buffer usage and the CPU load, the desired packet rates are 
calculated by the control function (denoted by f1 and f2 
respectively). The minimum of these rate values is taken as 
the effective packet rate. If throttling state is changed, control 
packet will be transmitted. In the throttling start phase, the 
previously calculated new packet rate is sent out, while in 
throttling stop phase, sender is informed about the maximal 
packet rate. The initial value of the maximal packet rate is 
started at the nominal packet rate derived from the 
bandwidth. On throttle start, it is decreased based by the 
product of the new rate and the constant b1. On throttle stop, 
it is increased by the product of the current packet rate and 
the constant b2. This avoids flapping effect and helps to 
stabilize throughput. The values for b1 and b2 were 
determined empirically (see Section V). 

C. Preparing the Operating System 
Performance of RCTP depends on certain hardware and 

operating system factors. Bandwidth is an important factor. 
As we unfolded in Section III, buffer sizes have to be 
adjusted considering the link bandwidth and the processing 
capacity.  

The minimum network buffer (skbuff) and socket buffer 
size can be determined by (1): 

 

𝑆𝑆 × 𝐵𝐵 × 𝐹𝐹 × 𝐷𝐷  
(1) 

 
where S is the size in bytes, B is the connection bandwidth in 
bps, F is the sampling frequency and D denotes the roundtrip  
time (seconds), since control information should also reach 
the sender. Multiplication by 2 ensures the elasticity to 
compensate jitter caused by scheduling the sampling task. 

On a Linux-based reception side, the packet processing 
related system control (sysctl) parameters to adjust are:  
net.core.rmem_default, net.core.rmem_max, 
net.ipv4.udp_rmem and net.ipv4.udp_rmem_min.  

Optimizing of net.core.netdev_max_backlog is not 
necessary when using NIC drivers with NAPI support. 
Recent 10+ GbE drivers are prepared to polling mode since 
high bandwidth cannot be processed efficiently using the 
traditional 1 interrupt per k packet technique. 

Modern operating systems utilize an IRQ balancer to 
distribute soft IRQs among CPU cores efficiently. Its aim is 
a uniform distribution of soft IRQ load in a multiprocessor 
system. There are some critical tasks for RCTP that are 
intended to be explicitly executed on dedicated CPU cores 
and increases the probability of leaving the information for 
execution in a lower level CPU cache. This ensures a more 
predictable scheduling and processing of the corresponding 
tasks. On a Linux system, the affinity mask specifies the 
cores that are allowed to run a certain soft IRQ, and can be 
configured using the smp_affinity interface in the /proc/irq 
interface tree. For a user space application the taskset utility 
can be used for the same purpose. For an explicit assignment, 
the cgroup/cpuset toolset should be invoked.  

The optimal distribution strategy for a multicore system 
is the following: one core for the RCTP kernel process, one 

core for the interface‟s soft RX, one other core for the 
transmission software IRQ (soft TX), and at least one core is 
dedicated for the user space application. If soft TX is 
separated, there is more chance to transmit the control packet 
with shorter delay resulting in a shorter feedback time. 

There is no point for using real-time and preemptive 
kernel. Since time critical performance monitoring is done in 
kernel space on a carefully configured system, no user space 
application will disturb the execution of the control process. 
Using large buffers eliminates the advantages of a real-time 
kernel. 

Performance metrics feeding into the control function are 
monitored at a fixed sampling rate. Resolution of statistics is 
directly affected by the kernel ticks (jiffies), especially for 
the CPU related metrics. For optimal result a 1000 Hz kernel 
should be used. This allows a sampling period down to 1 ms. 
However, an optimal trade-off between sampling frequency 
and feedback accuracy should be determined. The higher the 
sampling frequency, the lower the resolution of CPU idle 
statistics report, resulting lower accuracy of optimal transmit 
rate prediction. Though reducing scheduling-clock ticks 
(NO_HZ kernel option) helps to save energy, it deforms 
CPU idle statistics therefore it should be turned off. 

Modern network interface cards support offloading of 
certain packet processing operations to leave more CPU time 
for other tasks. These features affect the performance of 
RCTP also. RX checksumming offloads the verification of 
UDP checksum to hardware. Enabling this feature is 
recommended. Since no fragmentation feature is used at the 
construction of packets, UDP fragmentation offload (UFO) 
feature cannot be exploited, it can be left disabled. Generic 
receive offload (UFO) and large receive offload (LRO) allow 
combining smaller sized UDP packets into a larger, near 
MTU-sized one. These features cannot be exploited since we 
are already using MTU-sized packets. Therefore, they would 
deform the packet counter in the kernel rendering the 
protocol's control function unusable. 

D. Control functions 
Current packet rate and monitored performance metrics 

are input parameters of the control function to calculate the 
new advertised packet rate.  

 
Figure 6.  Linear control function with 20% and 80% thresholds 
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Seven different control functions were evaluated. Each of 
them has its green, yellow and red intervals as seen in Fig. 6. 

In the green range there is no throttling necessary, the 
sender can operate at an arbitrary packet rate (100% scale 
value, denoted by m in subsection B). In the red range traffic 
should be immediately stopped (0% scale value). In the 
middle yellow interval, a new throttling rate is enforced.  
Fig. 7 shows the shape of the implemented control functions. 

 

 
Figure 7.  Throttling curves of different control functions 

While cubic-based functions throttle less aggressively 
near the red interval, square-based one throttles more.  

The effectiveness of the applied control functions 
depends on the resolution of the metric the function is 
applied on.  Since socket buffer size is at least in the 105 
bytes order, metric for socket buffer usage provides higher 
resolution. We should consider that there is no floating point 
arithmetic available in the Linux kernel by default, for 
performance reason we should operate on integer values. 
Since the most obvious method for monitoring CPU load is 
to query the number of idle cycles, the resolution (R) of this 
metric is defined by (2) 

 
𝑅𝑅 𝑓𝑓 𝐹𝐹  (2) 

 
where F is the kernel frequency (jiffies) and f denotes the 
sampling period (in ms). 

V. PERFORMANCE EVALUATION 
We evaluated the performance of the protocol in a 

10 Gbps measurement setup in a configuration similar to the 
network monitoring system. Sender side was implemented in 
C programming language (as a user space application) as 
well as in VHSIC Hardware Description Language (VHDL) 
on NetFPGA-1G (for testing Gigabit Ethernet performance) 
prototyping on NetFPGA-10G. Reception side is a generic 
x64 Linux system running on an Intel Core i7 architecture 
equipped with an Intel 82599ES 10 GbE NIC. The system 
was configured as a non-preemptive 1000 Hz server host and 
critical parameters were set and resource allocation was done 
as described in Section IV. The controller was implemented 

as a Linux kernel module and the user space application was 
implemented in C. 

Using the user space application the system was not able 
to generate a single flow of packets at wire speed even on a 
3 GHz CPU. To eliminate this bottleneck, we continued the 
validation using an FPGA implementation of the sender side. 

Our implementation includes a reporting interface for 
monitoring all the metrics that are inputs of the controller as 
well as other metrics such as throughput and the rate of soft 
RX execution. 

A. Control functions 
Performance metrics are fed into the controller as input 

parameters. For each metric a desired packet rate is 
calculated using a pre-defined control function. We 
evaluated linear as well as nonlinear functions to investigate 
the effectiveness of the protocol. In the following 
measurements CPU metric was the most frequent throttling 
factor. Fig. 8 represents the ‘cubic 20-80%’ control function 
described by (3). In contrast, Fig. 9 shows the behavior of the 
most effective „linear 5-30%’ control function described by 
(4) and activated in the range of t0=5 and tmax=30.  

 
𝐹𝐹 𝑥𝑥 ×  𝑥𝑥 − 𝑡𝑡  (3) 

 

 
Figure 8.  Behaviour of control mechanism  

using the ‘cubic 20-80%’ function 

Transmission starts with a close to the wire speed packet 
rate but after CPU resource drops below the throttling 
threshold the controller enforces a lower packet rate. After 
being able to get some more idle cycles it carefully increases 
the allowed maximum packet rate. It soon reaches the steady 
state when no rate change is necessary. The achieved 
throughput is much higher than in the case of the other 
involved control functions we evaluated, and is comparable 
to TCP‟s throughput as well. 
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Seven different control functions were evaluated. Each of 
them has its green, yellow and red intervals as seen in Fig. 6. 

In the green range there is no throttling necessary, the 
sender can operate at an arbitrary packet rate (100% scale 
value, denoted by m in subsection B). In the red range traffic 
should be immediately stopped (0% scale value). In the 
middle yellow interval, a new throttling rate is enforced.  
Fig. 7 shows the shape of the implemented control functions. 
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The effectiveness of the applied control functions 
depends on the resolution of the metric the function is 
applied on.  Since socket buffer size is at least in the 105 
bytes order, metric for socket buffer usage provides higher 
resolution. We should consider that there is no floating point 
arithmetic available in the Linux kernel by default, for 
performance reason we should operate on integer values. 
Since the most obvious method for monitoring CPU load is 
to query the number of idle cycles, the resolution (R) of this 
metric is defined by (2) 
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and idle CPU cycles are monitored. Both for the socket 
buffer usage and the CPU load, the desired packet rates are 
calculated by the control function (denoted by f1 and f2 
respectively). The minimum of these rate values is taken as 
the effective packet rate. If throttling state is changed, control 
packet will be transmitted. In the throttling start phase, the 
previously calculated new packet rate is sent out, while in 
throttling stop phase, sender is informed about the maximal 
packet rate. The initial value of the maximal packet rate is 
started at the nominal packet rate derived from the 
bandwidth. On throttle start, it is decreased based by the 
product of the new rate and the constant b1. On throttle stop, 
it is increased by the product of the current packet rate and 
the constant b2. This avoids flapping effect and helps to 
stabilize throughput. The values for b1 and b2 were 
determined empirically (see Section V). 

C. Preparing the Operating System 
Performance of RCTP depends on certain hardware and 

operating system factors. Bandwidth is an important factor. 
As we unfolded in Section III, buffer sizes have to be 
adjusted considering the link bandwidth and the processing 
capacity.  

The minimum network buffer (skbuff) and socket buffer 
size can be determined by (1): 

 

𝑆𝑆 × 𝐵𝐵 × 𝐹𝐹 × 𝐷𝐷  
(1) 

 
where S is the size in bytes, B is the connection bandwidth in 
bps, F is the sampling frequency and D denotes the roundtrip  
time (seconds), since control information should also reach 
the sender. Multiplication by 2 ensures the elasticity to 
compensate jitter caused by scheduling the sampling task. 

On a Linux-based reception side, the packet processing 
related system control (sysctl) parameters to adjust are:  
net.core.rmem_default, net.core.rmem_max, 
net.ipv4.udp_rmem and net.ipv4.udp_rmem_min.  

Optimizing of net.core.netdev_max_backlog is not 
necessary when using NIC drivers with NAPI support. 
Recent 10+ GbE drivers are prepared to polling mode since 
high bandwidth cannot be processed efficiently using the 
traditional 1 interrupt per k packet technique. 

Modern operating systems utilize an IRQ balancer to 
distribute soft IRQs among CPU cores efficiently. Its aim is 
a uniform distribution of soft IRQ load in a multiprocessor 
system. There are some critical tasks for RCTP that are 
intended to be explicitly executed on dedicated CPU cores 
and increases the probability of leaving the information for 
execution in a lower level CPU cache. This ensures a more 
predictable scheduling and processing of the corresponding 
tasks. On a Linux system, the affinity mask specifies the 
cores that are allowed to run a certain soft IRQ, and can be 
configured using the smp_affinity interface in the /proc/irq 
interface tree. For a user space application the taskset utility 
can be used for the same purpose. For an explicit assignment, 
the cgroup/cpuset toolset should be invoked.  

The optimal distribution strategy for a multicore system 
is the following: one core for the RCTP kernel process, one 

core for the interface‟s soft RX, one other core for the 
transmission software IRQ (soft TX), and at least one core is 
dedicated for the user space application. If soft TX is 
separated, there is more chance to transmit the control packet 
with shorter delay resulting in a shorter feedback time. 

There is no point for using real-time and preemptive 
kernel. Since time critical performance monitoring is done in 
kernel space on a carefully configured system, no user space 
application will disturb the execution of the control process. 
Using large buffers eliminates the advantages of a real-time 
kernel. 

Performance metrics feeding into the control function are 
monitored at a fixed sampling rate. Resolution of statistics is 
directly affected by the kernel ticks (jiffies), especially for 
the CPU related metrics. For optimal result a 1000 Hz kernel 
should be used. This allows a sampling period down to 1 ms. 
However, an optimal trade-off between sampling frequency 
and feedback accuracy should be determined. The higher the 
sampling frequency, the lower the resolution of CPU idle 
statistics report, resulting lower accuracy of optimal transmit 
rate prediction. Though reducing scheduling-clock ticks 
(NO_HZ kernel option) helps to save energy, it deforms 
CPU idle statistics therefore it should be turned off. 

Modern network interface cards support offloading of 
certain packet processing operations to leave more CPU time 
for other tasks. These features affect the performance of 
RCTP also. RX checksumming offloads the verification of 
UDP checksum to hardware. Enabling this feature is 
recommended. Since no fragmentation feature is used at the 
construction of packets, UDP fragmentation offload (UFO) 
feature cannot be exploited, it can be left disabled. Generic 
receive offload (UFO) and large receive offload (LRO) allow 
combining smaller sized UDP packets into a larger, near 
MTU-sized one. These features cannot be exploited since we 
are already using MTU-sized packets. Therefore, they would 
deform the packet counter in the kernel rendering the 
protocol's control function unusable. 

D. Control functions 
Current packet rate and monitored performance metrics 

are input parameters of the control function to calculate the 
new advertised packet rate.  
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Seven different control functions were evaluated. Each of 
them has its green, yellow and red intervals as seen in Fig. 6. 

In the green range there is no throttling necessary, the 
sender can operate at an arbitrary packet rate (100% scale 
value, denoted by m in subsection B). In the red range traffic 
should be immediately stopped (0% scale value). In the 
middle yellow interval, a new throttling rate is enforced.  
Fig. 7 shows the shape of the implemented control functions. 
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The effectiveness of the applied control functions 
depends on the resolution of the metric the function is 
applied on.  Since socket buffer size is at least in the 105 
bytes order, metric for socket buffer usage provides higher 
resolution. We should consider that there is no floating point 
arithmetic available in the Linux kernel by default, for 
performance reason we should operate on integer values. 
Since the most obvious method for monitoring CPU load is 
to query the number of idle cycles, the resolution (R) of this 
metric is defined by (2) 
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parameters. For each metric a desired packet rate is 
calculated using a pre-defined control function. We 
evaluated linear as well as nonlinear functions to investigate 
the effectiveness of the protocol. In the following 
measurements CPU metric was the most frequent throttling 
factor. Fig. 8 represents the ‘cubic 20-80%’ control function 
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was configured as a non-preemptive 1000 Hz server host and 
critical parameters were set and resource allocation was done 
as described in Section IV. The controller was implemented 

as a Linux kernel module and the user space application was 
implemented in C. 

Using the user space application the system was not able 
to generate a single flow of packets at wire speed even on a 
3 GHz CPU. To eliminate this bottleneck, we continued the 
validation using an FPGA implementation of the sender side. 

Our implementation includes a reporting interface for 
monitoring all the metrics that are inputs of the controller as 
well as other metrics such as throughput and the rate of soft 
RX execution. 

A. Control functions 
Performance metrics are fed into the controller as input 

parameters. For each metric a desired packet rate is 
calculated using a pre-defined control function. We 
evaluated linear as well as nonlinear functions to investigate 
the effectiveness of the protocol. In the following 
measurements CPU metric was the most frequent throttling 
factor. Fig. 8 represents the ‘cubic 20-80%’ control function 
described by (3). In contrast, Fig. 9 shows the behavior of the 
most effective „linear 5-30%’ control function described by 
(4) and activated in the range of t0=5 and tmax=30.  

 
𝐹𝐹 𝑥𝑥 ×  𝑥𝑥 − 𝑡𝑡  (3) 

 

 
Figure 8.  Behaviour of control mechanism  

using the ‘cubic 20-80%’ function 

Transmission starts with a close to the wire speed packet 
rate but after CPU resource drops below the throttling 
threshold the controller enforces a lower packet rate. After 
being able to get some more idle cycles it carefully increases 
the allowed maximum packet rate. It soon reaches the steady 
state when no rate change is necessary. The achieved 
throughput is much higher than in the case of the other 
involved control functions we evaluated, and is comparable 
to TCP‟s throughput as well. 

 
𝐹𝐹 𝑥𝑥 − 𝑡𝑡𝑚𝑚𝑎𝑎𝑥𝑥 − 𝑡𝑡 × 𝑥𝑥 − 𝑡𝑡  (4) 

 
This function is to be evaluated between the transfer stop 

threshold denoted by t0 and unconstrained transfer threshold 
marked with tmax formerly. 
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receivers can be totally avoided in our system. TCP‟s feature 
set could be replaced by a sophisticated rate control 
mechanism. 

TABLE I.  FEATURE COMPARISON OF TCP AND RCTP 

Resource TCP RCTP 
Session initialization Yes No 

Reliable transmission 

Retransmission, 
congestion 

control, flow 
control 

Rate 
control 

Protection against packet loss Yes Yes * 
Protection against reordering or 
duplication Yes No 

Protection against packet 
corruption Yes No 

Fairness Yes No ** 
Full duplex Yes No 

* Packet losses caused by the forwarding infrastructure is not handled 
** Not needed because of one flow per agent 

 
In Table II, an enlightened implementation of TCP 

served in a very similar monitoring system is set in contrast 
with our RCTP implementation on the same FPGA chip. 
Even with this simplified design of TCP, the improvement of 
demand on resources RCTP is significant. Note that more 
instances of the protocol are present in the production system 
at the same time, thus multiple savings on resources can be 
expected.  

 

TABLE II.  SIMULATION COMPARISON OF RESOURCE OCCUPATION OF 
TCP AND RCTP  ON THE SAME XILINX XC5VLX110T FPGA CHIP 

Resource TCP RCTP Total 
Available 

Number of Slice Registers 1350 449 69120 
Number of Slice LUTs 2322 647 69120 
Number of Block RAM/FIFO 9 0 148 

 

VI. CONCLUSION AND FUTURE WORK 
We introduced a low-complexity transport protocol 

called RCTP optimized for transporting monitored data to 
multiple post-processing agents in a monitoring system using 
low hardware resources considering the resource-constrained 
design of the data sender. It can avoid packet loss introduced 
by the receiver, while its throughput can be close to the 
performance of TCP. Its demand for resources, comparing to 
TCP, is much lower, which is an important factor for 
implementing multiple functions in a reprogrammable 
architecture array such as an FPGA. We evaluated the 
protocol at 10 Gbps using its FPGA and Linux 
implementations. 

Although it does not seem to be a problematic point, the 
relatively low resolution of the CPU metric could be 
improved by an adaptive sampling technique where the 
sampling frequency could be changed in runtime. By using 
an initialization phase or by collecting statistics data, an 
optimal sampling period could be determined. The aim of 
optimization is to achieve a shorter convergence time or to 

decrease the time while metrics show the resources being 
low. 
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Figure 9.  Behaviour of control mechanism  

using the ‘linear 5-30%’ function 

 

 
Figure 10.  Flapping effect in controller caused by constants 

b1=0.1 and b2=0.1 

Fig. 10 shows the flapping effect. During the 
measurement, MTU-sized packets were transmitted. Packet 
rate was continuously increased from 1 to 8*106. A „cubic 
10-50%’ control function was used. Using both 0.1 for 
penalty and premium constant caused a flapping of control 
and destabilized the packet rate. Using a penalty constant 
value of 0.2 stabilized the transmission rate (Fig. 11). 

 

 
Figure 11.  Stabilized throughput using constants 

b1=0.2 and b2=0.1 

B. Sampling frequency 
As we referred it in Section IV B, the resolution of CPU 

load metrics is affected by the sampling frequency. The 

lower sampling frequency the higher metric resolution due to 
the maximum number of idle CPU cycles between two 
sampling moments. At the same time, lower sampling 
frequency implies slower feedback in the control loop. This 
is analogous with using a longer connection. A lower 
frequency also implies the need for larger socket buffers.  
Advantage of higher sampling frequency is the shorter time 
to converge the maximum packet rate limit. We performed 
measurements using 10, 25, 50, 75 and 100 ms sampling 
periods.  

 

 
Figure 12.  Faster convergence using a higher sampling frequency  

Fig. 9 shows a measurement at a requested packet rate of 
8*106 and sampling period of 100 ms. The control function 
was the most effective with the „linear 5-30%’ configuration. 
After starting the transmission, idle CPU time immediately 
dropped. The controller enforced a relatively low packet rate. 
This resulted in an increased number of idle CPU cycles. 
This allowed increasing the maximum packet limit. It took 
about 1 second to reach the steady state at a not significantly 
lower packet rate than the original one. 

Fig. 12 depicts the results of a measurement with the 
same parameters but at a higher sampling frequency, 
corresponding to a 10 ms sampling period. This also resulted 
in as a high throughput as with 100 ms but the convergence 
time was much shorter. 

Although the resolution of CPU metric for the 10 ms 
sampling period is not as fine as for 100 ms, the protocol‟s 
algorithm could efficiently control the packet rate. However, 
convergence period is shorter while it enables higher 
throughout.  

C. NIC offloading functions 
 We did not implement UDP checksum generation, thus 

the performance improvement of RX offloading could not be 
tested. But in a production system this could be exploited, 
especially when measurement data has to be collected at 
higher packet rate. 

D. RCTP versus TCP 
Although TCP provides a reliable packet transmission at 

a respectably high throughput, our implementation of RCTP 
has also a comparable performance. Table I summarizes the 
most important features of TCP. Despite RCTP does not 
have such a wide range of abilities, packet losses of the 
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corresponding to a 10 ms sampling period. This also resulted 
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time was much shorter. 

Although the resolution of CPU metric for the 10 ms 
sampling period is not as fine as for 100 ms, the protocol‟s 
algorithm could efficiently control the packet rate. However, 
convergence period is shorter while it enables higher 
throughout.  

C. NIC offloading functions 
 We did not implement UDP checksum generation, thus 

the performance improvement of RX offloading could not be 
tested. But in a production system this could be exploited, 
especially when measurement data has to be collected at 
higher packet rate. 

D. RCTP versus TCP 
Although TCP provides a reliable packet transmission at 

a respectably high throughput, our implementation of RCTP 
has also a comparable performance. Table I summarizes the 
most important features of TCP. Despite RCTP does not 
have such a wide range of abilities, packet losses of the 

receivers can be totally avoided in our system. TCP‟s feature 
set could be replaced by a sophisticated rate control 
mechanism. 

TABLE I.  FEATURE COMPARISON OF TCP AND RCTP 

Resource TCP RCTP 
Session initialization Yes No 

Reliable transmission 

Retransmission, 
congestion 

control, flow 
control 

Rate 
control 

Protection against packet loss Yes Yes * 
Protection against reordering or 
duplication Yes No 

Protection against packet 
corruption Yes No 

Fairness Yes No ** 
Full duplex Yes No 

* Packet losses caused by the forwarding infrastructure is not handled 
** Not needed because of one flow per agent 

 
In Table II, an enlightened implementation of TCP 

served in a very similar monitoring system is set in contrast 
with our RCTP implementation on the same FPGA chip. 
Even with this simplified design of TCP, the improvement of 
demand on resources RCTP is significant. Note that more 
instances of the protocol are present in the production system 
at the same time, thus multiple savings on resources can be 
expected.  

 

TABLE II.  SIMULATION COMPARISON OF RESOURCE OCCUPATION OF 
TCP AND RCTP  ON THE SAME XILINX XC5VLX110T FPGA CHIP 

Resource TCP RCTP Total 
Available 

Number of Slice Registers 1350 449 69120 
Number of Slice LUTs 2322 647 69120 
Number of Block RAM/FIFO 9 0 148 

 

VI. CONCLUSION AND FUTURE WORK 
We introduced a low-complexity transport protocol 

called RCTP optimized for transporting monitored data to 
multiple post-processing agents in a monitoring system using 
low hardware resources considering the resource-constrained 
design of the data sender. It can avoid packet loss introduced 
by the receiver, while its throughput can be close to the 
performance of TCP. Its demand for resources, comparing to 
TCP, is much lower, which is an important factor for 
implementing multiple functions in a reprogrammable 
architecture array such as an FPGA. We evaluated the 
protocol at 10 Gbps using its FPGA and Linux 
implementations. 

Although it does not seem to be a problematic point, the 
relatively low resolution of the CPU metric could be 
improved by an adaptive sampling technique where the 
sampling frequency could be changed in runtime. By using 
an initialization phase or by collecting statistics data, an 
optimal sampling period could be determined. The aim of 
optimization is to achieve a shorter convergence time or to 

decrease the time while metrics show the resources being 
low. 
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receivers can be totally avoided in our system. TCP‟s feature 
set could be replaced by a sophisticated rate control 
mechanism. 

TABLE I.  FEATURE COMPARISON OF TCP AND RCTP 

Resource TCP RCTP 
Session initialization Yes No 

Reliable transmission 

Retransmission, 
congestion 

control, flow 
control 

Rate 
control 

Protection against packet loss Yes Yes * 
Protection against reordering or 
duplication Yes No 

Protection against packet 
corruption Yes No 

Fairness Yes No ** 
Full duplex Yes No 

* Packet losses caused by the forwarding infrastructure is not handled 
** Not needed because of one flow per agent 

 
In Table II, an enlightened implementation of TCP 

served in a very similar monitoring system is set in contrast 
with our RCTP implementation on the same FPGA chip. 
Even with this simplified design of TCP, the improvement of 
demand on resources RCTP is significant. Note that more 
instances of the protocol are present in the production system 
at the same time, thus multiple savings on resources can be 
expected.  

 

TABLE II.  SIMULATION COMPARISON OF RESOURCE OCCUPATION OF 
TCP AND RCTP  ON THE SAME XILINX XC5VLX110T FPGA CHIP 

Resource TCP RCTP Total 
Available 

Number of Slice Registers 1350 449 69120 
Number of Slice LUTs 2322 647 69120 
Number of Block RAM/FIFO 9 0 148 

 

VI. CONCLUSION AND FUTURE WORK 
We introduced a low-complexity transport protocol 

called RCTP optimized for transporting monitored data to 
multiple post-processing agents in a monitoring system using 
low hardware resources considering the resource-constrained 
design of the data sender. It can avoid packet loss introduced 
by the receiver, while its throughput can be close to the 
performance of TCP. Its demand for resources, comparing to 
TCP, is much lower, which is an important factor for 
implementing multiple functions in a reprogrammable 
architecture array such as an FPGA. We evaluated the 
protocol at 10 Gbps using its FPGA and Linux 
implementations. 

Although it does not seem to be a problematic point, the 
relatively low resolution of the CPU metric could be 
improved by an adaptive sampling technique where the 
sampling frequency could be changed in runtime. By using 
an initialization phase or by collecting statistics data, an 
optimal sampling period could be determined. The aim of 
optimization is to achieve a shorter convergence time or to 

decrease the time while metrics show the resources being 
low. 
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receivers can be totally avoided in our system. TCP‟s feature 
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In Table II, an enlightened implementation of TCP 

served in a very similar monitoring system is set in contrast 
with our RCTP implementation on the same FPGA chip. 
Even with this simplified design of TCP, the improvement of 
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performance of TCP. Its demand for resources, comparing to 
TCP, is much lower, which is an important factor for 
implementing multiple functions in a reprogrammable 
architecture array such as an FPGA. We evaluated the 
protocol at 10 Gbps using its FPGA and Linux 
implementations. 

Although it does not seem to be a problematic point, the 
relatively low resolution of the CPU metric could be 
improved by an adaptive sampling technique where the 
sampling frequency could be changed in runtime. By using 
an initialization phase or by collecting statistics data, an 
optimal sampling period could be determined. The aim of 
optimization is to achieve a shorter convergence time or to 

decrease the time while metrics show the resources being 
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receivers can be totally avoided in our system. TCP‟s feature 
set could be replaced by a sophisticated rate control 
mechanism. 

TABLE I.  FEATURE COMPARISON OF TCP AND RCTP 

Resource TCP RCTP 
Session initialization Yes No 

Reliable transmission 

Retransmission, 
congestion 

control, flow 
control 

Rate 
control 

Protection against packet loss Yes Yes * 
Protection against reordering or 
duplication Yes No 

Protection against packet 
corruption Yes No 

Fairness Yes No ** 
Full duplex Yes No 

* Packet losses caused by the forwarding infrastructure is not handled 
** Not needed because of one flow per agent 

 
In Table II, an enlightened implementation of TCP 

served in a very similar monitoring system is set in contrast 
with our RCTP implementation on the same FPGA chip. 
Even with this simplified design of TCP, the improvement of 
demand on resources RCTP is significant. Note that more 
instances of the protocol are present in the production system 
at the same time, thus multiple savings on resources can be 
expected.  

 

TABLE II.  SIMULATION COMPARISON OF RESOURCE OCCUPATION OF 
TCP AND RCTP  ON THE SAME XILINX XC5VLX110T FPGA CHIP 

Resource TCP RCTP Total 
Available 

Number of Slice Registers 1350 449 69120 
Number of Slice LUTs 2322 647 69120 
Number of Block RAM/FIFO 9 0 148 

 

VI. CONCLUSION AND FUTURE WORK 
We introduced a low-complexity transport protocol 

called RCTP optimized for transporting monitored data to 
multiple post-processing agents in a monitoring system using 
low hardware resources considering the resource-constrained 
design of the data sender. It can avoid packet loss introduced 
by the receiver, while its throughput can be close to the 
performance of TCP. Its demand for resources, comparing to 
TCP, is much lower, which is an important factor for 
implementing multiple functions in a reprogrammable 
architecture array such as an FPGA. We evaluated the 
protocol at 10 Gbps using its FPGA and Linux 
implementations. 

Although it does not seem to be a problematic point, the 
relatively low resolution of the CPU metric could be 
improved by an adaptive sampling technique where the 
sampling frequency could be changed in runtime. By using 
an initialization phase or by collecting statistics data, an 
optimal sampling period could be determined. The aim of 
optimization is to achieve a shorter convergence time or to 

decrease the time while metrics show the resources being 
low. 
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TCP, is much lower, which is an important factor for 
implementing multiple functions in a reprogrammable 
architecture array such as an FPGA. We evaluated the 
protocol at 10 Gbps using its FPGA and Linux 
implementations. 

Although it does not seem to be a problematic point, the 
relatively low resolution of the CPU metric could be 
improved by an adaptive sampling technique where the 
sampling frequency could be changed in runtime. By using 
an initialization phase or by collecting statistics data, an 
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Internet of Things: application areas and research results of the FIRST project 
 
 

Zoltán Gál, Béla Almási, Tamás Dabóczi, Rolland Vida, Stefan Oniga, Sándor Baran, István Farkas 
 
 
 

Abstract1 - The FIRST/IoT project 
coordinated by the Faculty of Informatics, 
University of Debrecen, Hungary has important 
impact on the R&D work in this field. Six activity 
areas have been covered in the twenty-seven 
months long project. More than thirty researchers 
from half dozen Hungarian and other universities 
and research institutes have been involved in this 
activity. The results of this work are planned to be 
used for other international IoT projects in the 
following time period. Other institutes and 
individual researchers from abroad are invited to 
join to this open initiative and become partner. In 
the paper are presented the results and the most 
exciting aspects of the research activity. 
 
Index Terms - IoT, MPT, Sensor/Actuator, Big 
Data, Data Clusterization, Cyber-Physical Space, 
Bloom-filter, E-health, Ensemble Forecasting, 
Virtual Organization. 
 
1. Introduction 
 
Several universities and academic research institutes 
in Hungary working together with over forty 
professors and researchers from the United Kingdom, 
Russia and Romania are involved in effective research 
activity in the topics of IoT. Faculty of Informatics of 
the University of Debrecen in Hungary has leader role 
in the IoT research based on consortium project 
financed by the EU structural fund and the 
government of Hungary.  
The R&D activity includes six topics: i) Integration of 
the IoT into the IPv4/IPv6 systems (development and 
analysis of multipath protocol stack networks; 
evaluation of L1/L2 transmission mechanisms of the 
sensor networks; energy usage efficiency of WSNs; 
analysis of the random fields defined on space-time 
domain to model the transmission events of radio 
channels - kriging; cluster analysis of sensor variables; 
surprise event detection at CEP - Complex Event 
Processing and ESP - Event Stream Processing 
supported services; bilateral teleoperation over 
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wireless networks). ii) Cyber physical systems 
(embedded digital systems and integration of the 
network technologies; analysis of the complex, real 
time, dynamic reconfigurable systems; network 
security and intrusion detection in sensor network 
critical infrastructures). iii) Self-optimizing and self-
managing communication mechanisms of the IoT 
systems (context dependent addressing for IPv4/IPv6 
and 6LoWPAN systems; context dependent clustering, 
routing and multicast on the IoT; opportunistic 
networking; context-aware communication for the 
IoT). iv) E-health powered by IoT (development of 
intelligent home and vital technologies; real time 
human activity monitoring; remote supervision; elder 
people activity recognition; life quality enhancing 
services; indoor localization techniques using wireless 
sensor network). v) Weather prediction network tool 
development and analysis (statistical calibration by 
BMA and EMOS methods of the temperature and 
wind velocity ensemble prognosis; analysis of the 
cosmic background relay with the spectrum of random 
fields defined on the sphere). vi) Development of 
testbeds and virtual service platforms (authentication 
method with two factors and increased security level). 
In the following chapters the subjects listed above are 
presented. 
 
2. Integration of the IoT with the IPv4/IPv6 
systems 
 
In this topic two R&D fields were included. The 
importance of the multipath transmission (MPT) of 
the packet switched technology on network and 
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the node, but it is also used to identify the 
communication session (i.e. socket id). Distributing a 
communication session between different paths is an 
interesting question, and it is a focused research area 
today. Easy to see, that the usage of multiple 
interfaces and paths will increase the throughput of the 
communication (see e.g. [1]). If the communication 
session is terminated on a moving node (e.g. computer 
located on a moving car) the request of changing the 
IP address inside a communication session may 
appear. The traditional L3 roaming solution suffers 
from the efficiency problem of “triangular inequality”. 
Opening the possibility of changing the IP address of 
the end node (with the assumption, that the 
communication session must continue the work), 
could open a quite new solution area for these 
situations: The moving computer could easily change 
its IP address without losing the communication 
session’s state, and this solution could eliminate the 
triangular inequality problem.  
At the Faculty of Informatics, University of Debrecen 
a software library was created (named as “MPT 
software library), which opens the possibility of using 
multiple interfaces (and multiple paths) inside a 
communication session between the endpoints. The 
individual paths can be turned off and on without 
losing the connection. The MPT introduces a new 
conceptual working mechanism, which differentiates 
the identification of the communication session (i.e. 
the socket id) and the identification of the physical 
interfaces. The solution is based on creating a logical 
(tunnel) interface on the endpoint. The logical 
interface is used to identify the node’s communication 
sessions, and it is independent of the physical 
interfaces. The MPT software library maps the logical 
interface to multiple physical interfaces dynamically, 
so offering a L3 multipath working environment. 
Measurement results show, that the MPT library is 
able to aggregate the throughput of independent paths 
very efficiently (see [1], [2]). As the logical interface 
and the physical interfaces are handled independently, 
it is also possible to use different IP versions on the 
logical interface (i.e. by the communication software) 
and in the physical network environment (see [2]), so 
the MPT library also offers a seamless IP version 
changing solution. The detailed description on the 
MPT library can be found in [3]. 
 
2.2. Analysis of the IPv4/IPv6 data traffic and 
control signals transmitted through the sensor 
networks 
 
The service effect of the new virtual interfaces based 
on the new IEEE 1905.1 technology was analysed in 
PAN/SOHO environment. The current smart devices 
(tablets, phones, etc.) have multiple physical interfaces 
with different communication technologies (i.e. 
Bluetooth, NFC, WiFi, USB) able to communicate 
concurrently. In the classical protocol stack 
architecture each interface should have own logical 

address to communicate simultaneously. A given 
logical address is mapped to the unique physical 
address of the interface and each logical address 
should be placed in separated logical network. 
Introducing a virtual interface function between the 
LLC and MAC sublayers, the smart device becomes a 
switch in the OSI layer L1.75 with only one logical 
address in the network layer. All the physical 
interfaces remain active with the own communication 
technology and participate in the merged group of 
layer L1.5 channels.  
Nice results were obtained by the analysis of the 
congestion effect to the streaming transmission in low 
bandwidth, sensor based network environment. It was 
found that both, the channel load and the channel 
intensity need to be considered for proper evaluation 
of the congestion in homogeneous TCP or 
heterogeneous aggregated TCP/UDP multimedia 
traffic. The aggregated traffic of the congested streams 
has long range memory (LRD) characteristic [4]. 
The coexistence of different wireless transmission 
technologies (i.e. IEEE 802.11 and IEEE 802.15.4) on 
the same physical environment was studied in 
function of the frame size transmitted [5].   
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surprise events at the CEP (Complex Event 
Processing) and ESP (Event Stream Processing) 
supported services based on huge number of logical 
and physical sensor nodes [8]. 
 
3. Cyber-Physical Systems 
 
A Cyber-Physical System is a special case of the 
Internet of Things. It is characterised by a very intense 
interaction with the physical processes, and usually 
cooperating nodes solve a common task. Within the 
frame of this project we aimed at combining the 
advantageous behaviour of embedded- and IT 
systems. We are going to extend the possibilities of 
embedded systems through utilization of high 
performance IT solutions and through the possibility 
of strong cooperation of separate nodes by means of 
interconnections through the high speed internet. 
However, in our view, the interconnection of large set 
of embedded systems serve as general purpose cyber-
physical resources, rather than resources for dedicated 
purposes. 
We envision a farm of embedded systems, with a large 
set of sensors and actuators as a universal 
infrastructure for gathering information from the 
physical world, for interacting with it through 
actuators, and also as a universal computation 
resource [9]. A user utilising this infrastructure can 
develop a new application, based on the available new 
and historic sensor information and can influence the 
environment (in a controlled way). 
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machines, guest operation systems and several 
applications at a time. However, if the application is 
very compute intensive, we can delegate certain parts 
of the calculations to the cloud (cloud computing) 
[11]. Sensor information collected by embedded nodes 
are accessible through an ontology, which allows the 
users to search for special types of sensors, or based 
on location, availability, accuracy etc. 
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The 128-bit IPv6 addresses provide an unthinkably 
large address space, making it possible to assign 
trillions of addresses to each square centimetre on the 
surface of the Earth, so it is hard to envision any 
future scenario, including the “wildest” IoT-related 
predictions, whose needs would not be satisfied. 
However, in certain cases, size does not matter, or at 
least it is not the only thing that matters. The more 
relevant question is how can be those addresses used, 
how large will grow the routing tables, or how fast 
and how efficient can be the subsequent routing 
protocols and communication schemes. In the IoT we 
will probably very rarely use individual IPv6 
addresses as is, we will not address a given sensor 
individually, but rather a group of smart “things” 
having in common some context-related 
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in [12]. Currently we are working on implementing 
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the evolution of most of these parameters is important, 
but usually only a very reduced set of these parameters 
affect effectively the behaviour of a given device, 
application or person. Another aspect of our research 
was therefore to provide a solution for filtering out 
these parameters based on the Hierarchical Temporal 
Memory approach (HTM), as described in [13].    
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how large will grow the routing tables, or how fast 
and how efficient can be the subsequent routing 
protocols and communication schemes. In the IoT we 
will probably very rarely use individual IPv6 
addresses as is, we will not address a given sensor 
individually, but rather a group of smart “things” 
having in common some context-related 
characteristics. Therefore we propose to use a context-
aware addressing and routing scheme, in which the 
network routes the queries to the proper place(s) based 
on a set of context parameters, but without knowing 
the IP addresses of the concerned objects. 
We propose to encode context parameters in Bloom 
filters, which are considered a very resource-efficient 
and easy-to-process solution to handle set operations. 
IoT nodes will probably be grouped together in 
smaller areas behind several edge nodes connecting 
them to the traditional Internet architecture. The 
devices behind a specific edge will build and maintain 
a multi-hop tree over which context information in 
Bloom-filters can be easily exchanged and aggregated. 
When a context-based query is initiated, it will be 
rapidly routed to areas where IoT nodes exist, 
conforming to the requested context. The basic idea of 
this context-aware addressing solution was described 
in [12]. Currently we are working on implementing 
this approach in an IoT simulator and analysing its 
efficiency in different setups.  
However, context-information can be very complex, 
involving several temporal and spatial correlations 
between the different context parameters. Capturing 
the evolution of most of these parameters is important, 
but usually only a very reduced set of these parameters 
affect effectively the behaviour of a given device, 
application or person. Another aspect of our research 
was therefore to provide a solution for filtering out 
these parameters based on the Hierarchical Temporal 
Memory approach (HTM), as described in [13].    
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surprise events at the CEP (Complex Event 
Processing) and ESP (Event Stream Processing) 
supported services based on huge number of logical 
and physical sensor nodes [8]. 
 
3. Cyber-Physical Systems 
 
A Cyber-Physical System is a special case of the 
Internet of Things. It is characterised by a very intense 
interaction with the physical processes, and usually 
cooperating nodes solve a common task. Within the 
frame of this project we aimed at combining the 
advantageous behaviour of embedded- and IT 
systems. We are going to extend the possibilities of 
embedded systems through utilization of high 
performance IT solutions and through the possibility 
of strong cooperation of separate nodes by means of 
interconnections through the high speed internet. 
However, in our view, the interconnection of large set 
of embedded systems serve as general purpose cyber-
physical resources, rather than resources for dedicated 
purposes. 
We envision a farm of embedded systems, with a large 
set of sensors and actuators as a universal 
infrastructure for gathering information from the 
physical world, for interacting with it through 
actuators, and also as a universal computation 
resource [9]. A user utilising this infrastructure can 
develop a new application, based on the available new 
and historic sensor information and can influence the 
environment (in a controlled way). 
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the node, but it is also used to identify the 
communication session (i.e. socket id). Distributing a 
communication session between different paths is an 
interesting question, and it is a focused research area 
today. Easy to see, that the usage of multiple 
interfaces and paths will increase the throughput of the 
communication (see e.g. [1]). If the communication 
session is terminated on a moving node (e.g. computer 
located on a moving car) the request of changing the 
IP address inside a communication session may 
appear. The traditional L3 roaming solution suffers 
from the efficiency problem of “triangular inequality”. 
Opening the possibility of changing the IP address of 
the end node (with the assumption, that the 
communication session must continue the work), 
could open a quite new solution area for these 
situations: The moving computer could easily change 
its IP address without losing the communication 
session’s state, and this solution could eliminate the 
triangular inequality problem.  
At the Faculty of Informatics, University of Debrecen 
a software library was created (named as “MPT 
software library), which opens the possibility of using 
multiple interfaces (and multiple paths) inside a 
communication session between the endpoints. The 
individual paths can be turned off and on without 
losing the connection. The MPT introduces a new 
conceptual working mechanism, which differentiates 
the identification of the communication session (i.e. 
the socket id) and the identification of the physical 
interfaces. The solution is based on creating a logical 
(tunnel) interface on the endpoint. The logical 
interface is used to identify the node’s communication 
sessions, and it is independent of the physical 
interfaces. The MPT software library maps the logical 
interface to multiple physical interfaces dynamically, 
so offering a L3 multipath working environment. 
Measurement results show, that the MPT library is 
able to aggregate the throughput of independent paths 
very efficiently (see [1], [2]). As the logical interface 
and the physical interfaces are handled independently, 
it is also possible to use different IP versions on the 
logical interface (i.e. by the communication software) 
and in the physical network environment (see [2]), so 
the MPT library also offers a seamless IP version 
changing solution. The detailed description on the 
MPT library can be found in [3]. 
 
2.2. Analysis of the IPv4/IPv6 data traffic and 
control signals transmitted through the sensor 
networks 
 
The service effect of the new virtual interfaces based 
on the new IEEE 1905.1 technology was analysed in 
PAN/SOHO environment. The current smart devices 
(tablets, phones, etc.) have multiple physical interfaces 
with different communication technologies (i.e. 
Bluetooth, NFC, WiFi, USB) able to communicate 
concurrently. In the classical protocol stack 
architecture each interface should have own logical 

address to communicate simultaneously. A given 
logical address is mapped to the unique physical 
address of the interface and each logical address 
should be placed in separated logical network. 
Introducing a virtual interface function between the 
LLC and MAC sublayers, the smart device becomes a 
switch in the OSI layer L1.75 with only one logical 
address in the network layer. All the physical 
interfaces remain active with the own communication 
technology and participate in the merged group of 
layer L1.5 channels.  
Nice results were obtained by the analysis of the 
congestion effect to the streaming transmission in low 
bandwidth, sensor based network environment. It was 
found that both, the channel load and the channel 
intensity need to be considered for proper evaluation 
of the congestion in homogeneous TCP or 
heterogeneous aggregated TCP/UDP multimedia 
traffic. The aggregated traffic of the congested streams 
has long range memory (LRD) characteristic [4]. 
The coexistence of different wireless transmission 
technologies (i.e. IEEE 802.11 and IEEE 802.15.4) on 
the same physical environment was studied in 
function of the frame size transmitted [5].   
 

 
 

Fig. 1. Relation of the IoT technologies and the OSI model 
 
The radio interference created in the 2.4 GHz radio 
channels produces three times higher error rate for the 
IEEE 802.15.4 channel as for the WiFi. Development 
of stochastic models for systems distributed in space 
and time and their application in the description of 
radio channel noise characteristics in WiFi system 
with high number of base stations serving as sensor 
nodes [6]. Based on this idea a new kriging method is 
proposed for continuous extrapolation of the signal 
field intensity in 4D physical coordinates (space-time 
domains) not sampled by the discrete sensor nodes 
[7].  
Clustering method was developed and applied to 
extract information content from sensor network data 
sets and application of it to characterize the resource 
usage of a supercomputer system. The method based 
on artificial neural networks, cluster analysis and 
wavelets reduces by one order of magnitude the 
number of variables needed to be sampled to presage 
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surprise events at the CEP (Complex Event 
Processing) and ESP (Event Stream Processing) 
supported services based on huge number of logical 
and physical sensor nodes [8]. 
 
3. Cyber-Physical Systems 
 
A Cyber-Physical System is a special case of the 
Internet of Things. It is characterised by a very intense 
interaction with the physical processes, and usually 
cooperating nodes solve a common task. Within the 
frame of this project we aimed at combining the 
advantageous behaviour of embedded- and IT 
systems. We are going to extend the possibilities of 
embedded systems through utilization of high 
performance IT solutions and through the possibility 
of strong cooperation of separate nodes by means of 
interconnections through the high speed internet. 
However, in our view, the interconnection of large set 
of embedded systems serve as general purpose cyber-
physical resources, rather than resources for dedicated 
purposes. 
We envision a farm of embedded systems, with a large 
set of sensors and actuators as a universal 
infrastructure for gathering information from the 
physical world, for interacting with it through 
actuators, and also as a universal computation 
resource [9]. A user utilising this infrastructure can 
develop a new application, based on the available new 
and historic sensor information and can influence the 
environment (in a controlled way). 
 

 
 

Fig. 2. Architecture of the Cyber-Physical infrastructure 
 
New applications are automatically and dynamically 
allocated to embedded computing devices. Based on 
the measured resource utilization, the tasks are 
reallocated among devices in run-time by means of 
Design-Space Exploration. The above concept 
requires high level virtualization [10]. We use sensor 
virtualization (common interface, description structure 
and database) to access the information about physical 
processes from any embedded nodes. The possibility 
of reallocation of tasks also requires a certain level of 
virtualization, which might range from process 

virtualization to full platform virtualization. The 
computing nodes are strong enough to host virtual 
machines, guest operation systems and several 
applications at a time. However, if the application is 
very compute intensive, we can delegate certain parts 
of the calculations to the cloud (cloud computing) 
[11]. Sensor information collected by embedded nodes 
are accessible through an ontology, which allows the 
users to search for special types of sensors, or based 
on location, availability, accuracy etc. 

 
4. Context-aware communication in the IoT 
 
The 128-bit IPv6 addresses provide an unthinkably 
large address space, making it possible to assign 
trillions of addresses to each square centimetre on the 
surface of the Earth, so it is hard to envision any 
future scenario, including the “wildest” IoT-related 
predictions, whose needs would not be satisfied. 
However, in certain cases, size does not matter, or at 
least it is not the only thing that matters. The more 
relevant question is how can be those addresses used, 
how large will grow the routing tables, or how fast 
and how efficient can be the subsequent routing 
protocols and communication schemes. In the IoT we 
will probably very rarely use individual IPv6 
addresses as is, we will not address a given sensor 
individually, but rather a group of smart “things” 
having in common some context-related 
characteristics. Therefore we propose to use a context-
aware addressing and routing scheme, in which the 
network routes the queries to the proper place(s) based 
on a set of context parameters, but without knowing 
the IP addresses of the concerned objects. 
We propose to encode context parameters in Bloom 
filters, which are considered a very resource-efficient 
and easy-to-process solution to handle set operations. 
IoT nodes will probably be grouped together in 
smaller areas behind several edge nodes connecting 
them to the traditional Internet architecture. The 
devices behind a specific edge will build and maintain 
a multi-hop tree over which context information in 
Bloom-filters can be easily exchanged and aggregated. 
When a context-based query is initiated, it will be 
rapidly routed to areas where IoT nodes exist, 
conforming to the requested context. The basic idea of 
this context-aware addressing solution was described 
in [12]. Currently we are working on implementing 
this approach in an IoT simulator and analysing its 
efficiency in different setups.  
However, context-information can be very complex, 
involving several temporal and spatial correlations 
between the different context parameters. Capturing 
the evolution of most of these parameters is important, 
but usually only a very reduced set of these parameters 
affect effectively the behaviour of a given device, 
application or person. Another aspect of our research 
was therefore to provide a solution for filtering out 
these parameters based on the Hierarchical Temporal 
Memory approach (HTM), as described in [13].    
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Internet of Things. It is characterised by a very intense 
interaction with the physical processes, and usually 
cooperating nodes solve a common task. Within the 
frame of this project we aimed at combining the 
advantageous behaviour of embedded- and IT 
systems. We are going to extend the possibilities of 
embedded systems through utilization of high 
performance IT solutions and through the possibility 
of strong cooperation of separate nodes by means of 
interconnections through the high speed internet. 
However, in our view, the interconnection of large set 
of embedded systems serve as general purpose cyber-
physical resources, rather than resources for dedicated 
purposes. 
We envision a farm of embedded systems, with a large 
set of sensors and actuators as a universal 
infrastructure for gathering information from the 
physical world, for interacting with it through 
actuators, and also as a universal computation 
resource [9]. A user utilising this infrastructure can 
develop a new application, based on the available new 
and historic sensor information and can influence the 
environment (in a controlled way). 
 

 
 

Fig. 2. Architecture of the Cyber-Physical infrastructure 
 
New applications are automatically and dynamically 
allocated to embedded computing devices. Based on 
the measured resource utilization, the tasks are 
reallocated among devices in run-time by means of 
Design-Space Exploration. The above concept 
requires high level virtualization [10]. We use sensor 
virtualization (common interface, description structure 
and database) to access the information about physical 
processes from any embedded nodes. The possibility 
of reallocation of tasks also requires a certain level of 
virtualization, which might range from process 

virtualization to full platform virtualization. The 
computing nodes are strong enough to host virtual 
machines, guest operation systems and several 
applications at a time. However, if the application is 
very compute intensive, we can delegate certain parts 
of the calculations to the cloud (cloud computing) 
[11]. Sensor information collected by embedded nodes 
are accessible through an ontology, which allows the 
users to search for special types of sensors, or based 
on location, availability, accuracy etc. 
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The 128-bit IPv6 addresses provide an unthinkably 
large address space, making it possible to assign 
trillions of addresses to each square centimetre on the 
surface of the Earth, so it is hard to envision any 
future scenario, including the “wildest” IoT-related 
predictions, whose needs would not be satisfied. 
However, in certain cases, size does not matter, or at 
least it is not the only thing that matters. The more 
relevant question is how can be those addresses used, 
how large will grow the routing tables, or how fast 
and how efficient can be the subsequent routing 
protocols and communication schemes. In the IoT we 
will probably very rarely use individual IPv6 
addresses as is, we will not address a given sensor 
individually, but rather a group of smart “things” 
having in common some context-related 
characteristics. Therefore we propose to use a context-
aware addressing and routing scheme, in which the 
network routes the queries to the proper place(s) based 
on a set of context parameters, but without knowing 
the IP addresses of the concerned objects. 
We propose to encode context parameters in Bloom 
filters, which are considered a very resource-efficient 
and easy-to-process solution to handle set operations. 
IoT nodes will probably be grouped together in 
smaller areas behind several edge nodes connecting 
them to the traditional Internet architecture. The 
devices behind a specific edge will build and maintain 
a multi-hop tree over which context information in 
Bloom-filters can be easily exchanged and aggregated. 
When a context-based query is initiated, it will be 
rapidly routed to areas where IoT nodes exist, 
conforming to the requested context. The basic idea of 
this context-aware addressing solution was described 
in [12]. Currently we are working on implementing 
this approach in an IoT simulator and analysing its 
efficiency in different setups.  
However, context-information can be very complex, 
involving several temporal and spatial correlations 
between the different context parameters. Capturing 
the evolution of most of these parameters is important, 
but usually only a very reduced set of these parameters 
affect effectively the behaviour of a given device, 
application or person. Another aspect of our research 
was therefore to provide a solution for filtering out 
these parameters based on the Hierarchical Temporal 
Memory approach (HTM), as described in [13].    

resource 
management

new
 application

services

ApplicationsInfrastructure-
management

knowledge 
base

. . .

deploym
ent

perform
ance 

m
onitoring

user interface
. . .

sensorweb

Users

Maintenance

cloud

3 
 

surprise events at the CEP (Complex Event 
Processing) and ESP (Event Stream Processing) 
supported services based on huge number of logical 
and physical sensor nodes [8]. 
 
3. Cyber-Physical Systems 
 
A Cyber-Physical System is a special case of the 
Internet of Things. It is characterised by a very intense 
interaction with the physical processes, and usually 
cooperating nodes solve a common task. Within the 
frame of this project we aimed at combining the 
advantageous behaviour of embedded- and IT 
systems. We are going to extend the possibilities of 
embedded systems through utilization of high 
performance IT solutions and through the possibility 
of strong cooperation of separate nodes by means of 
interconnections through the high speed internet. 
However, in our view, the interconnection of large set 
of embedded systems serve as general purpose cyber-
physical resources, rather than resources for dedicated 
purposes. 
We envision a farm of embedded systems, with a large 
set of sensors and actuators as a universal 
infrastructure for gathering information from the 
physical world, for interacting with it through 
actuators, and also as a universal computation 
resource [9]. A user utilising this infrastructure can 
develop a new application, based on the available new 
and historic sensor information and can influence the 
environment (in a controlled way). 
 

 
 

Fig. 2. Architecture of the Cyber-Physical infrastructure 
 
New applications are automatically and dynamically 
allocated to embedded computing devices. Based on 
the measured resource utilization, the tasks are 
reallocated among devices in run-time by means of 
Design-Space Exploration. The above concept 
requires high level virtualization [10]. We use sensor 
virtualization (common interface, description structure 
and database) to access the information about physical 
processes from any embedded nodes. The possibility 
of reallocation of tasks also requires a certain level of 
virtualization, which might range from process 

virtualization to full platform virtualization. The 
computing nodes are strong enough to host virtual 
machines, guest operation systems and several 
applications at a time. However, if the application is 
very compute intensive, we can delegate certain parts 
of the calculations to the cloud (cloud computing) 
[11]. Sensor information collected by embedded nodes 
are accessible through an ontology, which allows the 
users to search for special types of sensors, or based 
on location, availability, accuracy etc. 

 
4. Context-aware communication in the IoT 
 
The 128-bit IPv6 addresses provide an unthinkably 
large address space, making it possible to assign 
trillions of addresses to each square centimetre on the 
surface of the Earth, so it is hard to envision any 
future scenario, including the “wildest” IoT-related 
predictions, whose needs would not be satisfied. 
However, in certain cases, size does not matter, or at 
least it is not the only thing that matters. The more 
relevant question is how can be those addresses used, 
how large will grow the routing tables, or how fast 
and how efficient can be the subsequent routing 
protocols and communication schemes. In the IoT we 
will probably very rarely use individual IPv6 
addresses as is, we will not address a given sensor 
individually, but rather a group of smart “things” 
having in common some context-related 
characteristics. Therefore we propose to use a context-
aware addressing and routing scheme, in which the 
network routes the queries to the proper place(s) based 
on a set of context parameters, but without knowing 
the IP addresses of the concerned objects. 
We propose to encode context parameters in Bloom 
filters, which are considered a very resource-efficient 
and easy-to-process solution to handle set operations. 
IoT nodes will probably be grouped together in 
smaller areas behind several edge nodes connecting 
them to the traditional Internet architecture. The 
devices behind a specific edge will build and maintain 
a multi-hop tree over which context information in 
Bloom-filters can be easily exchanged and aggregated. 
When a context-based query is initiated, it will be 
rapidly routed to areas where IoT nodes exist, 
conforming to the requested context. The basic idea of 
this context-aware addressing solution was described 
in [12]. Currently we are working on implementing 
this approach in an IoT simulator and analysing its 
efficiency in different setups.  
However, context-information can be very complex, 
involving several temporal and spatial correlations 
between the different context parameters. Capturing 
the evolution of most of these parameters is important, 
but usually only a very reduced set of these parameters 
affect effectively the behaviour of a given device, 
application or person. Another aspect of our research 
was therefore to provide a solution for filtering out 
these parameters based on the Hierarchical Temporal 
Memory approach (HTM), as described in [13].    

resource 
management

new
 application

services

ApplicationsInfrastructure-
management

knowledge 
base

. . .

deploym
ent

perform
ance 

m
onitoring

user interface
. . .

sensorweb

Users

Maintenance

cloud



Internet of Things:
Application Areas and Research Results of the FIRST Project

SEPTEMBER 2014 • VOLUME VI • NUMBER 340

INFOCOMMUNICATIONS JOURNAL

4 
 

5. E-health powered by IoT 
 
In the present world, millions of people die every year 
due to lack of information about their health. 
Increased costs in the healthcare system could be 
reduced, if it would give more attention to disease 
prevention through regular assessment of health status 
and their treatment in the early stages. Our research is 
oriented to develop technologies for independent daily 
life assistance of elderly persons or others with 
disabilities and to improve the quality of human life 
using Internet of things (IoT) techniques.  
Our scope is to bring together latest achievements in 
the domains of IoT and of assistive technologies in 
order to develop a complex assistive system with 
adaptive capability. Learning behaviour that allows 
living for as long as possible in familiar environment 
is also in focus of our research work. We use IoT 
technologies to monitor in real time the state of a 
patient or to get sensitive data in order to subsequently 
analyse and to enhance the medical diagnosis.  
We have developed an assistive assembly consisting 
of a smart and assistive environment. This equipment 
allows also indoor localization based on wireless 
sensor network and Wi-Fi infrastructure [14]. It was 
developed a human activity and health monitoring 
system [15], an assistive and telepresence robot, 
together with the related components and cloud 
services. For activity and health pattern recognition 
we developed a hardware module for vital parameters 
monitoring (temperature, heart rate, acceleration). The 
acquired data is used to train neural network that 
allows recognition of activity or health status of the 
patient and trigger alert signal in case of unusual state 
detection. We implemented and tested a recognition 
system for arm posture, body postures and simple 
activities like standing, sitting, walking, running, etc., 
see Fig. 3. These states and movement forms were 
correlated with the data acquired from a heart rate 
sensor. The recognition rate of the body postures was 
over 99 % on the data sets used for training.  
 

 
 

Fig. 3. Data acquired for 10 activities to be recognized. 
 
On Fig. 4 can be seen that by setting the right 
threshold (red line) for the standard deviation, the 

static – dynamic postures discrimination can be easily 
differentiated. For recognizing the walking and 
running activities, we have extracted further relevant 
features from raw data set. The FFT transform was 
used to determine the stepping rate of a person as the 
most dominating frequency in the acceleration signal’s 
spectrum.  
 

 
 

Fig. 4. Differentiating dynamic activity from static. 
 
It was developed an own simulator application based 
on Qt application framework for feed forward neural 
networks [16]. Based on neural networks simulated in 
Matlab environment FPGA circuit was developed.  
In our future development this monitoring module will 
be extended by new sensors (ECG, EMG, breath, etc.) 
and rules for sensor data fusion and fuzzy logic will be 
applied to enhance the body activity recognition. 
Further research based on different types of ANN is 
needed to simulate other activity/health status 
recognition. The best performing ANN type will be 
used to implement new recognition module based on 
FPGAs. 
 
6. Weather prediction systems and analysis 

The main area of our research is statistical post-
processing of ensemble forecasts which is a 
pioneering work in this direction in Hungary. A 
forecast ensemble is obtained from several runs of a 
numerical weather prediction model with different 
initial conditions and makes possible the estimation of 
the probability distribution of future weather 
variables. This allows probabilistic weather 
forecasting, where not only the future atmospheric 
states are predicted, but also the related uncertainty 
information [20]. Recently several meteorological 
services provide ensemble forecasts, the leading 
organization is the ECMWF, while the Hungarian 
Meteorological Service (HMS) operates the ALADIN-
HUNEPS ensemble prediction system. However, the 
spread of these forecast ensembles is often too small, 
they are uncalibrated and statistical methods are 
needed to account for this deficiency. The most 
popular tools of post-processing are the Bayesian 
Model Averaging (BMA) [22] and the Ensemble 
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5. E-health powered by IoT 
 
In the present world, millions of people die every year 
due to lack of information about their health. 
Increased costs in the healthcare system could be 
reduced, if it would give more attention to disease 
prevention through regular assessment of health status 
and their treatment in the early stages. Our research is 
oriented to develop technologies for independent daily 
life assistance of elderly persons or others with 
disabilities and to improve the quality of human life 
using Internet of things (IoT) techniques.  
Our scope is to bring together latest achievements in 
the domains of IoT and of assistive technologies in 
order to develop a complex assistive system with 
adaptive capability. Learning behaviour that allows 
living for as long as possible in familiar environment 
is also in focus of our research work. We use IoT 
technologies to monitor in real time the state of a 
patient or to get sensitive data in order to subsequently 
analyse and to enhance the medical diagnosis.  
We have developed an assistive assembly consisting 
of a smart and assistive environment. This equipment 
allows also indoor localization based on wireless 
sensor network and Wi-Fi infrastructure [14]. It was 
developed a human activity and health monitoring 
system [15], an assistive and telepresence robot, 
together with the related components and cloud 
services. For activity and health pattern recognition 
we developed a hardware module for vital parameters 
monitoring (temperature, heart rate, acceleration). The 
acquired data is used to train neural network that 
allows recognition of activity or health status of the 
patient and trigger alert signal in case of unusual state 
detection. We implemented and tested a recognition 
system for arm posture, body postures and simple 
activities like standing, sitting, walking, running, etc., 
see Fig. 3. These states and movement forms were 
correlated with the data acquired from a heart rate 
sensor. The recognition rate of the body postures was 
over 99 % on the data sets used for training.  
 

 
 

Fig. 3. Data acquired for 10 activities to be recognized. 
 
On Fig. 4 can be seen that by setting the right 
threshold (red line) for the standard deviation, the 

static – dynamic postures discrimination can be easily 
differentiated. For recognizing the walking and 
running activities, we have extracted further relevant 
features from raw data set. The FFT transform was 
used to determine the stepping rate of a person as the 
most dominating frequency in the acceleration signal’s 
spectrum.  
 

 
 

Fig. 4. Differentiating dynamic activity from static. 
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Model Output Statistics (EMOS) [21]. Both 
approaches provide estimates of the densities of the 
predictable weather quantities and once a predictive 
density is given, a point forecast can be easily 
determined (e.g., mean or median value). As a first 
step we tested the existing BMA models implemented 
in the R package ensembleBMA on ALADIN-
HUNEPS ensemble forecasts of wind speed [18] and 
temperature [19]. We found that statistical post-
processing significantly improves the calibration of 
probabilistic and accuracy of point forecasts. We also 
developed a new univariate BMA model for wind 
speed prediction [17] and a bivariate BMA model for 
joint calibration of ensemble forecasts of wind speed 
and temperature. Both methods were successfully 
tested on ALADIN-HUNEPS ensemble forecasts and 
on forecasts of the University of Washington 
Mesoscale Ensemble and the results were compared to 
the predictive performances of the existing methods. 
We also performed a detailed comparison of BMA 
and EMOS calibration of ALADIN-HUNEPS 
temperature and wind speed forecasts and recently we 
are working on a new EMOS model for wind speed 
prediction. The predictive performance of this new 
model has already been tested on forecasts of wind 
speed of the UWME and of the ECMWF and 
ALADIN-HUNEPS ensemble prediction systems. 
All new models are implemented in R and compatible 
with the existing ensembleBMA and ensembleMOS 
packages. The final goal of our research is the 
operation application of some statistical post-
processing methods at the HMS. 
 
7. Virtual service platforms and testbeds 
 
More than 25 years of continuous development in the 
research networking area and later in the areas of 
those higher level e-Infrastructure services as grids, 
clouds, HPC, storage, collaboration and data 
infrastructures, have resulted in a leading edge e-
Infrastructure system in Hungary that offers the 
provision of national and international services for the 
entire Hungarian research and education as well as 
public collection communities. The service portfolio 
includes, among others, communication, information 
access, and collaboration tools and platforms (e.g. 
remote co-operation and virtual community 
environments). The country-wide Hungarian e-
Infrastructure is connected into the European and 
global e-Infrastructures via GÉANT, the European 
backbone of the research and education community. 
The services, having been developed and being 
operated by the NIIF Institute, are available also for 
the Future Internet research communities, and are 
extended to novel opportunities such as providing 
Virtual Research Environment (VRE) platforms and 
supporting Virtual Research Organisations (VRO) by 
making applications VO ready. An important special 
example of the major activities related to the e-
Infrastructure is the development of a Shibboleth 2.x 

IdP X.509/LDAP authentication module. The basic 
motivation is to provide the opportunity of using 
hardware tokens as authentication source. SPs can 
decide if they want to force the X.509 authentication, 
or intend to simply keep a password based solution. 
Besides Shibboleth X.509 authentication (with or 
without PKI), also X.509 + LDAP certificate 
authentication and combining X.509 with 
username/password authentication are also possible 
options. 
Based on GÉANT, also a specific, reconfigurable 
testbed operating in a federated virtual networking 
environment is provided by NIIFI, and its European 
partners, to the R&D community. The Hungarian 
segment of the testbed infrastructure is built on the 
high speed network of NIIFI and, together with its 
international connections, it is also available for 
supporting Future Internet research activities. 
Application of a two-factor authentication module for 
simpleSAMLphp in the federated virtual networking 
environment and in the testbed system has been 
developed, in order to achieve increased security by 
pairing a time-based token with other credentials, such 
as a username and a password. SimpleSAMLphp is 
used as a SAML2 Single-Sign-on solution based on 
php. Google Authenticator implements time-based 
one-time password (TOTP) security tokens from 
RFC6238 in mobile apps made by Google. The 
Authenticator provides a six digit one-time password 
users must provide in addition to their username and 
password to log into Google services. The 
Authenticator can also generate codes for third party 
applications, such as password managers or file 
hosting services. 
 
8. Summary 
 
The FIRST/IoT R&D project executed with the 
collaboration of several universities and institutes 
from Hungary, United Kingdom, Romania, Ukraine 
and Serbia has considerable effect on the Internet of 
Things topic. More than thirty journal and conference 
proceeding papers were published based on the 
theoretical and practical research work during the last 
two years. The results obtained in this way are 
considered promising basics for the continuation of 
the IoT field by next international joint projects.  
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In the present world, millions of people die every year 
due to lack of information about their health. 
Increased costs in the healthcare system could be 
reduced, if it would give more attention to disease 
prevention through regular assessment of health status 
and their treatment in the early stages. Our research is 
oriented to develop technologies for independent daily 
life assistance of elderly persons or others with 
disabilities and to improve the quality of human life 
using Internet of things (IoT) techniques.  
Our scope is to bring together latest achievements in 
the domains of IoT and of assistive technologies in 
order to develop a complex assistive system with 
adaptive capability. Learning behaviour that allows 
living for as long as possible in familiar environment 
is also in focus of our research work. We use IoT 
technologies to monitor in real time the state of a 
patient or to get sensitive data in order to subsequently 
analyse and to enhance the medical diagnosis.  
We have developed an assistive assembly consisting 
of a smart and assistive environment. This equipment 
allows also indoor localization based on wireless 
sensor network and Wi-Fi infrastructure [14]. It was 
developed a human activity and health monitoring 
system [15], an assistive and telepresence robot, 
together with the related components and cloud 
services. For activity and health pattern recognition 
we developed a hardware module for vital parameters 
monitoring (temperature, heart rate, acceleration). The 
acquired data is used to train neural network that 
allows recognition of activity or health status of the 
patient and trigger alert signal in case of unusual state 
detection. We implemented and tested a recognition 
system for arm posture, body postures and simple 
activities like standing, sitting, walking, running, etc., 
see Fig. 3. These states and movement forms were 
correlated with the data acquired from a heart rate 
sensor. The recognition rate of the body postures was 
over 99 % on the data sets used for training.  
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spectrum.  
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FPGAs. 
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forecast ensemble is obtained from several runs of a 
numerical weather prediction model with different 
initial conditions and makes possible the estimation of 
the probability distribution of future weather 
variables. This allows probabilistic weather 
forecasting, where not only the future atmospheric 
states are predicted, but also the related uncertainty 
information [20]. Recently several meteorological 
services provide ensemble forecasts, the leading 
organization is the ECMWF, while the Hungarian 
Meteorological Service (HMS) operates the ALADIN-
HUNEPS ensemble prediction system. However, the 
spread of these forecast ensembles is often too small, 
they are uncalibrated and statistical methods are 
needed to account for this deficiency. The most 
popular tools of post-processing are the Bayesian 
Model Averaging (BMA) [22] and the Ensemble 
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Model Output Statistics (EMOS) [21]. Both 
approaches provide estimates of the densities of the 
predictable weather quantities and once a predictive 
density is given, a point forecast can be easily 
determined (e.g., mean or median value). As a first 
step we tested the existing BMA models implemented 
in the R package ensembleBMA on ALADIN-
HUNEPS ensemble forecasts of wind speed [18] and 
temperature [19]. We found that statistical post-
processing significantly improves the calibration of 
probabilistic and accuracy of point forecasts. We also 
developed a new univariate BMA model for wind 
speed prediction [17] and a bivariate BMA model for 
joint calibration of ensemble forecasts of wind speed 
and temperature. Both methods were successfully 
tested on ALADIN-HUNEPS ensemble forecasts and 
on forecasts of the University of Washington 
Mesoscale Ensemble and the results were compared to 
the predictive performances of the existing methods. 
We also performed a detailed comparison of BMA 
and EMOS calibration of ALADIN-HUNEPS 
temperature and wind speed forecasts and recently we 
are working on a new EMOS model for wind speed 
prediction. The predictive performance of this new 
model has already been tested on forecasts of wind 
speed of the UWME and of the ECMWF and 
ALADIN-HUNEPS ensemble prediction systems. 
All new models are implemented in R and compatible 
with the existing ensembleBMA and ensembleMOS 
packages. The final goal of our research is the 
operation application of some statistical post-
processing methods at the HMS. 
 
7. Virtual service platforms and testbeds 
 
More than 25 years of continuous development in the 
research networking area and later in the areas of 
those higher level e-Infrastructure services as grids, 
clouds, HPC, storage, collaboration and data 
infrastructures, have resulted in a leading edge e-
Infrastructure system in Hungary that offers the 
provision of national and international services for the 
entire Hungarian research and education as well as 
public collection communities. The service portfolio 
includes, among others, communication, information 
access, and collaboration tools and platforms (e.g. 
remote co-operation and virtual community 
environments). The country-wide Hungarian e-
Infrastructure is connected into the European and 
global e-Infrastructures via GÉANT, the European 
backbone of the research and education community. 
The services, having been developed and being 
operated by the NIIF Institute, are available also for 
the Future Internet research communities, and are 
extended to novel opportunities such as providing 
Virtual Research Environment (VRE) platforms and 
supporting Virtual Research Organisations (VRO) by 
making applications VO ready. An important special 
example of the major activities related to the e-
Infrastructure is the development of a Shibboleth 2.x 

IdP X.509/LDAP authentication module. The basic 
motivation is to provide the opportunity of using 
hardware tokens as authentication source. SPs can 
decide if they want to force the X.509 authentication, 
or intend to simply keep a password based solution. 
Besides Shibboleth X.509 authentication (with or 
without PKI), also X.509 + LDAP certificate 
authentication and combining X.509 with 
username/password authentication are also possible 
options. 
Based on GÉANT, also a specific, reconfigurable 
testbed operating in a federated virtual networking 
environment is provided by NIIFI, and its European 
partners, to the R&D community. The Hungarian 
segment of the testbed infrastructure is built on the 
high speed network of NIIFI and, together with its 
international connections, it is also available for 
supporting Future Internet research activities. 
Application of a two-factor authentication module for 
simpleSAMLphp in the federated virtual networking 
environment and in the testbed system has been 
developed, in order to achieve increased security by 
pairing a time-based token with other credentials, such 
as a username and a password. SimpleSAMLphp is 
used as a SAML2 Single-Sign-on solution based on 
php. Google Authenticator implements time-based 
one-time password (TOTP) security tokens from 
RFC6238 in mobile apps made by Google. The 
Authenticator provides a six digit one-time password 
users must provide in addition to their username and 
password to log into Google services. The 
Authenticator can also generate codes for third party 
applications, such as password managers or file 
hosting services. 
 
8. Summary 
 
The FIRST/IoT R&D project executed with the 
collaboration of several universities and institutes 
from Hungary, United Kingdom, Romania, Ukraine 
and Serbia has considerable effect on the Internet of 
Things topic. More than thirty journal and conference 
proceeding papers were published based on the 
theoretical and practical research work during the last 
two years. The results obtained in this way are 
considered promising basics for the continuation of 
the IoT field by next international joint projects.  
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includes, among others, communication, information 
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making applications VO ready. An important special 
example of the major activities related to the e-
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Abstract — In this paper the results of our investigations 
related to social spreading are summed up and concluded. In our 
work we studied information spreading on different network 
topologies. Based on a novel complex network generating method 
we managed to generate several test cases for social simulations 
focusing mainly on the case of declining social networks. We ran 
simulations using a previously presented model of information 
spreading. As a result we showed how the effectiveness of the 
spreading depends on the way and the intensity of declining. 
Later, using a modified version of the model we examined the 
effect of dynamically active agents in the system. As the most 
important result of this study we showed that increasing the 
activity of central nodes of a social network alone does not make 
the spreading significantly more effective.  

 

Index Terms — information spreading, declining social 
networks, complex networks, cellular automata simulation 

I. INTRODUCTION 
HE investigation of social spreading phenomena has been  
in the focus of research for a couple of decades. However 

in the last 15 years with the appearance of online communities 
its importance has become much greater as it turned out that 
the models used to model classical societies based on personal 
contacts are also applicable for these social structures [1-3]. 
While the classical topics of the field were in most of the cases 
related to disease spreading, rumor spreading, opinion 
spreading, etc. [1,2], today – reflecting to the questions of the 
informational society – one of the most important questions is 
information spreading. In our work we study the spreading on 
the most widely known group of online societies, on social 
networks. In this very work we focus on to major topics: (i.) 
declining social networks and (ii.) networks of dynamically 
active agents. In the first part we try to understand how the 
dynamics of information spreading change on social networks 
that have passed their golden age, and start to decline. Based 
on this result we give a hint, where is the point when it does 
not worth anymore to spread information (e.g. advertise) on 
these networks. In the second part of our work we examine the 
change of the spreading when we assume that agents may not 
be always active and ready to spread or receive information. 
More practically our goal is to find out that in such a network 
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what can one do to speed up the spreading only by 
manipulating the activity of agents. The results of our work 
may be used later in planning advertising campaign strategies, 
or anti-spam actions. 

II. SPREADING ON DECLINING SOCIAL NETWORKS 
As history shows, online 

social networks follow the 
universal rules of diffusion 
of new technologies [1] 
during their life cycle and 
go through four different 
stages [4] (see Fig. 1.). At 
the very beginning, when 
they are just introduced, the 
number of users starts to 
increase slowly. Later more 
and more users join and the 
network grows much faster. 
After a while however the 

system reaches its possible maximal size, and enters to its 
maturity phase. The aim of the owners of all social networks is 
of course to stay as long as possible in these latter two stages. 
Several examples show however (MySpace, Orkut, iwiw, etc.) 
that after a while social networks start to get out of fashion. 
This means that users leave them, they arrive to their fourth 
stage and the declining starts. In our work presented in [5] we 
focus on information spreading on social networks of this 
fourth kind. As one possible result we wanted to get an idea if 
it is worth to advertise such networks or not.  

In the next three sections the two steps of this work is 
presented. First we model the network structure and then we 
model the behavior of the nodes of the network. 

A. Reproducing the topology of declining social networks 

To be able to run our simulations the first step was to find a 
way to generate topologies similar to the ones that online 
social networks have. Finally we worked out a two step 
method for this [6,7]. First we generate a network that is 
topologically more or less similar to a real social network in 
its mature phase. And then we attack it to catch the declining. 

As it is widely known from the literature real social 
networks have a so called scale-free topology meaning that 
there are a huge number of actors with a low number of 
connections and only some that have a high number of 
neighbors [8-10]. More precisely this means that the degree 
distributions of these networks follow a power law form 
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Fig. 1. Life cycle of a social network. 
First, when the network is introduced 
more and more users come and it keeps 
growing till the maturity. The last phase 
however is always declining. 
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In the next three sections the two steps of this work is 
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To be able to run our simulations the first step was to find a 
way to generate topologies similar to the ones that online 
social networks have. Finally we worked out a two step 
method for this [6,7]. First we generate a network that is 
topologically more or less similar to a real social network in 
its mature phase. And then we attack it to catch the declining. 

As it is widely known from the literature real social 
networks have a so called scale-free topology meaning that 
there are a huge number of actors with a low number of 
connections and only some that have a high number of 
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The model evolves in discrete time-steps using synchronous 
update rules. i.e. the state of agent  at time  depends on the 
states of itself and its neighbors at time . In each time-
step agents get stochastically informed based on the amount of 
the received information at the given time-step (see Fig. 2.). 
The probability of changing to informed is 

 

, (1) 

where in the exp() function the amount of information 
received by agent i is caught. Namely in the sum we add all 
the information coming from the informed interacting partners 
and multiply the result with the sensitivity to the inner 
channel. Then we add the amount of information from the 
outside multiplied by the respective sensitivity. Note that for 
simplicity both the amount of information coming from the 

external source in one time-step and the amount of 
information coming from an informed neighbor are set to 1 
“unit”.   

Since our main goal here was to study the effect of the 
declining of the network on the spreading, and not the 
spreading model itself, in all our simulations we used the same 
parameter set that proven to be quite good in representing real 
life scenarios [17]. Namely we set the sensitivity parameters to 
α=0.01 and β=0.001. 

C. The effect of declining 

To study the effect of declining on the spreading of 
information, we ran computer simulations on various network 
topologies attacked in different ways. As a key property of the 
spreading, we focused on the ratio of informed agents in the 
system  as a function of time . Our results showed that the 
spreading process is qualitatively independent of the system 
size, but it highly depends both on the way how we attack the 
system, and the strength of the attack. It can be seen in Fig. 3. 
that while peripheral attack hardly affects the spreading even 
in the case of removing 40% of the agents, general attack 
makes the spreading increasingly slower as more and more 
nodes are removed from the network. In the third case, when 
we applied central attack the spreading dramatically changed. 
Even for a small number of removed agents the spreading gets 
much slower than in the case without attack. Of course this 
effect again increases with the increase of the amount of 
removed nodes.  

Another interesting result of our work was found when we 
plotted the needed time for the system to reach an almost 
homogeneous informed state  (i.e. where 95% of the 
agents are informed) as a function of the strength of the attack 
η. We had to use this almost homogeneous state instead of 
totally homogeneous one because close to saturation the 
evolution of the system slows down dramatically implying 
that the respective simulation time increases in this sense as 
well. However this almost homogeneous informed state also 
fits our needs to describe consensus. The results showed that 
the needed time to reach this state depends exponentially on 
the strength of the attack (see Fig. 4.). In a practical sense this 
result means e.g. that if a social network is losing its users 
linearly the effectiveness of information spreading (e.g. 
advertising) is decreasing much faster.  

III. THE EFFECT OF THE INACTIVITY OF AGENTS 
In the first part of our research we focused on systems, 

where the agents of network were handled to be always active. 
Most social networks however do not share this property 
[18,19] so we found it reasonable to examine how the activity 
of agents affects the spreading. Even though the topic is 
marginally present in some related works [20,21], we found 
that the exact question have not been answered yet. What we 
did to get a better insight, is that we modified the previous 
model and examined the behavior of it in networks from 
simple square lattices to complex topologies [22]. Note that in 
this case instead of reactions for the underlying topologies we 
focused on the spreading itself. 

 
Fig. 3.  The effect of the attack on the spreading. On the figure the ratio of 
informed agents in the system  is presented as a function of time  
Different colors and styles are for different ways of attack. Note that with 
the increase of the amount of removed nodes (marked by the arrow) the 
spreading slows down in all cases but in the central attack case especially. 

 
Fig. 4.  The time needed to reach an almost homogeneous informed state in 
the system depends on the attack strength exponentially. Note that this 
exponential form is independent of the exact type of the attack, however 
different attack types result in different levels of dependence. 
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( , where k is the number of neighbors and the 
exponent  can be used to identify different types of networks. 
By comparing a the properties of a real social network sample 
[11] (with the degree distribution in the first place) it can be 
seen that unfortunately the most widely used Barabási-Albert 
(BA) model [12] does not provide us a similar network [13]. 
Namely there is a clear difference between the exponent of the 
degree distribution of the sample ( ) and of the BA 
generated network ( ).  We found a mixed model of 
generating scale-free networks to be functional for our needs. 
Namely we used the model of Lee et. al. [14] which is a 
mixture of the simplest Barabási-Albert (BA) model and the 
model of Bianconi et. al. [15]. In both models the generation 
of the network starts the same way: we start from a fully 
connected network of  nodes and then we add new nodes 
one-by-one to the network. Each new node is connected to the 
network by  edges. The difference between the classical BA 
model and the model of Bianconi et. al. is the way how we 
choose the other endpoints of these new edges. The BA model 
is often referred as a so called popularity driven model, since 
the endpoints of the new edges are selected based on the 
existing number of links of the nodes, i.e. a node with a bigger 
number of edges has a bigger probability to be the end of the 
new edge as well. On the other hand the model of Bianconi et. 
al. uses a so called fitness driven algorithm i.e. we define a 
random real fitness value between 0 and 1 for all nodes, and 
the probability to connect the new edge to a node is 
proportional to the product of its fitness and the number of 
their existing connections. 

In our case the two models above were mixed in the 
following way [5]. We also started from the fully connected 
core of  nodes and we also added  new edges 
with each new node. However when we selected the endpoints 
of the new edges we used the classical BA algorithm with 
probability , and the fitness driven algorithm with probability 

. We iterated this process till the total number of nodes 
in the system  reached a desired value. Using this mixed 
model we were able to generate networks that are fairly 
similar to a sample network that we had containing data of 
almost 60 million Facebook users. Or more precisely the 
exponent of the degree distribution matched to the respective 
exponent of the sample [6]. 

After we became able to generate a topology that is similar 
to a real social network, we tried to find a way to model the 
declining itself. However unfortunately we have not found any 
published results in the literature how this declining goes. One 
obvious solution would have been for this problem to sample a 
social network through its whole life cycle (or at least at the 
end). However with respect to the time cost of this process we 
found that this is out of the scope of our current work. Instead 
we worked out different node-removing processes for three 
different possible declining scenarios. Following the 
terminology of the literature [16], hereafter we refer to this 
node-removing as attack. Namely we used central, peripheral 
and general attack to model the situations where the most 
popular, the least popular or random actors leave the network 
more likely respectively. From the algorithmic point of view 

this means that in all three cases we started from the above 
generated network of  nodes and  edges. After this 
we removed  nodes with their edges (where  is the 
strength of the attack). The difference between these options is 
that in the central case the probability of a node to be removed 
is linearly proportional to its degree. In the case of peripheral 
attack the probability of removing a node is inverse linearly 
proportional to the degree, while in the case of general attack 
all nodes are removed with the same probability. 

Not surprisingly the topological examination of these 
attacked networks showed that the most dramatic changes 
appear in the case of central attack [16]. The general attack 
has only a minor effect on the topology, while the peripheral 
attack almost leads back to a previous state of the same 
network. (Since removing the lowest degree nodes means 
removing the nodes that were added at the end of the 
generation.) 

With the use of this two step grow-and-destroy model we 
became able to produce networks with the same properties as 
declining social graphs (assuming that the declining of real 
social networks follows one of the three scenarios presented 
above). As a next step of our research we focused on the 
spreading of information on these topologies. 

B. Information spreading 

To model the spreading of information in social systems we 
used a simplified version of a previous model introduced by 
Kun et. al. [17]. In this cellular automata model the actors of 
the system get information from two different channels: (i.) 
there is an external source that provides a constant amount of 
information for all actors and (ii.) actors can also get 
information from each other. As an example if we look at the 
case of online advertising the external information channel 
may model public advertisements placed on web pages, while 
the inner channel represents discussions of users about the 
advertised items. In the model the actors are represented by 
interacting agents sitting on the nodes of an underlying 
topology. The agents can be in two different states: 
uninformed  and informed . We use the variable  to 
denote whether an agent  is in an informed state or not. If 
agent  is in state , , and if it is in state , . We 
introduce two parameters of the system to describe the 
sensitivity of agents to the information channels. The 
parameter α tells how sensitive are the agents for the inner 
information channel, while β describes the sensitivity for the 
external information channel. Originally α and β were both 
random real numbers for each agents, however based on the 
results of the original study of the model we set both of them 
to be the same for all agents.  

 
Fig. 2.  The states and the possible state changes of the basic information 
spreading model. Uninformed agents  can get informed  or stay 
uninformed stochastically based on the amount of the received information. 
Informed agents do not forget so there is no way back from  to . 
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results of the original study of the model we set both of them 
to be the same for all agents.  

 
Fig. 2.  The states and the possible state changes of the basic information 
spreading model. Uninformed agents  can get informed  or stay 
uninformed stochastically based on the amount of the received information. 
Informed agents do not forget so there is no way back from  to . 
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not changed, but it is much slower. Of course this slowing is 
not similar for different values of the probability of being 
inactive . In order to find out how the spreading depends on 
the probability of being inactive we plotted the time needed to 
reach an almost homogeneous state as a function of the 
parameter . The results are presented on Fig. 7. Note that we 
again used the 95% informed state of the system ( ) 
because of the same reason as in the case of the examination 
of declining social networks. On the plot we used a semi-log 
scale in order to show that the dependence of  is faster 
than exponential.  

Our observations on the square lattice gave us a first insight 
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properties as online social networks, however to make our 
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especially at small values of , spreading on the scale-free 
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 for all . However this is not a realistic 
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function of the degree of agent . To do this we chose the 
following form: 

 (3) 
 

where  is the number of connections of agent  and  is 
the highest degree in the system. Eq. (3) means that the lowest 
degree nodes keep their level of activity, while agents with a 
lot of connections become more active. In the case of scale-
free networks this simply means that we make the central 
nodes more active. 

As a result of our simulations surprisingly we found that 
despite of the inhomogeneous probability of being inactive the 
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Fig. 9. we plotted the average amount of informed agents in 
the system  as a function of time  for both homogeneous 
and inhomogeneous inactivity. It can be clearly seen that 
making the central nodes of the network more active does not 
have a major effect on the spreading. In a practical sense this 
would result for example that in the case when one wants to 
improve the efficiency of an online advertising campaign, 
making the most active user more active alone does not have 
the required effect. The reason of this is that however these 
central nodes became more active and ready to spread 
information more likely, since the contacts of them are still 
inactive with the same probability there is no one to interact 
with. A possible solution would be of course to focus instead 
on the increase of the activity of all the agents of the system 
(i.e. decrease the value of , see Fig. 7.).  

IV. DISCUSSION 

In this paper the results of our investigations related to 
spreading phenomena on social networks have been presented. 
Our work built up from three major parts. At first, starting 
from a network sample we developed a way to generate 
network topologies with similar key properties as real social 
networks. To do this we examined the topological properties 
of the real and the generated networks. With the use of an 
information spreading model we also studied how spreading 
behaves on these networks. As a second part of our research 
we investigated spreading on declining social networks. 

 
Fig. 8.  The activity of users in a social network is linearly dependent on their 
number of friends. Here we defined activity as the number of posts a user 
posts in his/her timeline.  Figure based on [23]. 

 
Fig. 9.  The average amount of informed agents in the system as a function of 
time  in the case of homogeneous and inhomogeneous activity. Note that the 
increased activity of high degree nodes does have as much impact on the 
spreading as one would expect. 
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A. The modified model 
To make our model able to describe activity of the agents 

we added a new parameter of the agents  to 
describe how often an agent goes inactive. This means that for 
a value of  close to 1 the agent is almost always inactive 
while in the opposite case when  is close to 0 it is active in 
most of the time. Note that in contrast to  and ,  is not a 
system wide parameter but it can be different for different 
agents. However at the beginning of our investigations to 
make our results more clear we set  for all  
where  is the number of nodes. The property that agent  is 
active or not is caught by the variable , where  if the 
agent is inactive, and  if it is active. By introducing 
these new parameters of the agents of course the number of 
possible states is increased and the state-change rules 
themselves have changed as well.  

First of all, based on the informed/uninformed property  
and the activity  now agent  can be in four different states 

. These possible states are presented on Table 1. 
The basic state change rule related to the activity of agents is 
the following: In each time-step agent  stays or changes to 
inactive with probability  and stays or changes to active with 
probability . The most crucial state-change of course 
in this case again is the change from the active uninformed 
state  to active informed state  (Inactive agents can not get 
informed or spread information, and informed agents do not 
go uninformed regardless of their activity). This state-change 
rule again depends on the received information, however to 
catch the effect of our new parameters we had to alter eq. (1) a 
little bit. In this modified model the probability of agent i to 
get informed is: 

  (2) 

 

Note that eq. (2) differs from eq. (1) only through the 
parameters  and , where these parameters describe that 
inactive agents can not receive or spread information. Based 
on this modified equation and the parameter . The state-
change rules are presented on Fig. 5.   

In order to study the evolution of our modified model we 
ran simulations on different network topologies. As a first try 
to get a qualitative insight of the evolution we used a small 
regular square lattice. This simple topology made it very easy 
to visualize what is happening, and compare the original and 

the modified model. Snapshots of a system containing 
 agents at different time-steps are presented on 

Fig. 6. In the first row the pictures are from the original model 
while the second row is for the modified model (

). Our results show that the evolution of the system does 
not change qualitatively however it takes noticeably more time 
for the modified model to reach an almost similar state as the 
original model. This means that the way of the spreading is 

 
Fig. 5.  The states and the possible state changes of the modified information 
spreading model. Agents can stay or change to inactive (grey filled) with 
probability  and stay change to active with probability . The state-
change from uninformed to informed is led by the modified probability . 

TABLE I 
POSSIBLE STATES OF AGENTS  

   

 : active, 
uninformed 

: active,  
informed 

 : inactive, 
uninformed 

: inactive, 
informed 

 
Depending on the values of  and  agents can be in four different states. 

 describes whether an agent is informed  or not , while  tells 
whether the agent is active  or not . The values of  and  have been 
chosen so that the form of the later state-change rules stay reasonably easy. 
 

 
Fig. 6.  Snapshots of the evolution of the model on a square lattice of  

 agents. a, b and c are for the original model while e, f and g are 
for the modified model including dynamic activity. Note that the respective 
pictures in the two rows show the same structure, however in the second row 
a longer interval of time is covered. (The snapshots were made respectively 
for a, b, c, d, e, f and g at  and . Colors 
identify separate clusters of informed agents.) 

 
Fig. 7.  The time needed for the system to reach an almost heterogeneous 
informed state in the case of square lattice , and on a scale free 
network similar to real social network topologies. The dependence in both 
cases are faster than exponential. 
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A. The modified model 
To make our model able to describe activity of the agents 

we added a new parameter of the agents  to 
describe how often an agent goes inactive. This means that for 
a value of  close to 1 the agent is almost always inactive 
while in the opposite case when  is close to 0 it is active in 
most of the time. Note that in contrast to  and ,  is not a 
system wide parameter but it can be different for different 
agents. However at the beginning of our investigations to 
make our results more clear we set  for all  
where  is the number of nodes. The property that agent  is 
active or not is caught by the variable , where  if the 
agent is inactive, and  if it is active. By introducing 
these new parameters of the agents of course the number of 
possible states is increased and the state-change rules 
themselves have changed as well.  

First of all, based on the informed/uninformed property  
and the activity  now agent  can be in four different states 

. These possible states are presented on Table 1. 
The basic state change rule related to the activity of agents is 
the following: In each time-step agent  stays or changes to 
inactive with probability  and stays or changes to active with 
probability . The most crucial state-change of course 
in this case again is the change from the active uninformed 
state  to active informed state  (Inactive agents can not get 
informed or spread information, and informed agents do not 
go uninformed regardless of their activity). This state-change 
rule again depends on the received information, however to 
catch the effect of our new parameters we had to alter eq. (1) a 
little bit. In this modified model the probability of agent i to 
get informed is: 
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Note that eq. (2) differs from eq. (1) only through the 
parameters  and , where these parameters describe that 
inactive agents can not receive or spread information. Based 
on this modified equation and the parameter . The state-
change rules are presented on Fig. 5.   

In order to study the evolution of our modified model we 
ran simulations on different network topologies. As a first try 
to get a qualitative insight of the evolution we used a small 
regular square lattice. This simple topology made it very easy 
to visualize what is happening, and compare the original and 

the modified model. Snapshots of a system containing 
 agents at different time-steps are presented on 

Fig. 6. In the first row the pictures are from the original model 
while the second row is for the modified model (

). Our results show that the evolution of the system does 
not change qualitatively however it takes noticeably more time 
for the modified model to reach an almost similar state as the 
original model. This means that the way of the spreading is 

 
Fig. 5.  The states and the possible state changes of the modified information 
spreading model. Agents can stay or change to inactive (grey filled) with 
probability  and stay change to active with probability . The state-
change from uninformed to informed is led by the modified probability . 

TABLE I 
POSSIBLE STATES OF AGENTS  

   

 : active, 
uninformed 

: active,  
informed 

 : inactive, 
uninformed 

: inactive, 
informed 

 
Depending on the values of  and  agents can be in four different states. 

 describes whether an agent is informed  or not , while  tells 
whether the agent is active  or not . The values of  and  have been 
chosen so that the form of the later state-change rules stay reasonably easy. 
 

 
Fig. 6.  Snapshots of the evolution of the model on a square lattice of  

 agents. a, b and c are for the original model while e, f and g are 
for the modified model including dynamic activity. Note that the respective 
pictures in the two rows show the same structure, however in the second row 
a longer interval of time is covered. (The snapshots were made respectively 
for a, b, c, d, e, f and g at  and . Colors 
identify separate clusters of informed agents.) 

 
Fig. 7.  The time needed for the system to reach an almost heterogeneous 
informed state in the case of square lattice , and on a scale free 
network similar to real social network topologies. The dependence in both 
cases are faster than exponential. 

IJ-14-25 5 

not changed, but it is much slower. Of course this slowing is 
not similar for different values of the probability of being 
inactive . In order to find out how the spreading depends on 
the probability of being inactive we plotted the time needed to 
reach an almost homogeneous state as a function of the 
parameter . The results are presented on Fig. 7. Note that we 
again used the 95% informed state of the system ( ) 
because of the same reason as in the case of the examination 
of declining social networks. On the plot we used a semi-log 
scale in order to show that the dependence of  is faster 
than exponential.  

Our observations on the square lattice gave us a first insight 
of the effect of the inactivity of agents, however since we 
wanted to get results that are closer to real social systems we 
had to apply complex network topologies again. So as a next 
step we ran the modified model on a scale-free network. Based 
on a Facebook data sample we also used previously [11], this 
network was generated so that it has similar topological 
properties as online social networks, however to make our 
simulations faster we used a smaller number of nodes. What 
we have found in this case was very similar to the square 
lattice case despite of the obvious differences in the topology. 
On Fig. 7. we also plotted the time to reach the almost 
homogeneous state as a function of time in the case of our 
scale-free generated network. Note that not surprisingly,  
especially at small values of , spreading on the scale-free 
network is a bit faster. However by observing the whole 
picture the same sentence becomes true again: As the 
probability of being inactive increases linearly, the time 
needed to reach the almost homogeneous state  
increases faster than exponentially.  

B. Heterogeneous activity 

In the previous cases we always assumed that all agents of 
the system have the same probability of being inactive i.e. 

 for all . However this is not a realistic 
assumption in the case of social networks. Thus the next step 
of our research was to examine the effect of heterogeneous 
activity in the system.  

In order to get realistic results we studied the work of 
Huberman et. al. [23] and found that in real social networks 
the activity of users is in linear connection with the amount of 
friends (see Fig. 8.). In our case this means that if we would 
like to make our model more realistic, we have to make  a 

function of the degree of agent . To do this we chose the 
following form: 

 (3) 
 

where  is the number of connections of agent  and  is 
the highest degree in the system. Eq. (3) means that the lowest 
degree nodes keep their level of activity, while agents with a 
lot of connections become more active. In the case of scale-
free networks this simply means that we make the central 
nodes more active. 

As a result of our simulations surprisingly we found that 
despite of the inhomogeneous probability of being inactive the 
spreading process shows hardly any noticeable changes. On 
Fig. 9. we plotted the average amount of informed agents in 
the system  as a function of time  for both homogeneous 
and inhomogeneous inactivity. It can be clearly seen that 
making the central nodes of the network more active does not 
have a major effect on the spreading. In a practical sense this 
would result for example that in the case when one wants to 
improve the efficiency of an online advertising campaign, 
making the most active user more active alone does not have 
the required effect. The reason of this is that however these 
central nodes became more active and ready to spread 
information more likely, since the contacts of them are still 
inactive with the same probability there is no one to interact 
with. A possible solution would be of course to focus instead 
on the increase of the activity of all the agents of the system 
(i.e. decrease the value of , see Fig. 7.).  

IV. DISCUSSION 

In this paper the results of our investigations related to 
spreading phenomena on social networks have been presented. 
Our work built up from three major parts. At first, starting 
from a network sample we developed a way to generate 
network topologies with similar key properties as real social 
networks. To do this we examined the topological properties 
of the real and the generated networks. With the use of an 
information spreading model we also studied how spreading 
behaves on these networks. As a second part of our research 
we investigated spreading on declining social networks. 

 
Fig. 8.  The activity of users in a social network is linearly dependent on their 
number of friends. Here we defined activity as the number of posts a user 
posts in his/her timeline.  Figure based on [23]. 

 
Fig. 9.  The average amount of informed agents in the system as a function of 
time  in the case of homogeneous and inhomogeneous activity. Note that the 
increased activity of high degree nodes does have as much impact on the 
spreading as one would expect. 
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making the central nodes of the network more active does not 
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would result for example that in the case when one wants to 
improve the efficiency of an online advertising campaign, 
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the required effect. The reason of this is that however these 
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on the increase of the activity of all the agents of the system 
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network topologies with similar key properties as real social 
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of the real and the generated networks. With the use of an 
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A. The modified model 
To make our model able to describe activity of the agents 

we added a new parameter of the agents  to 
describe how often an agent goes inactive. This means that for 
a value of  close to 1 the agent is almost always inactive 
while in the opposite case when  is close to 0 it is active in 
most of the time. Note that in contrast to  and ,  is not a 
system wide parameter but it can be different for different 
agents. However at the beginning of our investigations to 
make our results more clear we set  for all  
where  is the number of nodes. The property that agent  is 
active or not is caught by the variable , where  if the 
agent is inactive, and  if it is active. By introducing 
these new parameters of the agents of course the number of 
possible states is increased and the state-change rules 
themselves have changed as well.  

First of all, based on the informed/uninformed property  
and the activity  now agent  can be in four different states 

. These possible states are presented on Table 1. 
The basic state change rule related to the activity of agents is 
the following: In each time-step agent  stays or changes to 
inactive with probability  and stays or changes to active with 
probability . The most crucial state-change of course 
in this case again is the change from the active uninformed 
state  to active informed state  (Inactive agents can not get 
informed or spread information, and informed agents do not 
go uninformed regardless of their activity). This state-change 
rule again depends on the received information, however to 
catch the effect of our new parameters we had to alter eq. (1) a 
little bit. In this modified model the probability of agent i to 
get informed is: 

  (2) 

 

Note that eq. (2) differs from eq. (1) only through the 
parameters  and , where these parameters describe that 
inactive agents can not receive or spread information. Based 
on this modified equation and the parameter . The state-
change rules are presented on Fig. 5.   

In order to study the evolution of our modified model we 
ran simulations on different network topologies. As a first try 
to get a qualitative insight of the evolution we used a small 
regular square lattice. This simple topology made it very easy 
to visualize what is happening, and compare the original and 

the modified model. Snapshots of a system containing 
 agents at different time-steps are presented on 

Fig. 6. In the first row the pictures are from the original model 
while the second row is for the modified model (

). Our results show that the evolution of the system does 
not change qualitatively however it takes noticeably more time 
for the modified model to reach an almost similar state as the 
original model. This means that the way of the spreading is 

 
Fig. 5.  The states and the possible state changes of the modified information 
spreading model. Agents can stay or change to inactive (grey filled) with 
probability  and stay change to active with probability . The state-
change from uninformed to informed is led by the modified probability . 

TABLE I 
POSSIBLE STATES OF AGENTS  

   

 : active, 
uninformed 

: active,  
informed 

 : inactive, 
uninformed 

: inactive, 
informed 

 
Depending on the values of  and  agents can be in four different states. 

 describes whether an agent is informed  or not , while  tells 
whether the agent is active  or not . The values of  and  have been 
chosen so that the form of the later state-change rules stay reasonably easy. 
 

 
Fig. 6.  Snapshots of the evolution of the model on a square lattice of  

 agents. a, b and c are for the original model while e, f and g are 
for the modified model including dynamic activity. Note that the respective 
pictures in the two rows show the same structure, however in the second row 
a longer interval of time is covered. (The snapshots were made respectively 
for a, b, c, d, e, f and g at  and . Colors 
identify separate clusters of informed agents.) 
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we added a new parameter of the agents  to 
describe how often an agent goes inactive. This means that for 
a value of  close to 1 the agent is almost always inactive 
while in the opposite case when  is close to 0 it is active in 
most of the time. Note that in contrast to  and ,  is not a 
system wide parameter but it can be different for different 
agents. However at the beginning of our investigations to 
make our results more clear we set  for all  
where  is the number of nodes. The property that agent  is 
active or not is caught by the variable , where  if the 
agent is inactive, and  if it is active. By introducing 
these new parameters of the agents of course the number of 
possible states is increased and the state-change rules 
themselves have changed as well.  

First of all, based on the informed/uninformed property  
and the activity  now agent  can be in four different states 
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The basic state change rule related to the activity of agents is 
the following: In each time-step agent  stays or changes to 
inactive with probability  and stays or changes to active with 
probability . The most crucial state-change of course 
in this case again is the change from the active uninformed 
state  to active informed state  (Inactive agents can not get 
informed or spread information, and informed agents do not 
go uninformed regardless of their activity). This state-change 
rule again depends on the received information, however to 
catch the effect of our new parameters we had to alter eq. (1) a 
little bit. In this modified model the probability of agent i to 
get informed is: 
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describe how often an agent goes inactive. This means that for 
a value of  close to 1 the agent is almost always inactive 
while in the opposite case when  is close to 0 it is active in 
most of the time. Note that in contrast to  and ,  is not a 
system wide parameter but it can be different for different 
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not changed, but it is much slower. Of course this slowing is 
not similar for different values of the probability of being 
inactive . In order to find out how the spreading depends on 
the probability of being inactive we plotted the time needed to 
reach an almost homogeneous state as a function of the 
parameter . The results are presented on Fig. 7. Note that we 
again used the 95% informed state of the system ( ) 
because of the same reason as in the case of the examination 
of declining social networks. On the plot we used a semi-log 
scale in order to show that the dependence of  is faster 
than exponential.  

Our observations on the square lattice gave us a first insight 
of the effect of the inactivity of agents, however since we 
wanted to get results that are closer to real social systems we 
had to apply complex network topologies again. So as a next 
step we ran the modified model on a scale-free network. Based 
on a Facebook data sample we also used previously [11], this 
network was generated so that it has similar topological 
properties as online social networks, however to make our 
simulations faster we used a smaller number of nodes. What 
we have found in this case was very similar to the square 
lattice case despite of the obvious differences in the topology. 
On Fig. 7. we also plotted the time to reach the almost 
homogeneous state as a function of time in the case of our 
scale-free generated network. Note that not surprisingly,  
especially at small values of , spreading on the scale-free 
network is a bit faster. However by observing the whole 
picture the same sentence becomes true again: As the 
probability of being inactive increases linearly, the time 
needed to reach the almost homogeneous state  
increases faster than exponentially.  

B. Heterogeneous activity 

In the previous cases we always assumed that all agents of 
the system have the same probability of being inactive i.e. 

 for all . However this is not a realistic 
assumption in the case of social networks. Thus the next step 
of our research was to examine the effect of heterogeneous 
activity in the system.  

In order to get realistic results we studied the work of 
Huberman et. al. [23] and found that in real social networks 
the activity of users is in linear connection with the amount of 
friends (see Fig. 8.). In our case this means that if we would 
like to make our model more realistic, we have to make  a 

function of the degree of agent . To do this we chose the 
following form: 
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would result for example that in the case when one wants to 
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information spreading model we also studied how spreading 
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not changed, but it is much slower. Of course this slowing is 
not similar for different values of the probability of being 
inactive . In order to find out how the spreading depends on 
the probability of being inactive we plotted the time needed to 
reach an almost homogeneous state as a function of the 
parameter . The results are presented on Fig. 7. Note that we 
again used the 95% informed state of the system ( ) 
because of the same reason as in the case of the examination 
of declining social networks. On the plot we used a semi-log 
scale in order to show that the dependence of  is faster 
than exponential.  

Our observations on the square lattice gave us a first insight 
of the effect of the inactivity of agents, however since we 
wanted to get results that are closer to real social systems we 
had to apply complex network topologies again. So as a next 
step we ran the modified model on a scale-free network. Based 
on a Facebook data sample we also used previously [11], this 
network was generated so that it has similar topological 
properties as online social networks, however to make our 
simulations faster we used a smaller number of nodes. What 
we have found in this case was very similar to the square 
lattice case despite of the obvious differences in the topology. 
On Fig. 7. we also plotted the time to reach the almost 
homogeneous state as a function of time in the case of our 
scale-free generated network. Note that not surprisingly,  
especially at small values of , spreading on the scale-free 
network is a bit faster. However by observing the whole 
picture the same sentence becomes true again: As the 
probability of being inactive increases linearly, the time 
needed to reach the almost homogeneous state  
increases faster than exponentially.  

B. Heterogeneous activity 

In the previous cases we always assumed that all agents of 
the system have the same probability of being inactive i.e. 

 for all . However this is not a realistic 
assumption in the case of social networks. Thus the next step 
of our research was to examine the effect of heterogeneous 
activity in the system.  

In order to get realistic results we studied the work of 
Huberman et. al. [23] and found that in real social networks 
the activity of users is in linear connection with the amount of 
friends (see Fig. 8.). In our case this means that if we would 
like to make our model more realistic, we have to make  a 

function of the degree of agent . To do this we chose the 
following form: 
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free networks this simply means that we make the central 
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As a result of our simulations surprisingly we found that 
despite of the inhomogeneous probability of being inactive the 
spreading process shows hardly any noticeable changes. On 
Fig. 9. we plotted the average amount of informed agents in 
the system  as a function of time  for both homogeneous 
and inhomogeneous inactivity. It can be clearly seen that 
making the central nodes of the network more active does not 
have a major effect on the spreading. In a practical sense this 
would result for example that in the case when one wants to 
improve the efficiency of an online advertising campaign, 
making the most active user more active alone does not have 
the required effect. The reason of this is that however these 
central nodes became more active and ready to spread 
information more likely, since the contacts of them are still 
inactive with the same probability there is no one to interact 
with. A possible solution would be of course to focus instead 
on the increase of the activity of all the agents of the system 
(i.e. decrease the value of , see Fig. 7.).  

IV. DISCUSSION 

In this paper the results of our investigations related to 
spreading phenomena on social networks have been presented. 
Our work built up from three major parts. At first, starting 
from a network sample we developed a way to generate 
network topologies with similar key properties as real social 
networks. To do this we examined the topological properties 
of the real and the generated networks. With the use of an 
information spreading model we also studied how spreading 
behaves on these networks. As a second part of our research 
we investigated spreading on declining social networks. 
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Abstract—This survey/position paper gives an overview of the 
state-of-the art multimedia communications technologies and 
services, analyses their present significance and expected future 
role, and attempts to identify development trends. The paper 
analyses the evolution of networking infrastructure and multi-
media services over the last decade and identifies future direc-
tions. It consists of two parts. Part I, published in the preceding 
issue of this journal, dealt with the technologies and systems for 
multimedia delivery, and covered the dedicated networks such as 
digital broadcasting systems and IPTV and the technologies of 
Internet based multimedia delivery. The present paper, Part II, 
addresses applications, services and future directions.  
 

Index Terms—Multimedia communication, IP networks, Inter-
net, mobile communications.  

I. INTRODUCTION 
The survey paper, written a decade ago by Stephen 

Weinstein and Alexander Gelman [1], was cited in detail in 
Part I [2] since one of the objectives of the paper was to 
analyse the state-of-the-art and to see what trends could be 
observed, after ten years since the paper was published. It was 
shown how the networking infrastructures and services have 
developed, and now in this paper we want to show whether the 
forecasted applications have gained wide acceptance and 
implementations and what new trends can be identified that 
were not foreseen that time by Weinstein and Gelman. 

The paper is organized as follows.  
In Sections 2.1 and 2.2, we come back to digital broad-

casting and IPTV, with short comments on the service aspects.  
In Section 2.3, the technology as well as service-related 

issues around the emerging Internet TV and OTT – Over-The-
Top content services will be addressed. 

The social element is gaining increasing role and import-
ance in media consumption. In Section 3, dealing with “social 
media” and “social TV”, we look into issues around these 
terms and point out to the importance of social network based 
interactions among users of multimedia services. 
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    Section 4 deals with key application areas such as enter-
tainment, e-health and telemedicine, visual collaboration and 
e-learning, and smart city applications and services.  

Our concluding Section 5 outlines some promising direc-
tions including multi-screen TV, Free-viewpoint TV and the 
trend of moving from traditional broadcasting platforms to 
wireless broadband Internet.)  

II. TELEVISION SERVICES PROVIDED OVER DEDICATED 
NETWORKS  

A. Digital television broadcasting 
In Part I, we discussed the technologies of digital television 

systems. While the technical solutions are interesting for 
engineers, the question is what do they mean for consumers. 
The short answer is: improved picture quality including HD. 
This is not too much, given the expenses the customers need 
to bear by buying a digital TV set or a set-top box that allows 
for using the existing analogue receiver and a new rooftop 
antenna. Additional benefit is a greater choice of channels. A 
digital multiplex as it is called, a package in which TV chan-
nels are grouped, usually contains up to 8 TV channels and 
several radio channels, and is being provided for free. Addi-
tional multiplexes are included in a paid monthly subscription. 

We should mention the importance of digital terrestrial 
broadcasting for low-income population groups, living in rural 
areas, in less developed countries. For them, the digital 
switchover means that the terrestrial broadcasting will survive 
in its new form, and thus their only way of accessing news, 
entertainment programs and taking part in educational prog-
rams will remain available in the foreseeable future.   

Interestingly enough, the transition from analogue to digital 
broadcasting paves the way towards replacing this relatively 
new (since it is digital) but at the same time old (since it uses 
dedicated broadcasting systems) method by a new one: distri-
buting and consuming TV programs using the public Internet. 
This is because, as a result of the analogue-to-digital switch-
over, a considerable amount of bandwidth within the so-called 
digital dividend has been/will be freed up and will be available 
for other purposes. There are several applicants for these fre-
quencies, and most likely a great deal of it will be allocated to 
mobile cellular service providers, which then will use it for 
expanding their new generation services, and first of all 
mobile broadband Internet access. This process could even-
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Namely we studied the effect of different types of attack on 
the spreading, using the same information spreading model as 
above. We showed that independently of the type of the attack 
the time to reach an almost fully informed state of the system 
depends exponentially on the strength of the attack (from 0% 
to 40% nodes removed). In the third part of the work we 
examined how the presence of dynamically active/inactive 
agents effects the spreading. For this we altered the original 
model a bit, and introduced some new states, and state-change 
rules. We found here that even though the dynamic activity 
does not change the spreading qualitatively, it slows it down. 
Namely the needed time for the domination of informed 
agents shows faster than exponential dependence on the 
probability of being inactive. Finally we studied the effect of
inhomogeneous activity and found that increasing only the 
activity of high degree nodes in social networks does not have 
the expected result. The activation of low degree nodes is also 
needed to make the spreading significantly faster.   

It is clear that additional investigations are required to make 
our findings more precise. However these results may be 
found useful in the future when planning online advertisement 
campaigns or anti-spam actions. As a further step we would 
like to examine spreading phenomena on spatially and 
temporally dynamic networks in order to take one more step to 
bring our results closer to reality. It is also known from the 
literature that beside the degree distribution the structure of the 
community also plays an important role in spreading 
phenomena [24]. Based on this idea it would be also 
promising to examine the spreading on networks with 
different community structures. 
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Abstract—This survey/position paper gives an overview of the 
state-of-the art multimedia communications technologies and 
services, analyses their present significance and expected future 
role, and attempts to identify development trends. The paper 
analyses the evolution of networking infrastructure and multi-
media services over the last decade and identifies future direc-
tions. It consists of two parts. Part I, published in the preceding 
issue of this journal, dealt with the technologies and systems for 
multimedia delivery, and covered the dedicated networks such as 
digital broadcasting systems and IPTV and the technologies of 
Internet based multimedia delivery. The present paper, Part II, 
addresses applications, services and future directions.  
 

Index Terms—Multimedia communication, IP networks, Inter-
net, mobile communications.  

I. INTRODUCTION 
The survey paper, written a decade ago by Stephen 

Weinstein and Alexander Gelman [1], was cited in detail in 
Part I [2] since one of the objectives of the paper was to 
analyse the state-of-the-art and to see what trends could be 
observed, after ten years since the paper was published. It was 
shown how the networking infrastructures and services have 
developed, and now in this paper we want to show whether the 
forecasted applications have gained wide acceptance and 
implementations and what new trends can be identified that 
were not foreseen that time by Weinstein and Gelman. 

The paper is organized as follows.  
In Sections 2.1 and 2.2, we come back to digital broad-

casting and IPTV, with short comments on the service aspects.  
In Section 2.3, the technology as well as service-related 

issues around the emerging Internet TV and OTT – Over-The-
Top content services will be addressed. 

The social element is gaining increasing role and import-
ance in media consumption. In Section 3, dealing with “social 
media” and “social TV”, we look into issues around these 
terms and point out to the importance of social network based 
interactions among users of multimedia services. 
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tainment, e-health and telemedicine, visual collaboration and 
e-learning, and smart city applications and services.  

Our concluding Section 5 outlines some promising direc-
tions including multi-screen TV, Free-viewpoint TV and the 
trend of moving from traditional broadcasting platforms to 
wireless broadband Internet.)  
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A. Digital television broadcasting 
In Part I, we discussed the technologies of digital television 

systems. While the technical solutions are interesting for 
engineers, the question is what do they mean for consumers. 
The short answer is: improved picture quality including HD. 
This is not too much, given the expenses the customers need 
to bear by buying a digital TV set or a set-top box that allows 
for using the existing analogue receiver and a new rooftop 
antenna. Additional benefit is a greater choice of channels. A 
digital multiplex as it is called, a package in which TV chan-
nels are grouped, usually contains up to 8 TV channels and 
several radio channels, and is being provided for free. Addi-
tional multiplexes are included in a paid monthly subscription. 

We should mention the importance of digital terrestrial 
broadcasting for low-income population groups, living in rural 
areas, in less developed countries. For them, the digital 
switchover means that the terrestrial broadcasting will survive 
in its new form, and thus their only way of accessing news, 
entertainment programs and taking part in educational prog-
rams will remain available in the foreseeable future.   

Interestingly enough, the transition from analogue to digital 
broadcasting paves the way towards replacing this relatively 
new (since it is digital) but at the same time old (since it uses 
dedicated broadcasting systems) method by a new one: distri-
buting and consuming TV programs using the public Internet. 
This is because, as a result of the analogue-to-digital switch-
over, a considerable amount of bandwidth within the so-called 
digital dividend has been/will be freed up and will be available 
for other purposes. There are several applicants for these fre-
quencies, and most likely a great deal of it will be allocated to 
mobile cellular service providers, which then will use it for 
expanding their new generation services, and first of all 
mobile broadband Internet access. This process could even-
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Abstract—This survey/position paper gives an overview of the 
state-of-the art multimedia communications technologies and 
services, analyses their present significance and expected future 
role, and attempts to identify development trends. The paper 
analyses the evolution of networking infrastructure and multi-
media services over the last decade and identifies future direc-
tions. It consists of two parts. Part I, published in the preceding 
issue of this journal, dealt with the technologies and systems for 
multimedia delivery, and covered the dedicated networks such as 
digital broadcasting systems and IPTV and the technologies of 
Internet based multimedia delivery. The present paper, Part II, 
addresses applications, services and future directions.  
 

Index Terms—Multimedia communication, IP networks, Inter-
net, mobile communications.  

I. INTRODUCTION 
The survey paper, written a decade ago by Stephen 

Weinstein and Alexander Gelman [1], was cited in detail in 
Part I [2] since one of the objectives of the paper was to 
analyse the state-of-the-art and to see what trends could be 
observed, after ten years since the paper was published. It was 
shown how the networking infrastructures and services have 
developed, and now in this paper we want to show whether the 
forecasted applications have gained wide acceptance and 
implementations and what new trends can be identified that 
were not foreseen that time by Weinstein and Gelman. 

The paper is organized as follows.  
In Sections 2.1 and 2.2, we come back to digital broad-

casting and IPTV, with short comments on the service aspects.  
In Section 2.3, the technology as well as service-related 

issues around the emerging Internet TV and OTT – Over-The-
Top content services will be addressed. 

The social element is gaining increasing role and import-
ance in media consumption. In Section 3, dealing with “social 
media” and “social TV”, we look into issues around these 
terms and point out to the importance of social network based 
interactions among users of multimedia services. 
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    Section 4 deals with key application areas such as enter-
tainment, e-health and telemedicine, visual collaboration and 
e-learning, and smart city applications and services.  

Our concluding Section 5 outlines some promising direc-
tions including multi-screen TV, Free-viewpoint TV and the 
trend of moving from traditional broadcasting platforms to 
wireless broadband Internet.)  

II. TELEVISION SERVICES PROVIDED OVER DEDICATED 
NETWORKS  

A. Digital television broadcasting 
In Part I, we discussed the technologies of digital television 

systems. While the technical solutions are interesting for 
engineers, the question is what do they mean for consumers. 
The short answer is: improved picture quality including HD. 
This is not too much, given the expenses the customers need 
to bear by buying a digital TV set or a set-top box that allows 
for using the existing analogue receiver and a new rooftop 
antenna. Additional benefit is a greater choice of channels. A 
digital multiplex as it is called, a package in which TV chan-
nels are grouped, usually contains up to 8 TV channels and 
several radio channels, and is being provided for free. Addi-
tional multiplexes are included in a paid monthly subscription. 

We should mention the importance of digital terrestrial 
broadcasting for low-income population groups, living in rural 
areas, in less developed countries. For them, the digital 
switchover means that the terrestrial broadcasting will survive 
in its new form, and thus their only way of accessing news, 
entertainment programs and taking part in educational prog-
rams will remain available in the foreseeable future.   

Interestingly enough, the transition from analogue to digital 
broadcasting paves the way towards replacing this relatively 
new (since it is digital) but at the same time old (since it uses 
dedicated broadcasting systems) method by a new one: distri-
buting and consuming TV programs using the public Internet. 
This is because, as a result of the analogue-to-digital switch-
over, a considerable amount of bandwidth within the so-called 
digital dividend has been/will be freed up and will be available 
for other purposes. There are several applicants for these fre-
quencies, and most likely a great deal of it will be allocated to 
mobile cellular service providers, which then will use it for 
expanding their new generation services, and first of all 
mobile broadband Internet access. This process could even-
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Namely we studied the effect of different types of attack on 
the spreading, using the same information spreading model as 
above. We showed that independently of the type of the attack 
the time to reach an almost fully informed state of the system 
depends exponentially on the strength of the attack (from 0% 
to 40% nodes removed). In the third part of the work we 
examined how the presence of dynamically active/inactive 
agents effects the spreading. For this we altered the original 
model a bit, and introduced some new states, and state-change 
rules. We found here that even though the dynamic activity 
does not change the spreading qualitatively, it slows it down. 
Namely the needed time for the domination of informed 
agents shows faster than exponential dependence on the 
probability of being inactive. Finally we studied the effect of
inhomogeneous activity and found that increasing only the 
activity of high degree nodes in social networks does not have 
the expected result. The activation of low degree nodes is also 
needed to make the spreading significantly faster.   

It is clear that additional investigations are required to make 
our findings more precise. However these results may be 
found useful in the future when planning online advertisement 
campaigns or anti-spam actions. As a further step we would 
like to examine spreading phenomena on spatially and 
temporally dynamic networks in order to take one more step to 
bring our results closer to reality. It is also known from the 
literature that beside the degree distribution the structure of the 
community also plays an important role in spreading 
phenomena [24]. Based on this idea it would be also 
promising to examine the spreading on networks with 
different community structures. 
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Abstract—This survey/position paper gives an overview of the 
state-of-the art multimedia communications technologies and 
services, analyses their present significance and expected future 
role, and attempts to identify development trends. The paper 
analyses the evolution of networking infrastructure and multi-
media services over the last decade and identifies future direc-
tions. It consists of two parts. Part I, published in the preceding 
issue of this journal, dealt with the technologies and systems for 
multimedia delivery, and covered the dedicated networks such as 
digital broadcasting systems and IPTV and the technologies of 
Internet based multimedia delivery. The present paper, Part II, 
addresses applications, services and future directions.  
 

Index Terms—Multimedia communication, IP networks, Inter-
net, mobile communications.  

I. INTRODUCTION 
The survey paper, written a decade ago by Stephen 

Weinstein and Alexander Gelman [1], was cited in detail in 
Part I [2] since one of the objectives of the paper was to 
analyse the state-of-the-art and to see what trends could be 
observed, after ten years since the paper was published. It was 
shown how the networking infrastructures and services have 
developed, and now in this paper we want to show whether the 
forecasted applications have gained wide acceptance and 
implementations and what new trends can be identified that 
were not foreseen that time by Weinstein and Gelman. 

The paper is organized as follows.  
In Sections 2.1 and 2.2, we come back to digital broad-

casting and IPTV, with short comments on the service aspects.  
In Section 2.3, the technology as well as service-related 

issues around the emerging Internet TV and OTT – Over-The-
Top content services will be addressed. 

The social element is gaining increasing role and import-
ance in media consumption. In Section 3, dealing with “social 
media” and “social TV”, we look into issues around these 
terms and point out to the importance of social network based 
interactions among users of multimedia services. 
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    Section 4 deals with key application areas such as enter-
tainment, e-health and telemedicine, visual collaboration and 
e-learning, and smart city applications and services.  

Our concluding Section 5 outlines some promising direc-
tions including multi-screen TV, Free-viewpoint TV and the 
trend of moving from traditional broadcasting platforms to 
wireless broadband Internet.)  

II. TELEVISION SERVICES PROVIDED OVER DEDICATED 
NETWORKS  

A. Digital television broadcasting 
In Part I, we discussed the technologies of digital television 

systems. While the technical solutions are interesting for 
engineers, the question is what do they mean for consumers. 
The short answer is: improved picture quality including HD. 
This is not too much, given the expenses the customers need 
to bear by buying a digital TV set or a set-top box that allows 
for using the existing analogue receiver and a new rooftop 
antenna. Additional benefit is a greater choice of channels. A 
digital multiplex as it is called, a package in which TV chan-
nels are grouped, usually contains up to 8 TV channels and 
several radio channels, and is being provided for free. Addi-
tional multiplexes are included in a paid monthly subscription. 

We should mention the importance of digital terrestrial 
broadcasting for low-income population groups, living in rural 
areas, in less developed countries. For them, the digital 
switchover means that the terrestrial broadcasting will survive 
in its new form, and thus their only way of accessing news, 
entertainment programs and taking part in educational prog-
rams will remain available in the foreseeable future.   

Interestingly enough, the transition from analogue to digital 
broadcasting paves the way towards replacing this relatively 
new (since it is digital) but at the same time old (since it uses 
dedicated broadcasting systems) method by a new one: distri-
buting and consuming TV programs using the public Internet. 
This is because, as a result of the analogue-to-digital switch-
over, a considerable amount of bandwidth within the so-called 
digital dividend has been/will be freed up and will be available 
for other purposes. There are several applicants for these fre-
quencies, and most likely a great deal of it will be allocated to 
mobile cellular service providers, which then will use it for 
expanding their new generation services, and first of all 
mobile broadband Internet access. This process could even-

Multimedia Communications: Technologies, 
Services, Perspectives 

Part II. Applications, Services and Future Directions 

Leonardo Chiariglione and Csaba A. Szabó  



Multimedia Communications:
Technologies Services, Perspectives, Part II.

SEPTEMBER 2014 • VOLUME VI • NUMBER 352

INFOCOMMUNICATIONS JOURNAL

tually lead to the decline of digital broadcasting, although it 
may be too early to say that. We shall come back to this issue 
later in this paper. 

B. IPTV 
In Part I, the technology and architecture of IPTV systems 

were briefly presented. Although the term IPTV itself denotes 
TV delivery over any IP network, the most common form is 
the existing last mile network, the subscriber loop, of the 
telecom service providers. Thus it is obvious that IPTV is an 
excellent opportunity for telecom operators to enter into 
broadcasting business without having to build a new network 
infrastructure for it. In addition to the original telephone 
service, and the already provided Internet access over xDSL,
TV distribution becomes the third component of their „triple 
play“ – voice + Internet + TV – offering.  

C. Internet TV and OTT 
Currently we use two distinct ways of media consumption. 

On the one hand, we have the linear media consumption which 
is the traditional TV broadcasting, with its edited programmes, 
that are broadcasted and distributed based on a schedule 
known in advance. On the other hand, non-linear media 
consumption has been gaining increasing importance during 
the last years. Consumers use their desktops or laptops with 
Internet access to access and download media they choose to 
watch/listen, whenever they want, repeatedly or in parts if they 
wish so, very similarly to the old VHS or the recent DVD 
players. Non-linear way of accessing content is preferred by 
young generations, although the principle itself should not be 
unfamiliar also to non-Internet generations: after all books are 
a non-linear content, too.  

OTT or Over-the-Top Content can be seen as an effort to 
bridge this gap. Rigid boundaries seem to be ceasing anyway. 
Non-linear content coming from home media players are 
being consumed on TV sets. Linear content can be viewed 
also on desktops, laptops or smartphones. Smart TVs are 
penetrating, they seem to be the device to combine these two 
media consumption ways. Smart TVs or connected TVs or 
hybrid TVs integrate Internet and Web2.0 capabilities into TV 
sets and set-top boxes. Currently, about 10 percent of the total 
Internet video traffic is being delivered to TV sets and this 
number will grow to 14 percent by 2017, according to [3]. 

What does the term OTT cover? Technically, it is content 
distribution over the unmanaged public Internet. From the 
business and service model point of view it is about separating 
the content provider and distributor/network service provider 
roles (the latter are the ISPs). This model is fundamentally 
different from that of the traditional broadcasting companies 
or of the majority of IPTV providers (who can be called 
“vertical” service providers). OTT could be called Internet TV 
as opposed to IPTV that uses a dedicated, managed IP 
network. On the other hand, it is more adequate not to call it 
Internet TV, since this term is too general and only refers to 
the technical side, while OTT is also a service/business model. 
Table 1 compares OTT and IPTV. 

Table 1 Comparison of OTT and IPTV 
OTT IPTV

Delivery 
method

Over the open 
Internet

Using a proprietary
network

Network 
ownership 
by the 
content 
provider/
aggregator

No, network 
provider and 
content provider 
roles are separated

Usually the content 
distributor owns the 
delivery network

Quality of 
Service

In general, best 
effort provided by 
an ISP, a CDN 
may be used to 
improve it

QoS can be guaranteed

Protocol for 
media 
transport

HTTP/TCP, 
adaptive streaming 
like HLS is
emerging

Transport 
stream over 
RTP/UDP

Routing 
topology

Unicast Multicast

The components of the OTT “ecosystem” are the following 
entities: 

 Content providers. Example: BBC (UK). 
 Content aggregators and distributors. Example: Netflix 

(USA, UK). 
 ISP – Internet Service Providers. Examples: Verizon 

(USA), T-Home (in many European countries). 
 CDN – Content Delivery/Distribution network provider. 

Examples: Akamai (USA), StreamZilla (The Netherlands). 
 Access/core network provider. Examples: most traditio-

nal telecom service providers and mobile operators. 
Most well known OTT service providers are Amazon, 

Apple, Hulu, Netflix  [4], [5], [6], [7]. 
How can the service provider ensure QoS without owning 

the distribution network or having access to it (because the 
distribution network is the Internet)? Only monitoring and 
collecting information at the receiver side is possible, without 
intervention. ISPs cannot monitor the content of the IP packets 
(otherwise they would violate the “network neutrality” prin-
ciple). Fortunately, broadband Internet is penetrating, with 
increasing quality and reliability. In EU countries the goal is to 
grant at least 100 Mbps access data rate for the whole po-
pulation by 2020. Also the inclusion of a CDN (Content 
Delivery Network) provider into the delivery process supports 
quality of service. 

Can we combine IPTV, the TV broadcasting technology 
over dedicated, managed IP networks and the OTT? It seems 
yes, the term Hybrid TV refers to a consumer TV set where 
TV content is delivered by digital television technology 
(DVB/T/S/C), or, by an IPTV service, and, since the set is 
connected to the public Internet, all kind of multimedia 
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the content provider and distributor/network service provider 
roles (the latter are the ISPs). This model is fundamentally 
different from that of the traditional broadcasting companies 
or of the majority of IPTV providers (who can be called 
“vertical” service providers). OTT could be called Internet TV 
as opposed to IPTV that uses a dedicated, managed IP 
network. On the other hand, it is more adequate not to call it 
Internet TV, since this term is too general and only refers to 
the technical side, while OTT is also a service/business model. 
Table 1 compares OTT and IPTV. 
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The components of the OTT “ecosystem” are the following 

entities: 
 Content providers. Example: BBC (UK). 
 Content aggregators and distributors. Example: Netflix 

(USA, UK). 
 ISP – Internet Service Providers. Examples: Verizon 

(USA), T-Home (in many European countries). 
 CDN – Content Delivery/Distribution network provider. 

Examples: Akamai (USA), StreamZilla (The Netherlands). 
 Access/core network provider. Examples: most traditio-

nal telecom service providers and mobile operators. 
Most well known OTT service providers are Amazon, 

Apple, Hulu, Netflix  [4], [5], [6], [7]. 
How can the service provider ensure QoS without owning 

the distribution network or having access to it (because the 
distribution network is the Internet)? Only monitoring and 
collecting information at the receiver side is possible, without 
intervention. ISPs cannot monitor the content of the IP packets 
(otherwise they would violate the “network neutrality” prin-
ciple). Fortunately, broadband Internet is penetrating, with 
increasing quality and reliability. In EU countries the goal is to 
grant at least 100 Mbps access data rate for the whole po-
pulation by 2020. Also the inclusion of a CDN (Content 
Delivery Network) provider into the delivery process supports 
quality of service. 

Can we combine IPTV, the TV broadcasting technology 
over dedicated, managed IP networks and the OTT? It seems 
yes, the term Hybrid TV refers to a consumer TV set where 
TV content is delivered by digital television technology 
(DVB/T/S/C), or, by an IPTV service, and, since the set is 
connected to the public Internet, all kind of multimedia 
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content, including TV programs, can be accessed. Current 
hybrid TV platforms of leading vendors (Samsung, LG, Sony) 
are proprietary ones, thus standardization is a prerequisite for 
penetration.  

HbbTV (Hybrid Broadcast Broadband TV) is a new 
standard providing an open and neutral technology platform 
that seamlessly combines TV services delivered via broadcast 
with services delivered via broadband and also enables access 
to Internet only services for consumers using connected TVs 
and set-top boxes. Founders are European telecom and 
broadcasting companies, TV equipment vendors and other 
organizations [8]. It is an ETSI standard [9]. As for the current 
status, HbbTV has been deployed, among others, in Germany, 
Austria, Switzerland, France, and is being tested in many other 
countries in Europe. Analysts predict a distribution of 23 
million HbbTV-capable devices by 2014 [10]. Nevertheless its 
future depends on whether it remains a pure European 
initiative or it will gain acceptance by and support of the US 
entertainment industry to ensure worldwide penetration. 

III. THE SOCIAL ELEMENT IN NETWORKED MULTIMEDIA 
APPLICATIONS  

A. Social media 
Social media is exactly what the two words suggest: it is an 

intersection of social networks and personal media. On the one 
hand, social networks have become an integral part of our 
everyday life, we exchange information and communicate to a 
large extent through FaceBook and similar networks. On the 
other hand, personal media is becoming more and more social. 
Let us consider photos as an example. Old ways of collecting 
and storing of personal photos about ourselves, family events, 
travels and presenting them to family members and friends are 
being replaced by doing the same via photo and video sharing 
sites on the Web. Replacing our paper boxes at home where 
we used to store photos by „electronic boxes“ like the hard 
drive of our laptop or external storage devices is just the first 
step. We use new ways of „showing“ them to all people who 
might be interested, and given the enormous amount of photos 
we take, due to the ubiquitous use of digital cameras, 
smartphones and tablets equipped with cameras, we really 
need new ways for the storage and presentation. We can easily 
select photos we would like to share and upload them to some 
sharing site, and we can select photos that we want to see from 
those available on these sites. Moreover, we can use social 
networks to disseminate information about our personal 
media, and to search for the desired content on these sites. So, 
social media is also a new approach to multimedia content 
search that uses collaborative annotations of the members of 
social networks. 

Ramesh Jain, Univ. of California at Irvine, in his lecture at a 
meeting of the European project „nextMEDIA” defined the 
characteristics of social media as follows [11]: 

- it is produced and consumed by many, 
- production and consumption is democratized, 
- sharing plays an essential role, 

- media is multimedia content (today: picture, video, voice, 
data, in the future: smell, tactile info etc.). 

We started to talk about photos as an example of personal 
media, which is just one kind of UGC – User Generated 
Content. Another example is digital storytelling, which is a 
combination of narrative with digital content, including 
images, sound, and video, to produce a short movie, typically 
with a strong personal character and usually with emotional 
component. Who is doing digital storytelling? BBC was 
pioneering in helping digital storytelling to penetrate, by 
encouraging and sponsoring people all around the UK to 
capture videos on local histories and cultures. Another early 
example is the San Francisco broadcasting station KQED 
which solicited high school students to shoot stories about 
how they are living in California. Digital storytelling has a 
great significance as an educational tool, as well.  

It is very little what people need to produce a digital 
storytelling video: a script and some hardware and software, 
including a capturing device (video camera, smartphone, iPad 
etc.) and an editing environment (a desktop or laptop with the 
necessary inputs and with an editing software, e.g. Apple 
iMovie, Microsoft MovieMaker). 

Since it is so easy to produce some video clips or sound 
recordings, and, even more importantly, there are always 
people around when something interesting and surprising 
happens, UGC is a part of professional media production these 
days. Mobile users frequently generate content for broad-
casters and news portals. Watching a TV news channel, we 
often see inserts produced by people who were just there 
where something happened before the TV team could have 
arrived at the spot.  

B. Social television 
Today’s media consumption is characterized by three 

independently developed and operated systems/environments/ 
opportunities [12]: 

- Home living room environment. It is characterized by 
large plasma, LCD or LED screens, HD and 3D presentation, 
with high-fidelity sound system are the main components. 
Content comes (i) from the Internet and presented on living 
room equipment (supported by proprietary „media center“ 
type solutions), and (ii) from air or cable as before, and more 
recently, via IPTV. This set-up can be called a „linear“ media 
consumption environment, with limited interaction possibi-
lities. 

- Desktop environment. Since people spend long hours in 
front of the screen of their PCs or notebooks, both in the office 
and at home, no wonder that this environment is used more 
and more also for media consumption. Numerous TV and 
radio broadcasting programs are directly available on the 
Internet, but content can be acquired from the social sites 
(Facebook, YouTube) where content consumption is often 
accompanied by annotation and recommendation services, 
thus bringing more interactivity than can be achieved in the 
living room environment. 

- Mobile media consumption. As we discussed earlier, 
people use their mobile and portable devices (smartphones, 
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tablets) for media consumption, production and interactions 
within their communities. Radio broadcasting receivers are 
often built in smartphones. TV channels are accessible via 
Internet, alternatively DVB-H broadcasts can be received 
where available. Internet connectivity is available almost 
everywhere at high speed via Wi-Fi and 3G/4G mobile. 
Interactivity is supported by the inherent communication 
capabilities: voice calls, SMS, MMS, video calls. Users 
generate personal content and share it via social networks.  

If we combine the three settings and use the social networks 
for tagging, recommendations etc. we can create community 
interactions in the context of viewing TV programs. For 
example, users can collect multimedia information related to 
the piece of media just being watched/listened to. Another 
example is collecting and presenting multimedia information 
related to the geographical location the user is currently 
visiting. In general, we can make decisions on what to watch 
based on peers; share programs or edited versions, directly 
communicate via chat, audio, or video with other peers and 
comment about a television program within a (possibly) large 
community, and make available to others what we are 
watching. 

In the yearly publication of MIT, social TV was listed 
among the „10 most important emerging technologies“ in 
2010 [13], see also [14] . The prototype developed at MIT was 
built around a central database that aggregated video from 
online sources like YouTube, shares user-specified data with 
social networks, delivers video to the user's TV, lets users and 
the people in their networks send comments and ratings via an 
iPhone app. On social TV, see also [15] and [16]. 

IV. MAIN APPLICATION AREAS OF MULTIMEDIA 
COMMUNICATIONS 

A. Entertainment 
By 2017, the total spending on online games will reach the 

amount spent on offline console games [17]. The latter is a 
huge industry, for global data see [18]. 

According to Spilgames, a Dutch-based global provider of 
online gaming platforms, the percentage of online population 
who plays online games is 44%. [19]. Out of roughly 1.2 
billion gaming users 700 million was playing online games in 
2013. This activity is on the 2nd place among online activities 
after watching videos, and before watching TV and radio 
programs and movies. The share of gaming traffic on the 
Internet is even more significant if we take into account the 
time spent on gaming compared with other activities. Ac-
cording to the aforementioned report, the average session 
duration is 40 min for games, 15 min for YouTube and 5 min 
for news portals. Cisco forecasts that in 2017, the amount of 
gaming traffic is expected to be 59 petabytes, compared to 
around 53 pB of video traffic, around 15 pB of web, e-mail 
and data traffic and 9 pB of file transfer traffic (data from [3], 
rounded figures). 

Online games on mobile devices is a new but potentially 
very large market and a fast growth is expected in terms of 

time subscribers spent on games and the traffic generated. 
There are technical challenges such as ensuring adequate QoE.  

The Entertainment Software Association, ESA, provides 
data on what people play. About one-third, 34%, is the group 
containing puzzle, board game, game show, card games, trivia. 
26% of games played fall into the category of action, sports, 
strategy and role-playing. Social games is an increasing group, 
currently (2013) it constitutes 19%.   

The massively multiplayer online role-playing game 
(MMORPG) is a specific genre characterized by a very large 
number of players, usually in the order of several thousands in 
one server. The most popular ones are World of Warcraft, that 
has close to ten million subscribers or Star Wars: The Old 
Republic, which, after its release in 2011, became the world's 
fastest-growing MMO after gaining 1 million subscribers 
within the first three days of its launch. Guild Wars is also 
among the most popular ones. 

The business models of MMORPGs are based on monthly 
subscription fee, or one-time fee, and users have to purchase 
the client software as well. An increasing trend is to use web 
browsers as clients. There are different additional fees to be 
paid for access to extended areas of the game, for example. 
There are games available free of charge too.  

The share of the game traffic on the Internet, although 
growing, is still and for some time remains to be a small 
fraction of the total Internet traffic, due to the nature of data 
transmitted while gaming (as compared with other web app-
lications, file sharing, voice and video applications). Gaming 
data include the inputs of the players, chats among players, 
virtual world updates etc. The reason is that most popular 
games were developed long ago when bandwidth was scarce 
and access was mostly dial up at low speed. The second ge-
neration of game software will make use of the since then 
dramatically improved access bandwidth and will possibly 
generate significantly larger data traffic. 

As for the technology aspects, most MMORPGs, as other 
kinds of online games, are based on a client–server system 
architecture. The server software generates the environment, 
the virtual world, and players connect to it via client software. 
A game is usually hosted by several servers in parallel so that 
the number of players does not exceeds a few thousand, al-
though there are exceptions when a server hosts several tens of 
thousand users. P2P architecture plays a negligible role and is 
currently a research issue. Game development technology is 
about 3D modeling, graphics, animation and games program-
ming.  

Finally, let us mention a related area, serious games which 
have been used for quite a long time as educational tool sin 
different areas. Currently the majority of serious games app-
lications are being used off-line but the on-line share is grow-
ing due to the high demand for flexible forms of education.  

B. Health care 
The use of information technology in health care, briefly 

called e-health is another rapidly growing application area 
these days. It includes telemedicine and home health care 
services. Telemedicine is about providing health care services 
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browsers as clients. There are different additional fees to be 
paid for access to extended areas of the game, for example. 
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transmitted while gaming (as compared with other web app-
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though there are exceptions when a server hosts several tens of 
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currently a research issue. Game development technology is 
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ming.  

Finally, let us mention a related area, serious games which 
have been used for quite a long time as educational tool sin 
different areas. Currently the majority of serious games app-
lications are being used off-line but the on-line share is grow-
ing due to the high demand for flexible forms of education.  

B. Health care 
The use of information technology in health care, briefly 

called e-health is another rapidly growing application area 
these days. It includes telemedicine and home health care 
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to distant locations. According to ATA (American Tele-
medicine Association) telemedicine is “exchange of medical 
information by telecommunications means to improve treat-
ment”. The first documented telemedicine service dates back 
to late ‘60s when a microwave link between the Logan airport 
in Boston and the Massachusetts General Hospital was 
installed for transmission of diagnostic data from the emer-
gency room of the airport to the hospital for remote con-
sultation. Already this set-up consisted of the two main 
components of a telemedicine system: a store-and-forward 
transmission of diagnostic picture and video and live audio/ 
video communications for medical consultation. 

M-health or mobile health solutions are of great importance 
where wireline communications is missing or of bad quality 
(there are many such areas and not only in developing 
countries), and are useful for patient monitoring at home and 
while the patient is moving (e.g., permanent remote ECG 
monitoring). Portable screening stations make mass screening 
possible in remote, sparsely populated areas. Medical services 
can be provided to disaster areas where the wireline infra-
structure is usually damaged.  

An ongoing European m-health project addresses scenarios 
like the following [20]. A young man is jogging in a park. 
Suddenly he falls down and remains laying, apparently he 
cannot move, possibly also collapsed. His cellphone (a smart-
phone) detects the event, searches for mobiles in the vicinity, 
founds one, sends a message to it, and its owner, a lady runs to 
the young man. She recognises that the young man collapsed, 
alarms the emergency service. Contacts the emergency center 
and using her smartphone, transmits pictures and videos of the 
patient, and also describes verbally what she sees. Based on 
this preliminary information, the emergency center decides 
which hospital the young man shall be delivered. In the emer-
gency car, hearth ultrasound pictures are taken and transmitted 
to the hospital using a wireless link between the car and the 
hospital. Then the doctors in the hospital can plan what the 
best treatment shall be.  

An important area of telemedicine where networked multi-
media plays a key role is telesurgery. There have been tele-
surgery experiments for more than a decade. Since the first 
experiments, the robotic surgery has developed significantly 
and the Da Vinci robots [21] have become standard techno-
logy in developed countries. Telesurgery is just one step from 
the Da Vinci robotic surgery room: the workstation has to be 
displaced from the operation room to a large distance. Of 
course this simple step poses serious challenges in the design 
and implementation of the communication system: to ensure 
the required quality of service for video transmission over 
various telecommunications links, including wireless and mo-
bile systems and services. Space surgery presents additional 
challenges because of the large propagation times, smaller 
available bandwidth, and lower reliability. 

Some methods, solutions and systems developed for tele-
medicine purposes have been implemented in a slightly 
different and highly significant area, namely in providing 
health care and in general, providing ambient assisted living 
(AAL) services to elderly people in their homes. According to 

a EU statistics, the percentage of citizen over 65 years in the 
27 European Union member countries is expected to become 
25% by 2020 [22]. The majority of elderly live alone at home, 
thus the various means helping them are of paramount im-
portance. Solutions include regular or permanent monitoring 
of important vital parameters and transmission of these data to 
a health care provider site, or monitoring the everyday activity 
within the homes and outside the homes to detect unusual and 
dangerous situations such as a sudden fall. Since home health 
care and AAL are highly important for society, governments 
and international organizations allocate significant funds for 
the research, development, implementation and operation of 
such services. An example is the Ambient Assisted Living 
Joint Programme of the European Union [23]. 

C. Audio-visual collaboration and e-learning 
Interactive audio-visual communications is a basis for many 

important applications including virtual meetings, virtual 
conferences, and e-learning. The technology is based on the 
call control protocols. Currently two call/session control pro-
tocols co-exist: the H.323 (“umbrella standard”), developed in 
the telecom world and standardized by ITU [24] and SIP – 
Session Initiation Protocol, developed almost in parallel in the 
Internet world and standardized by IETF [25]. (SIP was dealt 
with in Sub-section 3.2.3 within the context of IMS.) Based on 
these protocols as well as on sophisticated audio/video com-
pression methods, a large variety of audio-visual collaboration 
systems (also called video conferencing systems) have been 
developed, ranging from soft clients for personal computers 
through the different kinds of conference room systems to 
multi-screen “video walls”. Example is the widely used is 
TelePresence systems by Cisco [26]. 

Videoconference systems are the technical means for 
“virtual classroom”-type distance learning, one of the two 
main methods used for distance learning. As the name sug-
gests, it is about delivering a lecture to a remote lecture hall or 
halls. Thus the goal is to bridge large geographical distances. 
A related application is the “extended” lecture hall, meaning 
the extension of the real lecture hall, where the presenter gives 
a live lecture to the participants, to additional (remote) rooms. 
Examples are conferences with a large number of participants 
or inter-university lectures.  

The other main method, gaining increasing importance, is 
web-based learning, or e-learning, which is based on hyper-
media learning materials accessed over the public Internet or 
on the intranet of a company or institution. In addition to 
complete on-line courses, shorter forms such as webinars and 
webcasts can be used in web-based learning. The advantages 
are obvious: it provides personalized learning from any place 
and time. Instructors still play an important role, their active 
help (e.g., tutoring via e-mail, phone, Skype, video confe-
rence) is an integral part of the learning process. 

E-learning is a fast growing Internet application area due to 
strong interests both from the learners as well as from the 
educational institutions. Learners are interested in flexible 
forms of learning. They want to obtain additional degrees 
while working which often requires enrollments in programs 
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the virtual world, and players connect to it via client software. 
A game is usually hosted by several servers in parallel so that 
the number of players does not exceeds a few thousand, al-
though there are exceptions when a server hosts several tens of 
thousand users. P2P architecture plays a negligible role and is 
currently a research issue. Game development technology is 
about 3D modeling, graphics, animation and games program-
ming.  

Finally, let us mention a related area, serious games which 
have been used for quite a long time as educational tool sin 
different areas. Currently the majority of serious games app-
lications are being used off-line but the on-line share is grow-
ing due to the high demand for flexible forms of education.  

B. Health care 
The use of information technology in health care, briefly 

called e-health is another rapidly growing application area 
these days. It includes telemedicine and home health care 
services. Telemedicine is about providing health care services 

 

to distant locations. According to ATA (American Tele-
medicine Association) telemedicine is “exchange of medical 
information by telecommunications means to improve treat-
ment”. The first documented telemedicine service dates back 
to late ‘60s when a microwave link between the Logan airport 
in Boston and the Massachusetts General Hospital was 
installed for transmission of diagnostic data from the emer-
gency room of the airport to the hospital for remote con-
sultation. Already this set-up consisted of the two main 
components of a telemedicine system: a store-and-forward 
transmission of diagnostic picture and video and live audio/ 
video communications for medical consultation. 

M-health or mobile health solutions are of great importance 
where wireline communications is missing or of bad quality 
(there are many such areas and not only in developing 
countries), and are useful for patient monitoring at home and 
while the patient is moving (e.g., permanent remote ECG 
monitoring). Portable screening stations make mass screening 
possible in remote, sparsely populated areas. Medical services 
can be provided to disaster areas where the wireline infra-
structure is usually damaged.  

An ongoing European m-health project addresses scenarios 
like the following [20]. A young man is jogging in a park. 
Suddenly he falls down and remains laying, apparently he 
cannot move, possibly also collapsed. His cellphone (a smart-
phone) detects the event, searches for mobiles in the vicinity, 
founds one, sends a message to it, and its owner, a lady runs to 
the young man. She recognises that the young man collapsed, 
alarms the emergency service. Contacts the emergency center 
and using her smartphone, transmits pictures and videos of the 
patient, and also describes verbally what she sees. Based on 
this preliminary information, the emergency center decides 
which hospital the young man shall be delivered. In the emer-
gency car, hearth ultrasound pictures are taken and transmitted 
to the hospital using a wireless link between the car and the 
hospital. Then the doctors in the hospital can plan what the 
best treatment shall be.  

An important area of telemedicine where networked multi-
media plays a key role is telesurgery. There have been tele-
surgery experiments for more than a decade. Since the first 
experiments, the robotic surgery has developed significantly 
and the Da Vinci robots [21] have become standard techno-
logy in developed countries. Telesurgery is just one step from 
the Da Vinci robotic surgery room: the workstation has to be 
displaced from the operation room to a large distance. Of 
course this simple step poses serious challenges in the design 
and implementation of the communication system: to ensure 
the required quality of service for video transmission over 
various telecommunications links, including wireless and mo-
bile systems and services. Space surgery presents additional 
challenges because of the large propagation times, smaller 
available bandwidth, and lower reliability. 

Some methods, solutions and systems developed for tele-
medicine purposes have been implemented in a slightly 
different and highly significant area, namely in providing 
health care and in general, providing ambient assisted living 
(AAL) services to elderly people in their homes. According to 

a EU statistics, the percentage of citizen over 65 years in the 
27 European Union member countries is expected to become 
25% by 2020 [22]. The majority of elderly live alone at home, 
thus the various means helping them are of paramount im-
portance. Solutions include regular or permanent monitoring 
of important vital parameters and transmission of these data to 
a health care provider site, or monitoring the everyday activity 
within the homes and outside the homes to detect unusual and 
dangerous situations such as a sudden fall. Since home health 
care and AAL are highly important for society, governments 
and international organizations allocate significant funds for 
the research, development, implementation and operation of 
such services. An example is the Ambient Assisted Living 
Joint Programme of the European Union [23]. 

C. Audio-visual collaboration and e-learning 
Interactive audio-visual communications is a basis for many 

important applications including virtual meetings, virtual 
conferences, and e-learning. The technology is based on the 
call control protocols. Currently two call/session control pro-
tocols co-exist: the H.323 (“umbrella standard”), developed in 
the telecom world and standardized by ITU [24] and SIP – 
Session Initiation Protocol, developed almost in parallel in the 
Internet world and standardized by IETF [25]. (SIP was dealt 
with in Sub-section 3.2.3 within the context of IMS.) Based on 
these protocols as well as on sophisticated audio/video com-
pression methods, a large variety of audio-visual collaboration 
systems (also called video conferencing systems) have been 
developed, ranging from soft clients for personal computers 
through the different kinds of conference room systems to 
multi-screen “video walls”. Example is the widely used is 
TelePresence systems by Cisco [26]. 

Videoconference systems are the technical means for 
“virtual classroom”-type distance learning, one of the two 
main methods used for distance learning. As the name sug-
gests, it is about delivering a lecture to a remote lecture hall or 
halls. Thus the goal is to bridge large geographical distances. 
A related application is the “extended” lecture hall, meaning 
the extension of the real lecture hall, where the presenter gives 
a live lecture to the participants, to additional (remote) rooms. 
Examples are conferences with a large number of participants 
or inter-university lectures.  

The other main method, gaining increasing importance, is 
web-based learning, or e-learning, which is based on hyper-
media learning materials accessed over the public Internet or 
on the intranet of a company or institution. In addition to 
complete on-line courses, shorter forms such as webinars and 
webcasts can be used in web-based learning. The advantages 
are obvious: it provides personalized learning from any place 
and time. Instructors still play an important role, their active 
help (e.g., tutoring via e-mail, phone, Skype, video confe-
rence) is an integral part of the learning process. 

E-learning is a fast growing Internet application area due to 
strong interests both from the learners as well as from the 
educational institutions. Learners are interested in flexible 
forms of learning. They want to obtain additional degrees 
while working which often requires enrollments in programs 
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of distance universities. Educational institutions can make 
their programs accessible for a wider population at lower 
costs.  

Online courses are provided either by universities them-
selves (a well known example is MIT - Massachussetts Insti-
tute of Technology - with its OpenCourseWare program) or by 
independent organizations that are still connected to and based 
on the offering of a university or several universities. edX is a 
non-profit organization established by the Gates Foundation 
and is based on a cooperation with leading US universities 
such as MIT, Harward, University of California at Berkeley 
and University of Texas [27]. Another major player in the so-
called MOOC - Massive Open Online Courses – business is 
Udacity, founded by Harvard University [28]. The largest is 
perhaps Coursera, established by two Stanford professors, 
with its 22 million enrollments from over 190 countries across 
571 courses [29].  

Discussing the issues of educational methodology related to 
open courses is outside of our scope. Let us only mention that 
providing course materials in the form of video lectures 
(which is currently the most common format, and, from 
educational methodology point of view, does not really differ 
from classroom lectures) is just one component of the learning 
process. One needs to add tools and create environment for the 
whole distance or on-line learning process, e.g. consultations 
with the professors, tutoring, certification of courses and 
programs, examination, etc. There are also organizational and 
legal issues such as how the participation in open lectures can 
lead to degrees, and also what are the suitable business 
models. Most of these and the like are unanswered questions 
at the time of writing of this paper. 

D. Smart environments 
Networked multimedia plays a central role in another 

emerging application area which can be broadly denoted by 
the term „smart environments“. Related terms are, in the 
context of cities: „digital cities“, „digital communities“, 
„smart cities“ [30], in the context of the citizens‘ immediate 
environments: „smart homes“ or „intelligent“ homes or „am-
bient assisted living“, in the context of exhibitions and other 
mass events: „smart spaces“. In general, we are talking about 
new applications and services for the benefit of citizens, or-
ganizations and businesses. For example, in the context of 
cities, let us have a brief look at the most important smart city 
application areas. 

Smart metering and control for utility services.  
Smart metering or automatic meter reading (AMR) is the 

technology of automatically collecting consumption, diag-
nostic, and status data from different utility metering devices 
such as water, gas, electricity and heat meters and transferring 
that data to a central database for billing, analysing and 
troubleshooting. Using an AMR system, failures or misuses 
can be detected immediately, making possible instant inter-
vention. Billing can be based on near real-time consumption to 
better control the production and consumption of public utility 
services. 

Intelligent parking systems  

Parking is a big problem in most modern cities in particular 
in downtown areas, and many cars are looking for parking lots 
in every moment, resulting in waste of time, fuel, increasing 
air pollution and noise load. Assisting drivers in finding 
parking places is similarly important in parking garages. An 
intelligent parking assistance system navigates cars to the 
appropriate available parking lots, navigates drivers back to 
their cars, and, among other related applications, supports 
billing.  

Let us only list some other equally important application 
areas:  

 Smart city transportation 
 Ubiquitous access to government and community portals 
 Smart applications for tourists 
 Meeting the needs of elderly people 
 Urban safety 
 Public health applications 
Key technologies for smart cities are (i) a networking infra-

structure, mostly wireless, and (ii) sensors installed every-
where, in parking lots (infrared sensing of occupancy), on 
buildings (e.g. surveillance cameras), in citizens homes (me-
tering devices), just to mention a few examples. Multimedia 
communications plays a key role on most of the afore-
mentioned applications. 

IoT – Internet of Things is a frequently used term to denote 
the system of networked sensors embedded in physical objects 
and machines. „Internet“ because this network operates using 
the same TCP/IP protocols stack as the public Internet, and 
uses Internet infrastructure as well. 

V. OUTLOOK AND SUMMARY 
In this paper, we gave an overview of the state-of-the art 

networked multimedia technologies and services.  
As for the future, it is impossible to identify a single unified 

direction where multimedia services are developing. Instead, 
in this concluding section, we briefly address some interesting 
and promising approaches, including solving challenges in 
providing broadband access, novel multimedia technologies, 
and new business models for providing multimedia services.  

A. Multi-screen TV 
While until recently the term multi-screen denoted different 

kinds of video walls with several screens, for example dis-
playing the participants of a video conference plus presen-
tations and videos delivered by participants, different stake-
holders of the TV and mobile industry gave it a different 
meaning. For TV service providers, it means extending the 
viewing experience of customers from smart TV sets to a 
second device such as a table PC or a smartphone, basically 
adding tablet and smartphone participation to classical TV 
viewing. The terms “Companion TV“, „second screen TV“ 
refer to the same thing.  

In general, multi-screen TV means enabling the ser-
vice providers to deliver any content to any screen via any 
network within the framework of a single integrated system 
(“TV anywhere“). It seems that while smart TV offers a 
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combination of traditional broadcasting content and interactive 
content accessible from the Internet, there is a significant 
demand for an application where second-screen or multiple-
screen viewing can be delivered and customized via a mobile 
handheld device, as a flexible extension to the primary large-
screen TV set.  

As an example, WatchON™ of Samsung [31] allows for 
accessing content across different Samsung devices. With 
WatchON, a mobile smartphone or tablet PC can be paired 
with the main smart TV, and the selection of content and 
device is controlled via a smartphone application. In addition 
to multi-screen viewing, this application provides intelligent 
program search, personalized recommendations, complemen-
tary content and social network sharing. 

Ericsson claims that “TV consumers today demand a seam-
less way to consume any content, on any screen, anywhere. 
They want to have a social experience while watching TV. 
They want personalized and rich experience across devices.” 
[32] Ericsson’s „Multiscreen TV Solution” is a complete 
system consisting of Multi-screen clients and Multi-screen 
Core Platforms. The core functionality includes content mana-
gement, middleware, VOD backoffice, digital rights manage-
ment among others. The client functionality includes common 
client framework, SDK and portals. 
B. Future 3D Media Internet 

As it was discussed in Part I, there have been important 
research initiatives on both sides of the Atlantic to support 
research of Future Internet network architectures. Several 
directions have been listed in which new solutions were re-
quired to meet the new demands. Perhaps the most important 
challenge is to support 3D media delivery on the Future 
Internet, and the solutions embedded in the Future Internet to 
meet this challenge are denoted by the term „Future  3D 
Media Internet“ [33]. 

Requirements toward the Future Media Internet, listed and 
analysed in [34], [35], and [36] include coding, transmission 
and presentation of 3D audio/video + additional sensorial 
information (pressure, vibration, smells etc.), interactivity with 
3D media from any user devices, inclusion of 3D handling 
capability in browsers.  

The main challenge is transmission and delivery of 3D 
information while meeting the desired QoS and QoE re-
quirements. There are several directions in which the current 
Internet should evolve to become Future Media Internet. Just 
to mention one: 3D media transport. The current  protocol 
stack of RTP/UDP/IP will most likely be replaced by RTP/ 
DCCP/IP. TCP is usually not an option in most media appli-
cations (streaming, interactive media, online games) because 
fast delivery is needed and the reliable transport mechanism of 
TCP causes unaffordable delays. On the other hand, UDP 
lacks a congestion control feature which is important for the 
transmission of large amounts of multiview 3D video. DCCP 
or Datagram Congestion Control Protocol seems to be a solu-
tion. DCCP provides congestion control for datagrams in 
bidirectional unicast connections. The transmission of data-
grams occurs unreliably just as with UDP. 

C. Free viewpoint 3D TV 
As it was noted earlier in this paper, current 3D stereo-

scopic technologies, used in cinemas and blue-ray players, are 
not attractive enough for 3D television due to the reasons 
mentioned above. Besides some limitations of the current 
technologies, such as specific glasses or the limitations of the 
current displays, it seems that viewers are not enthusiastic 
enough just about some depth experience, rather many prefer 
2D viewing but with increased resolution. The main reason 
maybe is that these technologies provide only a single 3D 
view and the viewers cannot control their viewpoint.  

A breakthrough technology could be free-viewpoint TV, a 
multiview system where the user can freely choose the view-
point he/she wants to watch a scene from. The basic techno-
logy is the free viewpoint video, or FVV, which has been 
around for several years as a novel production and repro-
duction technology. In FVV, the scene is recorded simultan-
eously by several cameras. The recording is controlled by the 
master camera and the operator, who selects a part of scene to 
focus on and all other cameras are directed to the same part of 
the scene, but each from different location/angle, in a compu-
ter controlled way. The resulting multiple video stream is 
processed by appropriate coding technologies, transmitted to 
the receiver side, where it is decoded and rendered to a special 
display. So far this technology was commercially utilized 
mainly on the production side, examples being the stop-
motion animation in the movie ”Matrix” or in the “Eyevision” 
system for sport effects [37].  

According to [38], the world’s first real-time free-viewpoint 
TV system, including the complete chain of operation from 
image capture to display, was constructed by Masayuki 
Tanimoto and his team.  

Part of this complicated chain, namely, the multiview co-
ding, has been already standardized. The Multi-view video 
coding (MVC) standard is an extension of H.264/AVC, and is 
based on exploiting the redundancies not only between frames 
of a given view but also between frames of different views 
[39]. MPEG is now (in 2013) engaged in the third phase of 
FTV standardization, with the objective of establishing a new 
FTV framework. The first document [40] deals with use cases 
and requirements. There are important developments in the 
other elements of the FTV chain, e.g. in multiview 3D dis-
plays, so one can expect the appearance of the first com-
mercial TV applications in the near future. 

D. OTT vs digital broadcasting 
We noted earlier that the transition from analogue to digital 

terrestrial broadcasting has been recently completed in most 
countries worldwide. Analogue TV distribution in CATV net-
works will be terminated also soon. But what will be the 
future of digital TV broadcasting? As we also mentioned, the 
bandwidth savings due to digital switchover will help the 
penetration of wireless broadband Internet access which is 
going to be increasingly used by customers for enjoying TV 
content as opposed to using traditional digital broadcasting 
and distribution services. Many think – and the authors belong 
to them - that the days of DVB-T are numbered. This service 
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screen TV set.  

As an example, WatchON™ of Samsung [31] allows for 
accessing content across different Samsung devices. With 
WatchON, a mobile smartphone or tablet PC can be paired 
with the main smart TV, and the selection of content and 
device is controlled via a smartphone application. In addition 
to multi-screen viewing, this application provides intelligent 
program search, personalized recommendations, complemen-
tary content and social network sharing. 

Ericsson claims that “TV consumers today demand a seam-
less way to consume any content, on any screen, anywhere. 
They want to have a social experience while watching TV. 
They want personalized and rich experience across devices.” 
[32] Ericsson’s „Multiscreen TV Solution” is a complete 
system consisting of Multi-screen clients and Multi-screen 
Core Platforms. The core functionality includes content mana-
gement, middleware, VOD backoffice, digital rights manage-
ment among others. The client functionality includes common 
client framework, SDK and portals. 
B. Future 3D Media Internet 

As it was discussed in Part I, there have been important 
research initiatives on both sides of the Atlantic to support 
research of Future Internet network architectures. Several 
directions have been listed in which new solutions were re-
quired to meet the new demands. Perhaps the most important 
challenge is to support 3D media delivery on the Future 
Internet, and the solutions embedded in the Future Internet to 
meet this challenge are denoted by the term „Future  3D 
Media Internet“ [33]. 

Requirements toward the Future Media Internet, listed and 
analysed in [34], [35], and [36] include coding, transmission 
and presentation of 3D audio/video + additional sensorial 
information (pressure, vibration, smells etc.), interactivity with 
3D media from any user devices, inclusion of 3D handling 
capability in browsers.  

The main challenge is transmission and delivery of 3D 
information while meeting the desired QoS and QoE re-
quirements. There are several directions in which the current 
Internet should evolve to become Future Media Internet. Just 
to mention one: 3D media transport. The current  protocol 
stack of RTP/UDP/IP will most likely be replaced by RTP/ 
DCCP/IP. TCP is usually not an option in most media appli-
cations (streaming, interactive media, online games) because 
fast delivery is needed and the reliable transport mechanism of 
TCP causes unaffordable delays. On the other hand, UDP 
lacks a congestion control feature which is important for the 
transmission of large amounts of multiview 3D video. DCCP 
or Datagram Congestion Control Protocol seems to be a solu-
tion. DCCP provides congestion control for datagrams in 
bidirectional unicast connections. The transmission of data-
grams occurs unreliably just as with UDP. 

C. Free viewpoint 3D TV 
As it was noted earlier in this paper, current 3D stereo-

scopic technologies, used in cinemas and blue-ray players, are 
not attractive enough for 3D television due to the reasons 
mentioned above. Besides some limitations of the current 
technologies, such as specific glasses or the limitations of the 
current displays, it seems that viewers are not enthusiastic 
enough just about some depth experience, rather many prefer 
2D viewing but with increased resolution. The main reason 
maybe is that these technologies provide only a single 3D 
view and the viewers cannot control their viewpoint.  

A breakthrough technology could be free-viewpoint TV, a 
multiview system where the user can freely choose the view-
point he/she wants to watch a scene from. The basic techno-
logy is the free viewpoint video, or FVV, which has been 
around for several years as a novel production and repro-
duction technology. In FVV, the scene is recorded simultan-
eously by several cameras. The recording is controlled by the 
master camera and the operator, who selects a part of scene to 
focus on and all other cameras are directed to the same part of 
the scene, but each from different location/angle, in a compu-
ter controlled way. The resulting multiple video stream is 
processed by appropriate coding technologies, transmitted to 
the receiver side, where it is decoded and rendered to a special 
display. So far this technology was commercially utilized 
mainly on the production side, examples being the stop-
motion animation in the movie ”Matrix” or in the “Eyevision” 
system for sport effects [37].  

According to [38], the world’s first real-time free-viewpoint 
TV system, including the complete chain of operation from 
image capture to display, was constructed by Masayuki 
Tanimoto and his team.  

Part of this complicated chain, namely, the multiview co-
ding, has been already standardized. The Multi-view video 
coding (MVC) standard is an extension of H.264/AVC, and is 
based on exploiting the redundancies not only between frames 
of a given view but also between frames of different views 
[39]. MPEG is now (in 2013) engaged in the third phase of 
FTV standardization, with the objective of establishing a new 
FTV framework. The first document [40] deals with use cases 
and requirements. There are important developments in the 
other elements of the FTV chain, e.g. in multiview 3D dis-
plays, so one can expect the appearance of the first com-
mercial TV applications in the near future. 

D. OTT vs digital broadcasting 
We noted earlier that the transition from analogue to digital 

terrestrial broadcasting has been recently completed in most 
countries worldwide. Analogue TV distribution in CATV net-
works will be terminated also soon. But what will be the 
future of digital TV broadcasting? As we also mentioned, the 
bandwidth savings due to digital switchover will help the 
penetration of wireless broadband Internet access which is 
going to be increasingly used by customers for enjoying TV 
content as opposed to using traditional digital broadcasting 
and distribution services. Many think – and the authors belong 
to them - that the days of DVB-T are numbered. This service 
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of distance universities. Educational institutions can make 
their programs accessible for a wider population at lower 
costs.  

Online courses are provided either by universities them-
selves (a well known example is MIT - Massachussetts Insti-
tute of Technology - with its OpenCourseWare program) or by 
independent organizations that are still connected to and based 
on the offering of a university or several universities. edX is a 
non-profit organization established by the Gates Foundation 
and is based on a cooperation with leading US universities 
such as MIT, Harward, University of California at Berkeley 
and University of Texas [27]. Another major player in the so-
called MOOC - Massive Open Online Courses – business is 
Udacity, founded by Harvard University [28]. The largest is 
perhaps Coursera, established by two Stanford professors, 
with its 22 million enrollments from over 190 countries across 
571 courses [29].  

Discussing the issues of educational methodology related to 
open courses is outside of our scope. Let us only mention that 
providing course materials in the form of video lectures 
(which is currently the most common format, and, from 
educational methodology point of view, does not really differ 
from classroom lectures) is just one component of the learning 
process. One needs to add tools and create environment for the 
whole distance or on-line learning process, e.g. consultations 
with the professors, tutoring, certification of courses and 
programs, examination, etc. There are also organizational and 
legal issues such as how the participation in open lectures can 
lead to degrees, and also what are the suitable business 
models. Most of these and the like are unanswered questions 
at the time of writing of this paper. 

D. Smart environments 
Networked multimedia plays a central role in another 

emerging application area which can be broadly denoted by 
the term „smart environments“. Related terms are, in the 
context of cities: „digital cities“, „digital communities“, 
„smart cities“ [30], in the context of the citizens‘ immediate 
environments: „smart homes“ or „intelligent“ homes or „am-
bient assisted living“, in the context of exhibitions and other 
mass events: „smart spaces“. In general, we are talking about 
new applications and services for the benefit of citizens, or-
ganizations and businesses. For example, in the context of 
cities, let us have a brief look at the most important smart city 
application areas. 

Smart metering and control for utility services.  
Smart metering or automatic meter reading (AMR) is the 

technology of automatically collecting consumption, diag-
nostic, and status data from different utility metering devices 
such as water, gas, electricity and heat meters and transferring 
that data to a central database for billing, analysing and 
troubleshooting. Using an AMR system, failures or misuses 
can be detected immediately, making possible instant inter-
vention. Billing can be based on near real-time consumption to 
better control the production and consumption of public utility 
services. 

Intelligent parking systems  

Parking is a big problem in most modern cities in particular 
in downtown areas, and many cars are looking for parking lots 
in every moment, resulting in waste of time, fuel, increasing 
air pollution and noise load. Assisting drivers in finding 
parking places is similarly important in parking garages. An 
intelligent parking assistance system navigates cars to the 
appropriate available parking lots, navigates drivers back to 
their cars, and, among other related applications, supports 
billing.  

Let us only list some other equally important application 
areas:  

 Smart city transportation 
 Ubiquitous access to government and community portals 
 Smart applications for tourists 
 Meeting the needs of elderly people 
 Urban safety 
 Public health applications 
Key technologies for smart cities are (i) a networking infra-

structure, mostly wireless, and (ii) sensors installed every-
where, in parking lots (infrared sensing of occupancy), on 
buildings (e.g. surveillance cameras), in citizens homes (me-
tering devices), just to mention a few examples. Multimedia 
communications plays a key role on most of the afore-
mentioned applications. 

IoT – Internet of Things is a frequently used term to denote 
the system of networked sensors embedded in physical objects 
and machines. „Internet“ because this network operates using 
the same TCP/IP protocols stack as the public Internet, and 
uses Internet infrastructure as well. 

V. OUTLOOK AND SUMMARY 
In this paper, we gave an overview of the state-of-the art 

networked multimedia technologies and services.  
As for the future, it is impossible to identify a single unified 

direction where multimedia services are developing. Instead, 
in this concluding section, we briefly address some interesting 
and promising approaches, including solving challenges in 
providing broadband access, novel multimedia technologies, 
and new business models for providing multimedia services.  

A. Multi-screen TV 
While until recently the term multi-screen denoted different 

kinds of video walls with several screens, for example dis-
playing the participants of a video conference plus presen-
tations and videos delivered by participants, different stake-
holders of the TV and mobile industry gave it a different 
meaning. For TV service providers, it means extending the 
viewing experience of customers from smart TV sets to a 
second device such as a table PC or a smartphone, basically 
adding tablet and smartphone participation to classical TV 
viewing. The terms “Companion TV“, „second screen TV“ 
refer to the same thing.  

In general, multi-screen TV means enabling the ser-
vice providers to deliver any content to any screen via any 
network within the framework of a single integrated system 
(“TV anywhere“). It seems that while smart TV offers a 
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 Public health applications 
Key technologies for smart cities are (i) a networking infra-

structure, mostly wireless, and (ii) sensors installed every-
where, in parking lots (infrared sensing of occupancy), on 
buildings (e.g. surveillance cameras), in citizens homes (me-
tering devices), just to mention a few examples. Multimedia 
communications plays a key role on most of the afore-
mentioned applications. 

IoT – Internet of Things is a frequently used term to denote 
the system of networked sensors embedded in physical objects 
and machines. „Internet“ because this network operates using 
the same TCP/IP protocols stack as the public Internet, and 
uses Internet infrastructure as well. 

V. OUTLOOK AND SUMMARY 
In this paper, we gave an overview of the state-of-the art 

networked multimedia technologies and services.  
As for the future, it is impossible to identify a single unified 

direction where multimedia services are developing. Instead, 
in this concluding section, we briefly address some interesting 
and promising approaches, including solving challenges in 
providing broadband access, novel multimedia technologies, 
and new business models for providing multimedia services.  

A. Multi-screen TV 
While until recently the term multi-screen denoted different 

kinds of video walls with several screens, for example dis-
playing the participants of a video conference plus presen-
tations and videos delivered by participants, different stake-
holders of the TV and mobile industry gave it a different 
meaning. For TV service providers, it means extending the 
viewing experience of customers from smart TV sets to a 
second device such as a table PC or a smartphone, basically 
adding tablet and smartphone participation to classical TV 
viewing. The terms “Companion TV“, „second screen TV“ 
refer to the same thing.  

In general, multi-screen TV means enabling the ser-
vice providers to deliver any content to any screen via any 
network within the framework of a single integrated system 
(“TV anywhere“). It seems that while smart TV offers a 

 

combination of traditional broadcasting content and interactive 
content accessible from the Internet, there is a significant 
demand for an application where second-screen or multiple-
screen viewing can be delivered and customized via a mobile 
handheld device, as a flexible extension to the primary large-
screen TV set.  

As an example, WatchON™ of Samsung [31] allows for 
accessing content across different Samsung devices. With 
WatchON, a mobile smartphone or tablet PC can be paired 
with the main smart TV, and the selection of content and 
device is controlled via a smartphone application. In addition 
to multi-screen viewing, this application provides intelligent 
program search, personalized recommendations, complemen-
tary content and social network sharing. 

Ericsson claims that “TV consumers today demand a seam-
less way to consume any content, on any screen, anywhere. 
They want to have a social experience while watching TV. 
They want personalized and rich experience across devices.” 
[32] Ericsson’s „Multiscreen TV Solution” is a complete 
system consisting of Multi-screen clients and Multi-screen 
Core Platforms. The core functionality includes content mana-
gement, middleware, VOD backoffice, digital rights manage-
ment among others. The client functionality includes common 
client framework, SDK and portals. 
B. Future 3D Media Internet 

As it was discussed in Part I, there have been important 
research initiatives on both sides of the Atlantic to support 
research of Future Internet network architectures. Several 
directions have been listed in which new solutions were re-
quired to meet the new demands. Perhaps the most important 
challenge is to support 3D media delivery on the Future 
Internet, and the solutions embedded in the Future Internet to 
meet this challenge are denoted by the term „Future  3D 
Media Internet“ [33]. 

Requirements toward the Future Media Internet, listed and 
analysed in [34], [35], and [36] include coding, transmission 
and presentation of 3D audio/video + additional sensorial 
information (pressure, vibration, smells etc.), interactivity with 
3D media from any user devices, inclusion of 3D handling 
capability in browsers.  

The main challenge is transmission and delivery of 3D 
information while meeting the desired QoS and QoE re-
quirements. There are several directions in which the current 
Internet should evolve to become Future Media Internet. Just 
to mention one: 3D media transport. The current  protocol 
stack of RTP/UDP/IP will most likely be replaced by RTP/ 
DCCP/IP. TCP is usually not an option in most media appli-
cations (streaming, interactive media, online games) because 
fast delivery is needed and the reliable transport mechanism of 
TCP causes unaffordable delays. On the other hand, UDP 
lacks a congestion control feature which is important for the 
transmission of large amounts of multiview 3D video. DCCP 
or Datagram Congestion Control Protocol seems to be a solu-
tion. DCCP provides congestion control for datagrams in 
bidirectional unicast connections. The transmission of data-
grams occurs unreliably just as with UDP. 

C. Free viewpoint 3D TV 
As it was noted earlier in this paper, current 3D stereo-

scopic technologies, used in cinemas and blue-ray players, are 
not attractive enough for 3D television due to the reasons 
mentioned above. Besides some limitations of the current 
technologies, such as specific glasses or the limitations of the 
current displays, it seems that viewers are not enthusiastic 
enough just about some depth experience, rather many prefer 
2D viewing but with increased resolution. The main reason 
maybe is that these technologies provide only a single 3D 
view and the viewers cannot control their viewpoint.  

A breakthrough technology could be free-viewpoint TV, a 
multiview system where the user can freely choose the view-
point he/she wants to watch a scene from. The basic techno-
logy is the free viewpoint video, or FVV, which has been 
around for several years as a novel production and repro-
duction technology. In FVV, the scene is recorded simultan-
eously by several cameras. The recording is controlled by the 
master camera and the operator, who selects a part of scene to 
focus on and all other cameras are directed to the same part of 
the scene, but each from different location/angle, in a compu-
ter controlled way. The resulting multiple video stream is 
processed by appropriate coding technologies, transmitted to 
the receiver side, where it is decoded and rendered to a special 
display. So far this technology was commercially utilized 
mainly on the production side, examples being the stop-
motion animation in the movie ”Matrix” or in the “Eyevision” 
system for sport effects [37].  

According to [38], the world’s first real-time free-viewpoint 
TV system, including the complete chain of operation from 
image capture to display, was constructed by Masayuki 
Tanimoto and his team.  

Part of this complicated chain, namely, the multiview co-
ding, has been already standardized. The Multi-view video 
coding (MVC) standard is an extension of H.264/AVC, and is 
based on exploiting the redundancies not only between frames 
of a given view but also between frames of different views 
[39]. MPEG is now (in 2013) engaged in the third phase of 
FTV standardization, with the objective of establishing a new 
FTV framework. The first document [40] deals with use cases 
and requirements. There are important developments in the 
other elements of the FTV chain, e.g. in multiview 3D dis-
plays, so one can expect the appearance of the first com-
mercial TV applications in the near future. 

D. OTT vs digital broadcasting 
We noted earlier that the transition from analogue to digital 

terrestrial broadcasting has been recently completed in most 
countries worldwide. Analogue TV distribution in CATV net-
works will be terminated also soon. But what will be the 
future of digital TV broadcasting? As we also mentioned, the 
bandwidth savings due to digital switchover will help the 
penetration of wireless broadband Internet access which is 
going to be increasingly used by customers for enjoying TV 
content as opposed to using traditional digital broadcasting 
and distribution services. Many think – and the authors belong 
to them - that the days of DVB-T are numbered. This service 
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will probably continue to grow in the next few years but then a 
decrease will likely start. IP-based TV distribution over 
dedicated networks – IPTV - will remain significant in the 
next few years. And mobile broadband Internet access will 
grow due to reuse of the digital dividend and later due to 
freeing up new bands. Consequently the share of the non-
linear media consumption will grow. In the near future, 
customers will use a multiplicity of platforms, interfaces etc., 
no universal worldwide standard is expected to be established. 
As we already noted, the future of HbbTV is unclear. 

This trend was recognized by the Communications Com-
mittee of the British Parliament. In their recent document [41], 
it is stated: “We recommend that the Government, Ofcom and 
the industry begin to consider the desirability of the transfer of 
terrestrial broadcast content from spectrum to the Internet and 
the consequent switching off of broadcast transmission over 
spectrum, and in particular what the consequences of this 
might be and how we ought to begin to prepare.”

The development in the mobile broadband technologies 
seems to be supporting this trend. Existing HSDPA and LTE 
technologies already offer significant download speeds as 
compared with 3G services. And the move to the next ge-
neration is underway. Ericsson, one of the market leaders in 
mobile system technology, a company investing a lot in 
related research, is talking about 5G as evolution of existing 
standards plus complementary new technologies. They say 
“5G will enable the Networked Society and realize the vision 
of unlimited access to information for anyone and anything. 
This vision will be achieved by combining evolved versions of 
today’s radio-access technologies (RATs), including LTE and 
HSPA, with complementary RATs for specific use cases, not 
by replacing existing technologies. Future mobile broadband 
users will expect “unlimited” performance from the network.”
[42]. Moving to new generation mobile broadband services is 
also in the focus of the recently launched program, 5G PPP, 
within the new Horizon 2020 framework program of the Euro-
pean Union. According to [43] the 5G PPP will deliver solu-
tions, architectures, technologies and standards for the ubi-
quitous next generation communication infrastructures of the 
coming decade. It will provide such advancements as 1000 
times increase in wireless capacity serving over 7 billion 
people (while connecting 7 trillion “things”), saving 90% of 
energy per service provided, and creating a secure, reliable 
and dependable Internet with zero perceived downtime for 
services. 

To sum up what was outlined in this concluding section, it 
is likely that we will be witnessing dramatic changes in 
networked multimedia to take place in the near future: a move 
from the present digital broadcasting to mobile broadband 
Internet, at the same time a transition from linear to non-linear 
media consumption, and the commercial introduction of novel 
3D technologies that will provide unprecedented viewing and 
listening experience. 
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will probably continue to grow in the next few years but then a 
decrease will likely start. IP-based TV distribution over 
dedicated networks – IPTV - will remain significant in the 
next few years. And mobile broadband Internet access will 
grow due to reuse of the digital dividend and later due to 
freeing up new bands. Consequently the share of the non-
linear media consumption will grow. In the near future, 
customers will use a multiplicity of platforms, interfaces etc., 
no universal worldwide standard is expected to be established. 
As we already noted, the future of HbbTV is unclear. 

This trend was recognized by the Communications Com-
mittee of the British Parliament. In their recent document [41], 
it is stated: “We recommend that the Government, Ofcom and 
the industry begin to consider the desirability of the transfer of 
terrestrial broadcast content from spectrum to the Internet and 
the consequent switching off of broadcast transmission over 
spectrum, and in particular what the consequences of this 
might be and how we ought to begin to prepare.”

The development in the mobile broadband technologies 
seems to be supporting this trend. Existing HSDPA and LTE 
technologies already offer significant download speeds as 
compared with 3G services. And the move to the next ge-
neration is underway. Ericsson, one of the market leaders in 
mobile system technology, a company investing a lot in 
related research, is talking about 5G as evolution of existing 
standards plus complementary new technologies. They say 
“5G will enable the Networked Society and realize the vision 
of unlimited access to information for anyone and anything. 
This vision will be achieved by combining evolved versions of 
today’s radio-access technologies (RATs), including LTE and 
HSPA, with complementary RATs for specific use cases, not 
by replacing existing technologies. Future mobile broadband 
users will expect “unlimited” performance from the network.”
[42]. Moving to new generation mobile broadband services is 
also in the focus of the recently launched program, 5G PPP, 
within the new Horizon 2020 framework program of the Euro-
pean Union. According to [43] the 5G PPP will deliver solu-
tions, architectures, technologies and standards for the ubi-
quitous next generation communication infrastructures of the 
coming decade. It will provide such advancements as 1000 
times increase in wireless capacity serving over 7 billion 
people (while connecting 7 trillion “things”), saving 90% of 
energy per service provided, and creating a secure, reliable 
and dependable Internet with zero perceived downtime for 
services. 

To sum up what was outlined in this concluding section, it 
is likely that we will be witnessing dramatic changes in 
networked multimedia to take place in the near future: a move 
from the present digital broadcasting to mobile broadband 
Internet, at the same time a transition from linear to non-linear 
media consumption, and the commercial introduction of novel 
3D technologies that will provide unprecedented viewing and 
listening experience. 
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